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Abstract—The dq-frame impedance model is increasingly 

employed to analyze the grid-converter interactions in three-phase 

systems. As the impedance model is derived at a specific operating 

point, it is required to connect the converter to actual power grids 

during the impedance measurement. Yet, the non-zero grid 

impedance causes cross-couplings between perturbation and 

response signals, which consequently jeopardize the accuracy of 

impedance measurement. This paper analyzes first the coupling 

effect of the grid impedance on the measured impedance, and then 

proposes a multiple-input multiple-output (MIMO) parametric 

impedance identification method for mitigating the effect. Instead 

of using the Fast Fourier Transform (FFT), the method allows for 

obtaining the parametric impedance model directly from the time-

domain data. Further, with the simultaneous wideband 

excitations, only a single measurement cycle is needed. The 

effectiveness of the method is verified in both simulations and 

experimental tests.  

 
Index Terms—Small-signal model, impedance measurement, 

coupling effect, MIMO parametric identification 

 

I. INTRODUCTION 

 

s converter-based resources are increasingly integrated 

into power grids, power-electronic-based power systems 

are being built in the near future [1]. The interactions between 

the multiple-timescale control dynamics of converters and the 

grid tend to cause oscillations in a wide frequency range [2]. To 

address the challenges, the impedance-based modeling and 

stability analysis methods have been extended to converter-

based power systems [3]-[5]. Yet, the analytical impedance 

model is difficult for system operators to obtain since they 

usually have no access to the control systems of converters from 

different vendors. There is thus growing demand for measuring 

the “black-box” impedance model directly from the terminals 

of converters. 

The impedance measurement techniques for dc-dc converters 

have been well developed [6], [7]. In contrast, for three-phase 

ac systems, the converter impedance is generally developed in 

the dq-frame, since the time-periodic ac operating trajectories  
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are transformed into time-invariant dc operating (equilibrium) 

points. Consequently, the dq-frame impedance model of three-

phase converters is a MIMO system, and thus the Generalized 

Nyquist Stability Criterion is used for the stability assessment 

of grid-converter interactions [8].  

Continuous research efforts have been made for measuring 

the dq-fame impedance of three-phase converters. A general 

method is based on the linear superimposition principle, where 

either d- or q- axis is perturbed with small excitations, while the 

other axis is kept unchanged [9], [10], thus the entries of the 

impedance matrix can be obtained one by one. However, in the 

presence of the grid impedance, the cross-couplings between 

the d- and q-axes of the grid impedance matrix, i.e. the non-

diagonal entries of the matrix are non-zero, are inevitable. 

Consequently, when measuring the converter impedance, the 

perturbation injected at one axis will be coupled with the other 

axis through the cross-coupling terms of the grid impedance 

matrix [11], and hence, the accuracy of measuring the converter 

impedance is affected by the grid impedance.   

To address such a coupling effect of the grid impedance, two 

linearly independent perturbations are sequentially injected into 

the system and then four equations can be obtained to calculate 

the impedance matrix [12], [13]. By identifying the decoupling 

matrix, which expresses the relationship between the uncoupled 

transfer functions and the identified coupled ones, the coupling 

effect of the grid impedance on the measured impedance results 

can be mitigated [14]-[16]. However, this approach requires 

multiple measurement cycles to sequentially identify the entries 

of the converter impedance matrix, which is time-consuming. 

Further, the versatile renewable energy sources tend to shift the 

operating points of converters, which can lead to inaccurate 

measurement results if the impedance measurement takes a 

long time.  

To achieve an efficient impedance measurement, the MIMO 

identification technique is recently developed [17]-[20], where 

two uncorrelated excitation signals are simultaneously injected 

at the d- and q-axes. By setting different frequencies for the two 

perturbations, the diagonal entries of the converter impedance 

matrix can be calculated simultaneously, which greatly reduces 

the impedance measurement time. Nevertheless, those works 

overlook the cross-coupling effect of the grid impedance, and 

thus the perturbation signals at the d- and q-axis, are correlated 

with each other, which can lead to inaccurate impedance 

calculations in the frequency-domain [9]-[11], [17]-[20]. 

Further, when the measured responses contain multiple 

frequency components, an appropriate time window is required 

for using the FFT, in order to avoid the spectrum leakage [20]. 
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This paper proposes a time-domain MIMO impedance 

identification technique to address the cross-coupling effect of 

the gird impedance and improve the efficiency of impedance 

measurement. In the approach, by minimizing the prediction 

error between the predicted model and actual model, the 

impedance calculation is merely based on uncorrelated 

excitation signals, which are not influenced by the grid 

impedance. Moreover, with the simultaneous injection of 

wideband excitation signals, the parametric impedance matrix 

is obtained directly from the time-domain data in a single 

measurement cycle. Thus, the use of FFT is avoided, and 

computational efficiency can be significantly enhanced. 

Simulations and experimental tests confirm the effectiveness of 

the method. 

 

II. IMPEDANCE MEASUREMENT OF THREE-PHASE 

CONVERTERS 

 

A. System Description  

Fig. 1 illustrates a simplified one-line diagram of a three-

phase grid-connected Voltage Source Converter (VSC), where 

L is the filter inductor and Zg denotes the grid admittance, 

including grid capacitor Cg and inductor Lg. Iabc and Uabc are 

three-phase inductor currents and three-phase voltages at the 

Point of Common Coupling (PCC), respectively. A constant 

DC-link voltage Udc is assumed, while the AC-bus voltage 

control, the current control, and the phase-locked loop (PLL) 

are considered. θ denotes the phase angle measured by the PLL. 

Zdq is the dq-frame impedance matrix of the converter, which 

characterizes the dynamic behavior at the PCC of the VSC. 

The relationships between voltage perturbations and current 

responses at the d- and q-axes are used to model the dq–frame 

impedance characteristics of the VSC, which are given by 

 

dd dqd d d

dq

q q qqd qq

Z ZU I I

U I IZ Z

        
        

         

Z                (1) 

 

where △ denotes the small variations of voltage and current 

from the equilibrium points.  

To measure the dq-frame impedance of the VSC, two 

uncorrelated perturbations are sequentially injected into the 

system and then four equations can be obtained to calculate the 

impedance matrix, as shown in (2). 
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where the subscripts ‘1’ and ‘2’ imply two linearly independent 

perturbations. However, this impedance measurement method 

requires multiple measurement cycles to sequentially calculate 

the impedance entries, which is time-consuming [12]. To 

achieve the efficient impedance measurement, the MIMO 

impedance measurement method is thus proposed. 

 

B. MIMO Impedance Measurement of Three-Phase 

Converters in the DQ-Frame 
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Fig. 1.  Simplified one-line diagram of a three-phase grid-connected VSC. 
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Fig. 2.  System diagram of the conventional MIMO impedance measurement 

setup. 
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Fig. 3.  Samples of two uncorrelated PRBSs in the time-domain and frequency-

domain. 

 

Fig. 2 illustrates the diagram of the conventional MIMO 

impedance measurement setup, which is composed of the 

perturbation injection and the impedance calculation [17]-[20]. 

To measure the impedance of VSCs, small excitation signals 

are usually injected into the system, and then the resulted 

responses of PCC voltage and current are used to calculate the 

impedances [23]. 

A variety of signals can be used to excite the VSC system, 

which is generally selected based on the signal-to-noise ratio 

(SNR), the measurement time, and the immunity of nonlinear 

effect [11]. A sinusoidal signal is a basic form of excitation 

signals, which is implemented with either a single-frequency 

component [13] or multi-frequency components at a time [24]. 

It is generally expected to save the measurement time by using 

the multi-frequency sinusoidal signals. However, the sum of 

multiple sinusoidal signals may lead to a high magnitude of the 

excitation signal, whose accuracy is challenged by the inherent 

nonlinear effect of the VSC [24]. To overcome this limitation, 

another form of multi-frequency signal, i.e., the Pseudo-
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Random Binary Sequence (PRBS) signal, is used in this work 

for the fast measurement of converter impedance.  

As shown in Fig. 2, the perturbation is injected through the 

grid emulator and there is no grid impedance connected with 

the VSC. To achieve the efficient measurement of the dq-frame 

impedance matrix of VSC, two uncorrelated excitation signals 

are required to simultaneously inject into the system [12]. Two 

PRBSs at different frequency points are designed as the 

uncorrelated excitation signals for fully exciting the MIMO 

system. The first PRBS is generated at 1020 Hz by a 7-bit- 

length shift register while the second PRBS is generated at  

1000 Hz by a 6-bit-length shift register. Fig. 3 shows the 

samples of two uncorrelated PRBSs in the time-domain and 

frequency-domain. The energies are located in different 

frequencies between two PRBSs and the energies of both 

excitation signals drop to zero at the generation frequency. 

Fig. 4 illustrates the conventional MIMO impedance 

calculation, where the grid impedance is not considered, and the 

actual perturbation signals applied for converters are 

uncorrelated with each other [13]. 

The excitation signal, PRBS1 is imposed on the d-axis while 

the PRBS2 is simultaneously imposed on the q-axis. Then, the 

responses of voltages △Ud and △Uq are not only from the 

contribution of PRBS1 but also from the contribution of PRBS2. 

By using the cross-correlation technique [17], the responses can 

be decomposed into △Udq1 and △Udq2 in the frequency-domain, 

where the subscripts ‘1’ and ‘2’ imply the response from the 

contribution of PRBS1 and PRBS2, respectively. Thus, the 

impedance Zdd, Zqd can be easily identified, as expressed in (3). 
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Similarly, the impedance Zdq, Zqq can then be simultaneously 

calculated as 
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According to the data of input and output of (3) and (4), the 

impedance transfer functions can be readily obtained by using 

parametric identification algorithms [25], [26]. It is noted that 

the MIMO impedance matrix of the converter is decomposed 

into four SISO systems when the uncorrelated excitation signals 

are perturbed on the dq-axis simultaneously. 
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Fig. 4.  Conventional MIMO impedance calculation without considering the 

grid impedance. 

 

III. COUPLING EFFECT OF GRID IMPEDANCE ON MEASURED 

CONVERTER IMPEDANCE 

 

In the practical application, the excitation signals are not 

injected by the grid emulator and the converter is connected to 

actual power grids. The grid impedance may vary in a wide 

range in reality, and its effect on the conventional MIMO 

impedance measurement has to be considered. Fig. 5 illustrates 

the coupling effect of grid impedance on the measured 

converter impedance when two uncorrelated PRBSs are 

simultaneously injected into the system. It is clear that the 

perturbation signals ΔIdq that are actually applied to converters 

differ from excitation signals ΔIpdq, due to the additional 

feedback paths formed by the grid impedance [11]. 

Consequently, the cross-coupled perturbations are imposed on 

the VSC at the d- and q-axis, which makes the perturbation 

signals ΔId and ΔIq used for the impedance calculation 

correlated with each other [12]. 

Given PRBS1 imposed on the d-axis and PRBS2 

simultaneously imposed on the q-axis, the responses of the 

voltages △Ud and △Uq can be decomposed into △Udq1 and 

△Udq2 in the frequency-domain, respectively. △Udq1 are not 

only caused by △Id1 but △Iq1 due to the existence of disturbance 

voltage △Igq1, whose relationships can be derived as follows: 
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where △Iq1  is due to the grid admittance and can be given by  

 

1 1 1 1q gq gqd d gqq q
I I Y U Y U                         (7) 

 

Substituting (7) into (5) and (6), respectively, the resulting 

impedance entries associated with the d-axis excitation 

(PRBS1) can be obtained as  

 

1

1
1

dd gqq qq dd qd dq gqqd
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Considering the responses from the contribution of PRBS2, 

the corresponding impedance entries Zdq and Zqq can be 

simultaneously calculated by 
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Fig. 5.  Coupling influence of grid impedance on measured converter 
impedance with simultaneous injection of two uncorrelated PRBSs. 

 

Due to the influence of the grid admittance, the d-axis 

disturbance current can also be derived as 

 

2 2 2 2d gd gdd d gdq q
I I Y U Y U                      (12) 

 

Consequently, the resulting impedance entries associated 

with the q-axis excitation (PRBS2) can be obtained as follows, 

which are also dependent on the grid admittance.  
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It is clear that the calculated impedance entries are dependent 

on the grid admittance. When the grid admittance is small, the 

converter admittance model can be approximately equal to (3) 

and (4). However, when the grid impedance is non-negligible, 

the cross-coupling perturbations between the d- and q-axes 

have to be considered in the converter impedance measurement. 

Therefore, during the MIMO impedance measurement, the 

VSC cannot be simply treated as four SISO systems but a 

MIMO system.  

 

IV. TIME-DOMAIN MIMO PARAMETRIC IDENTIFICATION 

 

To obtain an accurate impedance of the VSC with a non-zero 

grid impedance/admittance, the time-domain MIMO 

parametric impedance identification technique based on the 

prediction error method (PEM) is introduced in this section. 

The step-by-step implementation of the approach will be 

discussed in Section V.  

Fig. 6 illustrates the block diagram of the time-domain 

MIMO parametric impedance identification approach, where 

the basic idea is to find the appropriate transfer functions of the 

identified impedance model Z
ϕ 

dq  based on the time-domain 

responses so that the identified model can accurately describe 

the actual impedance model Z
0 

dq. It is noted that the transfer 

function is identified in the discrete domain based on discrete 

data, which can be converted to the continuous domain if 

necessary.  
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Fig. 6.  Block diagram of the time-domain MIMO impedance identification 

approach. 

 

In the approach, to fully excite the MIMO system and 

guarantee the accuracy of the identification, two uncorrelated 

excitation signals ΔIpd(k) (PRBS1) and ΔIpq(k) (PRBS2) are 

simultaneously injected into the system [27], and the responses 

of ΔId(k), ΔIq(k), ΔUd(k) and ΔUq(k) are measured to identify 

the impedance model in the time-domain, where k denotes the 

kth sampling point. The structure and order of the identified 

model are first selected. The PEM is then used to establish the 

relationship between the estimated parameters of the transfer 

functions and the measured response. Next, the least-squares 

method is implemented to obtain the sum of squared prediction 

errors (i.e. the cost function) between the outputs from the 

identified model and actual outputs. The cost function is finally 

optimized by using the gradient descent algorithm [27] and the 

parameters of the identified impedance model will be adjusted 

constantly until the prediction error approaches to zero, which 

makes the identified impedance Z
ϕ 

dq approximately equal to the 

actual impedance model Z
0 

dq. 

 

A. Identified Model Structure and Order 

The selection of the appropriate structure of the general 

transfer function model plays an important role in the 

identification of the MIMO system, as it determines the number 

of parameters, the convergence, and the computational effort 

[28]. Depending on whether the transfer functions have a 

common denominator, the model structure can be classified into 

Equation-Error Model (EEM) and Output-Error Model (OEM) 

[29]. To reduce the number of identified parameters and 

facilitate the selection of model order, one of the simplified 

EEMs, e.g. AutoRegressive with eXogenous input (ARX) [25], 

can be obtained as shown in (15). According to Fig. 6, one of 

the predicted outputs △U'd(k) is taken as an example for 

elaborating the identification process.  

Supposing that the predicted data has been generated by 

(where the noise model is excluded for brevity) 
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where Z
ϕ 

dd(z) and Z
ϕ 

dq(z) represent the identified transfer functions 

of the impedance model for VSC. The operator z is a shift 

operator meaning z-1△U'd (k) =△U'd (k−1) and it will be omitted 

in the following whenever appropriate. A1(z), B11(z) and B12(z) 

are the polynomials of the transfer functions, which can be 

written as 
1

1 10 11 1
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11 110 111 11
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               (16) 

 

The parameters vector of transfer functions is defined as  

 

10 1 110 11 120 12( )m n pa ....a b ...b b ...b                  (17) 

 

where m, n and p mean the order of the polynomials. Thus, the 

purpose of the identification is to estimate the parameters given 

in (17), such that the identified model can accurately describe 

the actual model.  

The order of A1(z), B11(z) and B12(z) determine the number of 

coefficients of each polynomial. If we increase the order, it will 

increase the computational complexity while if we reduce the 

order, the accuracy of the estimated model will be compromised. 

There is a trade-off between the computational complexity and 

accuracy of the identified impedance model. Singular Value 

Decomposition (SVD) is usually used to estimate the order of 

the identified model [28]. If the noise is not taken into account, 

the order estimation of the identified system is easy. The 

number of nonzero singular values is equal to the order of the 

system. However, when considering the influence of the noise, 

the data matrix will be of the full rank and all singular values 

i
  are nonzero. The rank of the identified system has to be 

chosen from the number of significant singular values. The ratio 

between singular values can be considered as the determination 

of the identified model order, which can be expressed by  
 

1 2

1 2 3 1

{ }n i

n i

max , , .....,
  

   
 

                     (18) 

 

where n is the estimated order of the identified model. 

Based on SVD of the data matrix for measured responses, the 

highest order of the identified model can be chosen as the initial 

order of each polynomial [29], and the final selection of the 

model order is done by iteratively checking the fitting accuracy. 

 

B. Parameters Estimation Algorithm  

The PEM is used to build the relationship between the 

parameters of the identified model and the actual response of 

the plant. The prediction error between the actual output △Ud(k) 

and the predicted output △U'd(k) from the identified model can 

be written as 
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Fig. 7.  Equivalent MIMO parametric identification block considering the grid 

impedance effects. 

 

where Z
0 

dd(z) and Z
0 

dq(z) are the actual discrete transfer functions 

of the impedance matrix entries. 

When considering the coupling effect of the grid admittance, 

the input signals ΔId(k)/ΔIq(k) used for the impedance 

calculation are correlated with each other, and consequently, 

their effects on the specific responses cannot be distinguished. 

However, when using the PEM, as shown in (19), Z
0 

dd−Z
ϕ 

dd and  

Z
0 

dq −Z
ϕ 

dq  should be always approximately equal to zero to 

guarantee the prediction error to be zero. This is because that 

the input signals, ΔId and ΔIq are composed of two uncorrelated 

signals and cannot get the minimum value of the function (19) 

unless the identified model is equal to the actual model. Thus, 

the correlation of input signals caused by the coupling effect of 

grid impedance does not jeopardize the accuracy of the 

impedance measurement when using the PEM. 

Fig .7 shows the block diagram of the equivalent MIMO 

parametric identification, considering the grid impedance. To 

prove that the PEM is not influenced by the correlation of the 

input signals caused by the coupling effect, the input signals 

ΔIdq(k) used for the impedance calculation can be expressed as 

a function of uncorrelated excitation signals ΔIpdq(k), which is 

given as follows: 
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where the input sensitivity function K is K=(I+ZdqYgdq)-1. 

Based on (19) and (20), the prediction error can be rewritten 

as  
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Once the model structure and order have been defined and a 

set of input-output data of length N has been collected, the 

estimation of the model parameters ϕ can then be obtained by 

minimizing the sum of the squared prediction errors, which is 

known as the least-squares method [28], i.e. 
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                         (22) 

 

where “arg min” denotes the minimum value of the function. 

The excitation signals ΔIpd(k)/ΔIpq(k), which are 

simultaneously injected into the system, are designed to be 
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uncorrelated with each other. On the basis of this and Parseval’s 

relation in [28], [29], the following result is given:  
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(23) 

 

where ΦIpd
(ω) and ΦIpq

(ω) mean the spectra of the uncorrelated 

excitation signals, and ΦIpd
(ω), ΦIpq

(ω) >0 for any ω. Thus, the 

following equations need to be satisfied to obtain the minimum 

value of the function (23) and make the prediction error 

approximately equal to zero. 
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which can be considered as linear equations with two variables, 

where X1 and X2 represent Z
0 

dd−Z
ϕ 

dd and Z
0 

dq−Z
ϕ 

dq, respectively. 

Since the determinant of the coefficient matrix K is not equal 

to zero (due to the measured system is stable), the solution of 

the equation (X1, X2) should be equal to zero. This means that 

as long as the simultaneously injected excitation signals are 

uncorrelated, and the determinant of the matrix K is non-zero, 

the PEM will assure that the identified transfer function matrix 

in the model set is closest to the actual one. 

The gradient descent method [28] is finally used to find the 

minimum value of (19) and to estimate the corresponding 

parameters of transfer functions. The gradient of the prediction 

error with respect to the identified parameters (i.e. the 

sensitivity of these errors to parameters variations) (k, )  can 

be obtained as: 

( ) ( )
dqdd

d q

ZZ
(k, ) I k I k
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Fig. 8 shows the principle of the gradient descent algorithm 

used for finding the minimum of a function. The fastest descent 

way is to take steps proportional to the opposite direction of the 

function’s gradient at any given point (e.g. the initial condition). 

This is because the gradient points to the steepest direction of 

the function’s generated surface at the given point. Thus, based 

on (25), the estimated parameters can be adjusted continuously 

in the direction of the negative gradient of (k, )  to achieve the 

minimum of (19), and meanwhile, obtain the parameters of the 

identified transfer functions.  

 

V. IMPLEMENTATION OF MIMO PARAMETRIC IMPEDANCE 

IDENTIFICATION TECHNIQUE 

 

Fig. 9 shows the flowchart for the implementation of the 

MIMO parametric identification technique based on PEM for 

the impedance measurement of VSC. It includes the excitation  
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Fig .8.  Principle of the gradient descent algorithm. 

 

PRBSs Design

Parameters Estimation

 Perturbations

Injection 

Data 

Processing

Model Structure and 

Order Selection

MIMO Identification 

Algorithm Application

Three-phase 

Voltages and 

Currents acquisition

ABC to DQ 

Variables 

Transformation

Impedance Model 

Model 

Validation

No

Yes

E
x
c
it

a
ti

o
n

 

In
je

c
ti

o
n

S
ig

n
a
l 
P

re
-

p
r
o
c
e
ss

in
g
 

T
im

e-
d

o
m

a
in

 M
IM

O
 

P
a
r
a
m

e
tr

ic
 I

d
en

ti
fi

c
a
ti

o
n

M
o
d

e
l 

V
a
li

d
a
ti

o
n

 
Fig. 9.  Flowchart of MIMO identification for VSC impedance measurement. 

 

injection, signal pre-processing, and time-domain MIMO 

parametric identification and model validation, which is next 

explained in detail. There are commercial tools available to 

apply them in an easy way, such as the System Identification 

Toolbox of MATLAB [28], which is used in this work. 

 

A. Excitation Injection 

For the excitation signal, PRBS should be carefully 

designed. The magnitude of PRBS plays an important role in 

the accuracy of the impedance measurement. On the one hand, 

the magnitude of the excitation signal has to be small to ensure 

that the system stays around its operating point. On the other 

hand, it has to be sufficiently large to reject noise disturbances. 

In general, the magnitude of the excitation signal is chosen 

between 5% and 10% of steady-state values [10], [11].  

Two uncorrelated PRBSs, as shown in Fig. 3 are selected and 

designed, which are used for fully exciting the MIMO system. 

Next, the designed excitation signals are injected into the 

system by using either the existed converters or the established 

impedance measurement unit [13] to generate the response of 

voltage and current for VSC. 

 

B. Signal Pre-processing 

The response of voltage and current are first measured and 

recorded in abc-frame. To accurately and efficiently identify 

the impedance model of VSC, the measured input and output 

data must be further processed. 

1) DQ-transformation: First, the measured output current 

and voltage of VSC in the abc-frame are transformed into the 

dq-frame. It is noted that the influence of the synchronization 

phase angle has to be considered during the impedance 
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calculation [30]. The low bandwidth of PLL used for the dq-

transformation of the measured data is used in this work. 

 2) Offset removal: Second, the measured voltage and current 

have to subtract its mean values before the identification starts 

since the model identification is based on the small-signal 

perturbations of the measured signals.  

3) Measurement pre-filter: Finally, the filter can be used to 

pre-filter both the measured voltage and current, which can 

focus the measured data on the frequency of the interest. 

Moreover, in order to lower the influence of the noise, several 

groups of input and output data can be obtained and averaged 

[19], which could be applied to identify the impedance model 

of VSC more accurately.  

 

C. Time-domain MIMO Parametric Identification 

Next, the System Identification Toolbox can be used to do 

the time-domain MIMO parametric identification based on the 

processed voltages and currents. ARX is first chosen as the 

structure of the identified model in the toolbox. SVD is then 

implemented to obtain the singular values, which is used to 

determine the initial order of the identified model for the 

impedance identification. 

Fig. 10 shows the SVD values according to the simulation 

data. The ratio between sequential singular values achieves the 

maximum when the identified model is equal to six. In practice, 

the order of the impedance model is usually selected to be 

higher than the number of dominant singular values to obtain 

satisfied performance due to the existence of noise in practical 

system identification. 

The PEM is then used to get the relationship between the 

identified parameters and the measured data. The least-squares 

method is adopted to obtain the cost function of the prediction 

error and the gradient algorithm is selected to calculate the 

minimum value of the cost function and estimate parameters of 

the identified impedance matrix. The identified model is finally 

validated, which will be discussed in Section VI. 

 

VI. SIMULATION AND EXPERIMENT VERIFICATION 

 

Since the admittance model of VSC is as the function of 

frequency, the verification of the identified admittance model 

can be carried out by comparing the analytical admittance 

model of VSC with the identified admittance model in the 

frequency domain. Further, a good model should be able to 

reproduce related data that have not been included in the 

identification process.  

In this work, the identified model can be cross-validated by 

checking the response of the measured transfer functions of the 

admittance model against the measured response under the 

same input in the time domain. The fitting ratio (FR) defined in 

(26) is used to assess the fitting results between the two 

different sets of data: 
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Fig. 10.  Singular value decomposition based on simulation data. 

 
TABLE I 

PARAMETERS OF THE VSC UNDER TEST 

Symbol Description Value 

Kac_p,/Kac_i Voltage outer controller 0.1/10 

Ki_p,/Ki_i Current inner controller 7.85/274 

Kp,/Ki PI controller of PLL 0.12/0.44 

Uacref AC voltage reference 200 V 

ω Grid frequency 314 rad/s 

fs Sampling frequency 10 kHz 

Id0 d channel current steady value 8 A 

Iq0 q channel current steady value 3.6 A 

Ud0 d channel voltage steady value 200 V 

Uq0 q channel voltage steady value 0 V 

Udc0 DC voltage of the converter 730 V 

Ug Grid phase-ground peak voltage 220 V 

Td Dead-time 2 s 

L Filtered inductor 3 mH 

Cg Grid capacitor 20 F 

Lg Grid inductor 17 mH 

 

TABLE II 

PARAMETERS OF EXCITATION SOURCE 

Symbol Description Value 

Ki_p1,/Ki_i1 Current inner controller 15/5480 

Kp1,/Ki1 PI controller of PLL 0.28/8.97 

fs1 Sampling frequency 10 kHz 

Id01 d channel current steady value 0 A 

Iq01 q channel current steady value 0 A 

Ud01 d channel voltage steady value 200 V 

Uq01 q channel voltage steady value 0 V 

Udc01 DC voltage of the converter 730 V 

Td1 Dead-time 2 s 

L1 Filtered inductor 3 mH 

 

where y(k) and ( )kŷ  are the data from the actual response of 

the system and the estimated admittance model, respectively; k 

represents sampling time and N is the total sampled number for 

the validation. It is noted that the model structure or the model 

order needs to be selected again until the accuracy of the 

identified model satisfies the requirements. 

Table I shows the parameters of the converter under test. To 

see the coupling influence of the grid impedance on impedance 

calculation, the AC voltage controller is adopted for the 

generation of the reactive current reference. In addition, a large 

grid impedance is also selected. 

Table II shows the parameters of the converter that is 

considered as the excitation source to inject perturbation into 

the system, where the excitation signals are imposed on the dq-

axis current references, respectively.  
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A.  Simulation Verification 

To verify the accuracy of the identified admittance model 

obtained through the proposed MIMO parametric identification 

algorithm, an impedance measurement setup is simulated.  

According to the simulation data, the transfer functions of the 

identified admittance model are given. Based on the SVD, the 

lowest order that provides a good fit has been selected. 

Moreover, for simplicity, the model order reduction technique 

[27] is implemented. Therefore, the analytical expression of the 

identified admittance model can be obtained (z-domain, the 

sampling frequency is equal to 10 kHz) 
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Figs. 11-14 show the comparison of frequency response for 

the admittance models, which are calculated from the 

theoretical model and the identified model, respectively. All the 

admittance models are measured from 1 Hz to 1000 Hz. It is 

noted that in a wide frequency range, the admittances Ydd, Yqq, 

Ydq, Yqd identified through the proposed approach match well 

with the ones obtained through the theoretical calculation. 

Furthermore, the accuracy of the identified model has been 

validated in the time-domain. Given the same excitation, the 

output currents in the simulation model and in the identified 

model are compared in Figs. 15 and 16. The two output currents 

of the identified model match the simulation output well (FR is 

equal to 92.87% and 92.5%, respectively), which means that the 

identified admittance model has the same output response as the 

simulation model in the time domain. Thus, the effectiveness of 

the proposed MIMO parametric impedance identification 

technique based on PEM is validated both in the frequency-

domain and time-domain. 
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Fig. 11.  Theoretically calculated admittance and identified admittance of Ydd. 
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Fig. 12.  Theoretically calculated admittance and identified admittance of Ydq. 
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Fig. 13.  Theoretically calculated admittance and identified admittance of Yqd. 
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Fig. 14.  Theoretically calculated admittance and identified admittance of Yqq. 
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Fig. 15.  D-axis current outputs of simulation and identified model under the 

same excitation input. 
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Fig. 16.  Q-axis current outputs of simulation and identified model under the 

same excitation input. 

 

B. Experiment Verification 

In order to further verify the correctness of the proposed 

method, a down-scale prototype based on the proposed 

impedance measurements setup, as shown in Fig.3, is built. Yet, 

the shunt current injection is adopted because this method is 

much easier to implement for the experimental verification. 

Fig.17 shows the detailed experimental setup of the built 

impedance measurement unit. A programmable three-phase 

voltage source is used to emulate the power gird. Two VSCs are 

used, where one VSC is considered as the converter under test, 

and the other is used to inject perturbations. The current 

transducer LA55-P and the voltage transducer LV25-P are used 

to acquire currents and voltages for the calculation of the 

admittance model. The sampling voltage and current are sent to 

the dSPACE and the synchronization phase was calculated 

based on the PLL and the voltage and current were recorded in 

the dq-domain.  

In this system, the data is processed in the host computer and 

the admittance model is identified through the proposed MIMO 

parametric identification algorithm.  

Similarly, according to the experiment data, the parametric 

expression of the identified admittance model are given. Based 

on the SVD, the lowest order that provides a good fit has been 

selected, and the analytical expression of the identified 

admittance model is obtained as follow: 
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Fig. 17.  The down-scale prototype of the impedance measurement. 
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Fig. 18.  Theoretically calculated admittance and identified admittance of Ydd. 
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Fig. 19.  Theoretically calculated admittance and identified admittance of Ydq. 

 

1 10 100 1000

 90

0

P
h

as
e 

(d
eg

)

Frequency(Hz)

 180

 30

 10

0

10

M
ag

n
it

u
d

e 
(d

B
)

 20

Identified

Calculated

 
Fig. 20.  Theoretically calculated admittance and identified admittance of Yqd. 
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Fig. 21.  Theoretically calculated admittance and identified admittance of Yqq. 
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Fig. 22.  D-axis current outputs of experiment and identified model under the 
same excitation input. 
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Fig. 23.  Q-axis current outputs of experiment and identified model under the 

same excitation input. 
 

Figs. 18-21 show the frequency response of the theoretically 

calculated admittance and identified admittance based on the 

experiment data. It is clear that the admittance model of VSC 

identified from the experiment data matches well with the 

theoretically calculated admittance. 

The accuracy of the identified model is also verified in the 

time domain through the recorded experiment data. Two output 

currents are compared under the same excitation input, as 

shown in Figs. 22 and 23. The comparison results show that the 

admittance model identified from the experiment data still 

match the theoretical impedance model well ( FR is equal to 

90.93% and 87.58%, respectively), which has the same 

conclusion as the simulation results and validates the 

correctness of the proposed MIMO parametric identification 

method for mitigating the coupling influence of the grid 

impedance. 
 

VII. CONCLUSION 

 

This paper has revealed the coupling mechanism of the grid 

impedance, which leads to errors in the measured VSC 

impedance results if the conventional MIMO identification 

method is used. To mitigate the coupling influence and achieve 

the efficient impedance measurement, a time-domain MIMO 

parametric impedance identification technique based on PEM 

has been introduced. Compared with the conventional MIMO 

identification technique, the method employs the simultaneous 

wideband excitations to obtain the parametric impedance 

matrix of the VSC with a single measurement experiment, and 

the impedance model is directly identified from the time-

domain data without using FFT, which saves the measurement 

time and ensures that the operating points of the system remain 

constant during the measurement. Moreover, the accuracy of 

the impedance measurement results is improved due to the 

mitigation of the coupling influence on impedance calculation 

caused by the grid impedance. 
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