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Abstract

With a growing number of stroke patients anticipated as the elderly pop-
ulation increases worldwide, the costs of stroke rehabilitation will also rise
in the coming years. Successful self-rehabilitation at home is important for
keeping those costs down, and sustaining a patient’s motivation is crucial
to the success of self-rehabilitation. The use of musical instruments in self-
rehabilitation is beneficial for stroke patients, and the use of existing musical
instruments removes the risk of stigmatization and likely increase uptake.
This thesis focuses on how limited musical expression and high latency might
affect long-term motivation related to self-rehabilitation at home through the
use of modified existing musical instruments. The investigation includes the
use of a modified electrical guitar in both supervised and unsupervised set-
tings by hemiplegic users with either inherent (spastic) or acquired brain
damage (stroke) as well as by those with no brain damage in a supervised
setting. The thesis starts by introducing HCI in the context of rehabilitation
after brain damage and how music can contribute to rehabilitation. This is
followed by a presentation of the areas within assistive technology and mu-
sical expression, the existing literature in the area, and the three iterations
of the modified electrical guitar (The Actuated Guitar). As a contribution to
the research area, the thesis also presents seven papers within the area of
interfaces for musical expression.
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Resumé

Det forventes, at antallet af mennesker, som rammes af blodpropper eller
blødninger i hjernen, vil stige, eftersom den ældre andel af befolkningen
vokser verden over. Derfor er succesfuld selv-rehabilitering i hjemmet vigtig
for at holde omkostningerne hertil nede. For at selv-rehabilitering skal blive
en success, er det vigtigt at facilitere og fastholde en vedvarende motivation
hos patienten til at selv-rehabilitere. Brugen af musikinstrumenter er gavn-
lig for patienter med hjerneskade, og inddragelse og brug af eksisterende
musikinstrumenter er med til at mindske evt. stigmatisering og sandsyn-
ligvis øge brugen. Denne afhandling fokuserer på, hvordan begrænset mu-
sisk udtryk og stor forsinkelse muligvis påvirker motivation over tid i forhold
til selv-rehabilitering i hjemmet, når der anvendes et modificeret eksisterende
musikinstrument. Undersøgelserne omfatter en modificeret elektrisk guitar
anvendt af delsidigt lammede brugere, som enten har medfødt eller erhvervet
hjerneskade, i både superviserede og ikke-superviserede sammenhænge. Ud
over disse er der også testet på ikke-hjerneskadede personer i en supervis-
eret sammenhæng. Denne afhandling starter med at introducere HCI i en
hjerneskaderehabiliteringskontekst, og hvordan musik kan bidrage til reha-
bilitering. Dette er efterfulgt af en præsentation af eksisterende litteratur
inden for området og de tre iterationer af den modificerede elektriske gui-
tar (The actuated guitar). Som et bidrag til forskningsområdet præsenterer
denne afhandling også syv artikler inden for området brugergrænseflader for
musisk udfoldelse.
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Chapter 1

Introduction

The western world’s population is ageing. More and more people from the
huge ’post-war’ or ’baby boomer’ generation are retiring. Better living stan-
dards and improvements in medicine and health care have prolonged their
life expectancy. The combination of a growing population of elderly people
and a simultaneous decline in the birth rate presents a conundrum as the
minority must increasingly support the majority. This change in demograph-
ics will strain national health care budgets as health care costs increase in
tandem with a growing elderly population.

The number of stroke victims worldwide is also growing; 70% of stroke
victims are over 65 years of age [7]. In Denmark the number of stroke victims
will increase by around 40% by the year 2035 [3], caused by the gradual
increase in life expectancy. If the stroke rate increases by just 1% the number
of stroke victims will more than double by 2035. In 2001 treatment of stroke
victims in Denmark cost 2.7 billion DKK, which was, at that time, 4% of the
total health care budget [3].

Following a stroke, acute treatment starts with a focus on life-saving treat-
ments, limiting damage to the brain, and preventing new strokes. In the
following weeks spontaneous recovery happens during which the victim re-
covers some of their lost abilities along with rehabilitation of the most basic
functions. The victim is moved from the hospital to a rehabilitation center
where intensive rehabilitation continues until they are sent home. This can
take from a few weeks to half a year, depending on the severity of the per-
son’s disabilities [2].

When the patient is sent home they can find it difficult to keep up the
motivation to carry out self-rehabilitation [15]. Rehabilitation is hard work
that requires many repetitions to yield results, which can be extremely frus-
trating for the person, especially when they do not have a therapist to help
plan, motivate, and execute the rehabilitation. This can result in complete
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Chapter 1. Introduction

abandonment of any self-rehabilitation that otherwise could give them better
physical and cognitive skills and make them less dependent on others for
support and care.

Many of the devices designed for rehabilitation are large complicated ma-
chines or weights that are similar to those found in a gym made for static
repetitive exercises. This type of rehabilitation is good for people who are
motivated by repetitive exercises, but many end up abandoning this type of
exercise as it is not motivating in the long term. Stroke also has a social cost,
and many lose a large part of - or their entire - social network as they can no
longer do what they used to do, need special care, and thereby lose a part of
their identity.

A way to keep people motivated and active in their social circles is through
assistive devices that help them self-rehabilitate through activities they did
before they had the stroke. Help a person who loved to paint to keep paint-
ing. Help a woodworker who loved to turn vases on his lathe to keep turning
wood. Help a person who loved playing music to continue playing his in-
strument, etc. As with all assistive devices, however, these means are limited
compared to what the user could do before the stroke. The big question is
whether the limitations of the devices are too large and eventually cause the
person to lose motivation and abandon self-rehabilitation.

1.1 Hypothesis and Research Questions

Little research has been done within the field of interfaces for musical expres-
sion that explicitly targets people with physical disabilities. Of the research
that has been done the main focus has primarily been on alternate controllers
with highly reduced complexity and little to no resemblance of existing mu-
sical instruments. This research consists primarily of proof of concept studies
that look for new or alternate interactions. There is no focus on the long-term
implications of the controllers, either for general use or in a rehabilitation
context. Furthermore, there are no examples of studies that focus on how
to make interfaces that enable people to play existing musical instruments.
Increased self-rehabilitation eventually leads to less dependence on support
and aid in everyday tasks. Using already existing and established technolo-
gies (in this case, musical instruments), the user can tap into already existing
activities and materials supporting musical instruments.

For this thesis I have constructed the following hypothesis:

Enabling or re-enabling people with disabilities to play an existing musical in-
strument can serve as a long-term motivator for self-rehabilitation through musical
activity and improve their quality of life.

4



1.1. Hypothesis and Research Questions

For the purpose of testing this hypothesis I address the following research
questions:

• How can an electrical guitar be modified to make it usable for people with
hemiplegia?

• How does the potential reduction in musical expression through latencies or
delayed auditory feedback affect the ability to produce rhythmical music and
influence the level of motivation and long term use of the guitar?

1.1.1 Motivation

As a musician I know firsthand the fun, joy, and satisfaction that playing
a musical instrument provides. Being able to play the instrument of one’s
hero, express oneself through music, learn and play along to one’s favorite
tunes, and write one’s own music are extremely satisfying and motivating.
Playing music is also a social endeavor through which one comes together
and interacts with other musicians to perform or improvise a tune as well as
interact with an audience that can enjoy and applaud the performance.

Some people are not so fortunate, however. Some never get to experience
the fun and joy music can give because of disabilities that prohibit them from
interacting with and playing musical instruments, while others are suddenly
unable to play an instrument because of a disability caused by, for example, a
stroke. Enabling people with no prior access to existing musical instruments
and re-enabling former musicians access to existing musical instruments are
the motivation for this thesis. The core idea is that playing a musical instru-
ment is so rewarding that all people should be allowed to try it.

1.1.2 Paper Overview

During my work on this thesis I published a total of seven papers. In this
section I briefly describe the papers and how the they connect to each other
and the thesis. An overview of the papers can also be seen in Table 1.1 on
page 9.

The Actuated Guitar: A Platform Enabling Alternative Interaction Methods (P1)
suggests an exploratory platform called the actuated guitar that facilitates
simple strumming and flexible mapping of user input for one handed use.
The platform utilizes a normal functioning electrical guitar fitted with an ac-
tuator for strumming and a micro-controller processing sensor data. The idea
the paper builds on is to modify existing musical instruments for a greater
feeling of empowerment and inclusion in society.

5



Chapter 1. Introduction

The Actuated Guitar: Implementation and User Test on Children with Hemiple-
gia (P2) extends the work of (P1) as a proof of concept study, investigating
whether children in the age range of 11 - 13 were able to interact with the
actuated guitar as intended. The paper also investigates through interviews
how the children used music or musical instruments of any sort in their ev-
eryday life. The results show that children with hemiplegia were able to
interact as intended with the guitar, producing rhythmical movement across
the strings. The actuated guitar empowered the children by allowing them to
use a musical instrument that would otherwise have been impossible to play.
The interview revealed that the children used music like any other children,
but the use of musical instruments in school and at home were extremely
limited. The children were highly aware of their own physical limitations
and did not set goals, like playing a musical instrument, which seemed im-
possible.

During a stay at the Helena Elsass Center I observed a rehabilitation class
to get a better understanding of how the center carried out their rehabili-
tation. The publication Exercising the Tibialis Anterior Muscle of Children with
Cerebral Palsy for Improved Neuroplasticity using an Electrical Guitar (P3) is a
short paper suggesting how the actuated guitar, using a foot controller for
player input, can improve or extend a common exercise to improve dorsi-
flexion for combating foot drop. The paper discusses how the use of the
actuated guitar with a foot pedal could serve as functional therapy, going
from a passive to active exercise, neuroplasticity and thereby improving neu-
rorehabilitation to improve gait.

The Prospects of Musical Instruments For People with Physical Disabilities (P4)
is a review paper based on the knowledge gathered through my literature
review. The focus of the paper is within the field of musical instruments
for people with physical disabilities and looks at the current state of devel-
opment. It includes a survey of 16 custom designed instruments, augmen-
tations/modifications of existing instruments, and recent trends in the area
and provides insights for potential future work.

States and Sound: Modelling User Interactions with Musical Interfaces (P5) is
the second paper originating from the literature review. During the litera-
ture review it became evident that there was not a common vocabulary for
modeling and describing the musical expressiveness of an Interface for Mu-
sical Expression. The paper suggests a model based on the idea of states
to inspire the community to discuss and work on a common vocabulary to
further enhancer their work and research.

Latency is often described as the most important factor when evaluat-
ing sound devices, be it instruments or recording interfaces. But despite the
large amount of focus on this topic many musical instruments exhibit an in-
herent latency or delayed auditory feedback between actuator activation and
the occurrence of sound. To better understand how the latency of the ac-
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1.2. Contributions

tuated guitar affected musically trained and non musically trained people I
published Hear You Later Alligator: How delayed auditory feedback affects non-
musically trained people’s strumming (P6). This paper investigates how Delayed
Auditory Feedback from the actuated guitar affects people’s ability to syn-
chronise the audible strum of the actuated guitar to a metronome beat at two
different tempi, 60bpm and 120bpm. Two different kinds of input devices
were used with feedback before or on activation to compare their individ-
ual performance. While 250ms Delayed Auditory Feedback hardly affected
musically trained test participants, when it was close to a subdivision of the
main tempo, non-musically trained test participants’ performance declined
substantially both in mean synchronisation error and its spread. Neither
tempo nor input devices affected performance.

A Longitudinal Field Trial with a Hemiplegic Guitarist Using The Actuated Gui-
tar (P7) investigates how the actuated guitar can be used to avoid a common
but significant problem for all rehabilitation, which is abandonment. A lack
of motivation often causes people to abandon their rehabilitation, especially
when it is carried out at home. During a three week period a post-stroke
former guitarist relearned to play the actuated guitar to see if it would help
increase motivation for self rehabilitation and quality of life. During the inter-
vention the participant had the actuated guitar at his full disposal. The study
showed that the test participant played 20 sessions, despite system latency
and reduced musical expression, and displayed signs of high motivation.
During the intervention he incorporated his own literature and equipment
into his playing routine and improved immensely as the study progressed.
The test participant was able to play on his own and keep a steady rhythm
that were in time with backing tracks that went as fast as 120bpm. During
the study the test participant was able to reduce his error rate to 33% and his
average flutter also decreased.

P1, P2, P6 and P7 try to answer the two research questions, while P3,
P4 and P5 try to broaden the field of research with interfaces for musical
expression.

1.2 Contributions

The thesis contributes a literature review, an artifact, empirical studies, and
a descriptive model to support the benefits of musical self-rehabilitation,
which I classify below according to Wobbrock’s classification of HCI con-
tributions [129].

• An in-depth analysis, classification scheme, and synthesis of the exist-
ing literature on assistive musical interfaces (P4 and more detailed in
Section 2.6), showing a non-existent approach of modified instruments
and poor descriptions of interactions.
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• An artifact on conceptualising (P1) and implementing (P2) that enables
or re-enables people with physical disabilities to play an electrical gui-
tar.

• Through empirical observations and analysis of training sessions of
physically disabled people, I identified exercises that could be replaced
by the input mechanism of and with the Actuated Guitar (AG) (P2)(P3).

• A theoretical modelling approach to describe and summarise interac-
tions with musical interfaces by extending the work of Buxton [30] and
Hinckley [61] (P4, P5 and Section 2.6).

• Empirical evidence that people with no musical training cannot over-
come long delayed auditory feedback even if it is close to a subdivision
of the overall tempo (P6).

• A longitudinal empirical case study showing that the reduction of mu-
sical expression from simple strumming with the AG did not negatively
affect long term-motivation of a musically skilled person (P7).
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Chapter 2

Background

This thesis is within the field of human computer interaction, assistive de-
vices, and musical expression. This section will describe core areas of the
topics included in the thesis.

2.1 Human-Computer Interaction

The field of Human-Computer Interaction (HCI) focuses on the interfaces and
interaction between humans (users) and computers. HCI is no longer limited
to tall grey desktop computers with a monochrome monitor and a mechanical
keyboard. With advances in computer and input technology HCI has found
its way into all nooks and crannies of our everyday life and with Internet of
Things (IoT) around the corner the number of devices with which humans
have to interact will only increase.

2.1.1 Human Factors Model of HCI

A classic model in human-computer interaction is the human factors model.
This model demonstrates in a simple way how a human and a computer
interact through a common interface, see Figure 2.1 [66]. In the model the
human, on one side, obtains information from the interface using sensors.
These human sensors are the eyes, ears, nose, tongue, fingers, etc. that cover
distinctly different physical properties of the surrounding environment. Vi-
sion, hearing, and touch (haptics) are the most commonly used senses in
HCI. All the information received by the sensors is converted into electrical
signals and sent to the brain where the information is processed. Based on
the information received the human reacts using responders to, e.g. activate
controls on an interface. The human responders can be everything that moves
e.g. fingers, hands, and arms, but also vocal chords for microphones or eyes
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Chapter 2. Background

for eye tracking. The computer receives information from the controllers.
Just like the human sensors, the controllers consist of different components
(knobs, sensors, dials) that can be manipulated by the appropriate human re-
sponders. The computer registers the changes to its controllers and updates
the interface accordingly. The model can also be used to describe interaction
in a musical context. Bongers, for example, used this model to describe the
performer’s or audience’s interaction with musical instruments or musical
installations [28].

Fig. 2.1: The human factors model describing the fundamental human computer interaction

2.2 Target Users

Brain damage is the leading cause of disability in developed countries. In
2009 alone 22.400 Danes over the age of 18 acquired some kind of brain dam-
age: 56% from a stroke or brain haemorrhage, 12% from traumatic brain
injury, and 32% from other causes such as aneurysms, Ischemia, tumors,
etc. [1, 14]. According to demographic change projections, that number is
likely to increase. On top of these causes, a small number of children are
born each year with congenital brain damage. Whether acquired or congeni-
tal, brain damage can affect a person’s physical abilities, e.g. by spasticity or
paralysis, and render them unable to participate in many activities without
assistance.

12
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2.2.1 Stroke

In Denmark 12.500 people per year suffer from strokes. 75.000 people live
with a diagnosis of either Ischemic stroke (blood clot in the brain) or hemor-
rhagic stroke (bleeding in the brain), and 50% of the victims suffer permanent
injuries as a result. A fourth of stroke victims are affected so severely that
they become dependent on care for the rest of their lives. Seventy percent of
the victims are over 65 years old [7]. Some of the general effects following a
stroke are hemiparesis or hemiplegia, fatigue, cognitive changes, behavioural
changes, and decreased field of vision. Common emotional effects following
a stroke are depression, apathy, and a lack of motivation [41, 48].

2.2.2 Cerebral Palsy

Each year 180 children are born in Denmark with cerebral palsy (CP) [8] and
about 10.000 people in the country live with different degrees of CP. This con-
dition is caused by damage to the brain during pregnancy or birth or imme-
diately after birth because of lack of oxygen, small strokes, haemorrhaging,
or infection. The damage is permanent but does not progress. Depending on
which areas of the brain are damaged and the extent of the damage, it can
cause paralysis, unwanted movements of the limbs, and/or difficulty eating
or talking. The most common type of CP is spasticity (75%), which affects
either one limb (monoperesis/monoplegia), one side of the body (hemipere-
sis/hemiplegia), the upper or lower body (diperesis/diplegia), or the entire
body (tetraperesis/tetraplegia). People with CP also suffer from increased
pain, fatigue, motivation and depressive symptoms [123] .

2.2.3 Rehabilitation and Brain Plasticity

The human brain is plastic and capable of continual change, which is an
important and fundamental re-organisational function of the human brain.
Throughout life, the brain changes both its functional and structural organ-
isation [93] through experiences and events encountered through life like
play, school, sports, games and free time interests. The brain is also capa-
ble to recovery from injury, like a stroke or a severe concussion, to coping
with the loss of sensory input like visual and auditory input [126]. This truly
astonishing functionality of brain plasticity is extremely important through-
out life and especially when learning but also ’re-learning’ following e.g. a
brain injury. This knowledge about brain plasticity is used in rehabilitation,
following accidents, strokes or in cases of CP. Several studies shows that fo-
cused practice, like constraint-induced therapy (CIT) [55, 117, 128], can result
in further recovery, even after reaching a point with less progress in rehabil-
itation [117]. CIT as a method of rehabilitation is a standardised intensive
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rehabilitation intervention. The healthy extremity, normally arms or legs, is
constraint several hours a day, thereby forcing the person to use the impaired
arm or leg. The goal is to cause plastic reorganisation of neural networks
in the brain through an increase in repetitive use [128]. Rehabilitation and
limb-specific exercises are not only relevant for regaining functionality, but
are just as important for keeping existing functionality. People with weakness
in, for example, an arm can have a tendency to use that arm less frequently
and favour the better functioning arm, which can lead to an even weaker arm
and so on, causing a unending downward spiral.

Research in the mid-1990s caused a change in the paradigms used within
Music Therapy. The new shift focused on the relationship between music
and brain functioning by demonstrating experience-dependent plasticity [70,
120]. This suggested that music stimulates complex, cognitive, affective, and
sensorimotor processes in the brain [56, 68].

As seen in Fig 2.2, the general distribution of disabilities includes more
people with minor physical and cognitive disabilities (close to the vertical
axis) and few with major physical and cognitive disabilities (furthest away
from the vertical axis). Examples of minor weaknesses are weakness in or
lowered stamina of one or more limbs. The further one travels along the
x-axis the more severe the disabilities become, ending up in, e.g. locked-in
syndrome.

Fig. 2.2: There are more people with minor physical disabilities following, e.g. a stroke or born
with CP, than people with severe disabilities. Source Professor M.D. Jens Bo Nielsen

2.2.4 Rehabilitation through Music

One of the most demanding cognitive challenges that you can give the hu-
man brain is music performance. This requires advanced and precise cog-
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nitive and motor skills involving auditory-motor interactions, that activates
a number of areas in the brain such as the Superior Temporal Gyrus, the
Frontal Cortex, the Dorsal and Ventral Premotor Cortex, the Motor Cortex
and of course the Audio Cortex [130]. This is a broad brain exercise and
why musicians often are used as examples of brain plasticity. G. Schlaug
et al. [113] compared the brain and cognitive effects of young children who
were musically trained or non musically trained. The results showed that at
an early age certain transfer effects started to emerge, and got continually
more pronounced with musical training showing a clear differences between
the brains of musically trained and non musically trained.

Not surprisingly the structural changes appear in areas linked to musi-
cal training but interesting structural differences also occur in other areas as
well. This indicates transfer effects, which could indicate that people playing
a musical instrument could benefit of transfer effects in other areas of the
brain as well. Research in this area shows that general cognitive rehabili-
tation and physical rehabilitation could benefit from playing music. Acute
stroke patients receiving gait training using simple Rhythmic Auditory Stim-
uli (RAS) (prerecorded music with metronome overlay) also show significant
improvements in regards to gait velocity, stride length and stride symmetry in
comparison to those who have received normal gait training for stroke [118].

Research and increased interest in the field of neuroscience and brain
plasticity has changed the landscape of music therapy. Music therapy is of-
ten associated with areas such as relationship building, emotional response
and well-being with. Over the last 20 years a new model called Neurologic
Music Therapy [119] that are focusing on rehabilitation following strokes has
grown rapidly. S. Schneider et al. has in a series of papers [16, 114, 115]
compared the commonly used CIT rehabilitation method, used to improve
motor skill recovery, to a music-oriented approach. Schneider et al. suggests
a method called Music-Supported Therapy (MST), that builds on repetition
and drawing on the additional benefits of active music making as mentioned
above. Compared to conventional (CG), functional (FG) the results showed
MG as a big improvement in many of the test parameters both pre- and post-
test when compared to CG and FG. Their results were not conclusive and
further tests should show which variables are significant. Even though, there
are interesting and promising aspects of music creation that produce better
results than traditional rehabilitation methods [115].

2.2.5 Empowerment and Quality of Life in a Musical Context

Besides the many beneficial effects of music on the brain, musical abilities
and skills enable one to participate musically in society and its culture. Mu-
sical Empowerment is not about individual skill level, although it is highly
regarded in some cultures; rather, it is about the process of regaining the right
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to perform music. Musical Empowerment gives people a sense of autonomy
and agency, providing access to existing resources in the surrounding musi-
cal context to make choices and follow plans set by oneself. In everyday life
the ability to perform music is a construct to emotional experiences, social
experiences, and identity [106]. The ability to play an instrument can be an
important contributor to self-esteem. Quality of life in general is a highly
subjective matter that involves many parameters heavily affected by social
and cultural contexts. However, being involved in music generally strength-
ens one’s sense of identity, and a strong and differentiated identity is one of
the factors that increases quality of life [109] [108].

2.3 Accessibility and Assistive Technology

According to Henry et al., "the purpose of accessibility is to provide equal access
for people with disabilities." This access is not only physical access to a certain
environment or location; it also includes products, devices, services and en-
vironments [60, 90] and, for the purposes of this thesis, musical instruments.
Accessibility can be direct, where small modifications or changes in the gen-
eral design allow improved access - like wider doors, on-ramps or specially
designed web sites. Accessibility can also be indirect, where access requires
the use of Assistive Technology, which refers to a broad range of devices, ser-
vices, strategies and practises that give support, aid, or help to people with
various disabilities. Assistive technology helps the user gain greater inde-
pendence and perform tasks they otherwise would be unable to do. Cowan
and Turner-Smith defined this as "an umbrella term for any device or system
that allows an individual to perform a task they would otherwise be unable to do or
increases the ease and safety with which the task can be performed." [37]

2.3.1 Abandonment

A major problem when talking about assistive technology is abandonment.
According to Trefler and Hobson [122], use of assistive technologies should
be as simple as possible in order to avoid abandonment by the user. A device
or technology that is too complex can cause the user to reject it even before
they have taken the time to learn how to use it. Complexity can also result in
long-term abandonment, a situation in which the user starts using the device
but stops using it over time due to frustration. Philips and Zhao identified
four significant factors related to device abandonment: lack of considera-
tion of user opinion, easy device procurement, poor device performance, and
change in user needs or priorities [99]. These factors seem obvious, but then
again few people use the advanced functions of TV and DVD player remote
controls. In Hierarchy of Assistive Technology [122] Trefler and Hobson sorted

16



2.3. Accessibility and Assistive Technology

assistive technology from the least complex and also often least expensive,
such as adapting an activity or task, to the most complex and often most ex-
pensive, designing and creating custom devices for a single user. According
to this schema, one can start at the top and try to solve the problem with the
least complex and intrusive method. This can help, e.g. therapists, practition-
ers and designers, choose the correct assistive technology to avoid potential
rejection or abandonment.

1. Adapt the activity or task.

2. Select a device that is commercially available for people without dis-
abilities.

3. Select commercially available rehabilitation products.

4. Combine commercially available rehabilitation products in innovative
ways.

5. Modify existing commercially available rehabilitation products.

6. Design and create a new device for a specific individual.

2.3.2 Modalities

In HCI the communication between sensors and responders is categorized as
input and output modalities. A modality is a single communication channel
for either sensory input or responder output between, e.g. a human and a
computer [28]. Systems using only one modality are called unimodal and
systems using more than one are called multimodal [111]. Commonly used
modalities are vision, audition, and haptics.

Obrenovic et al. suggested describing HCI as modalities where different
communication channels are established between user and computer, who
pass through four possible interaction constraints: User, Social, Environmen-
tal and Device. Each channel can either be unaffected, limited by reduction
or filtering of information, or broken, when no information can pass through.
User constraints are most often seen in disabilities that present a reduction in
sensor and responder input and output. Device constraints are an expression
of the device characteristics, e.g. a mouse can only capture movement in two
dimensions. Examples of environmental constraints include when the user is
unable to drive the car, should not watch a screen, or the environment is too
noisy. The social constraint describes a social situation in which the interac-
tion occurs, e.g. silencing one’s phone when in the company of other people.
The user constraint could present a problem when, for example, a user has
impaired vision and visual modality is reduced or filtered. If the user, on the
other hand, is completely blind or his vision is heavily impaired the visual
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modality channel is broken and communication cannot take place [94], see
figure 2.4 for a graphical representation.

Fig. 2.3: Obrenovic’s model of Modalities, constraints and effects. (With permission from author)

2.4 Designing Assistive Technology

When designing assistive technology for users with disabilities, one often
works with a set of requirements. These requirements can be established
through a requirement analysis when one looks at the environment of use,
who the users and stakeholders are, and what the tasks and goals are [82].
Obrenovic’s model of modalities, constraints and effect (see Section 2.3.2 and
Figure 2.4) highlights four accessibility issues that should be taken into ac-
count when designing assistive technology: the nature of the disability (user
constraints), whether the user has any reduction in or broken modalities, the
context of use (environmental and social constraints), where and how it is
going to be used, and which technology is available (device constraint), e.g.
do the sensors have high latency or low resolution?

2.4.1 Embodied and Tangible Interaction

Baskinger and Gross define the term tangible interaction as form + comput-
ing [22]. Interaction has always been tangible, but a new paradigm is arising
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with embodied technology in tactile objects that provide a seamless integra-
tion of form and interaction. This integration can enhance our experience and
is adaptive, responsive, thinking but still a physical object. Tangible interac-
tion, like the guitar, can draw on skills and integrate knowledge from many
areas such as traditional design, engineering, computing, robotics, electron-
ics, and programming. According to Basking and Gross the area is still new
and: "The vocabulary of form, function, and behaviour of computationally enhanced
products is still very much under construction; this yields some work that is an engi-
neering triumph yet awkwardly made, or work that is elegant and clever but without
apparent function." Although the article was published in 2010 this point still
holds true, despite the fact that we see more and more objects becoming form
+ computing.

Embodied interaction has many similarities to tangible interaction as its
focus is bringing interaction into the human’s physical world in order to
involve the human’s physical being. Dourish says "how we understand the
world, ourselves, and interaction comes from out location in a physical and social
world of embodied factors." [43]. Rex Hartson and Pardha Pyla define embodied
interaction as: "interaction is one in which a participant relies on the senses to
reach a new fidelity of realism, often using motion or gesture as triggers." [5]

2.4.2 Physical Computing

The term Physical Computing covers systems that can interact with the world
around them [62]. It is a broad definition and can cover everything from
interactive art installations to automatic watering systems. Most often the
term Physical Computing is used when talking about a combination of micro-
controllers and sensors. These are used in, e.g. education, research, art, IoT,
DIY Hobby driven by Arduino, Raspberry Pi, and the BBC micro:bit [62], see
Figure2.1.

Physical Computing is not limited to a certain area, but projects in Phys-
ical Computing often try to improve quality of life in some way. This can
range from something small, such as a device that reminds you to water your
plants, to something large that can have a profound impact on a person’s life,
e.g. someone living with disabilities [10].

With advances in computing, especially small SoCs (system on a chip)
with lower and lower power consumption and higher and higher processing
power, Physical Computing is no longer tethered to a wall but is becoming
more and more integrated into nearly every aspect of human life.

These prospects are especially interesting for people with disabilities as
advances in computing, sensors and actuators Physical Computing can - and
probably will - have an enormous influence on their general quality of life
in several ways. With shifting demographics in most of the western world
Physical Computing is one of the cornerstones of solving problems that will
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Fig. 2.4: An Arduino capturing human gestures with an accelorometer enabling people to strum
the guitar who otherwise would not be able to.

appear in the years to come.

2.4.3 Designing with the PEO model in Mind

In their journal article Designing for Lived Informatics in Out-of-Clinic Phys-
ical Rehabilitation, Bagalkot and Sokoler described how they used embodied
interaction in their exploration of the design of digital technology in support
of out-of-clinic physical rehabilitation [20]. In addition to the use of embod-
ied interaction, they actively used the PEO (Person-Environment-Occupation)
model, which was originally put forward by Law et al. [76], as a strong foun-
dation for their research and collaboration with external partners such as
therapists. They applied the model in the three case studies on rehabilitation
at home: the MagicMirror, the ReSwing and ReWall, and the ReExercise. Ac-
cording to Sokoler and Bagalkot, the use of the PEO model ensured a holistic
approach that helped align the understanding between the them and others
in the field.

The model shows that there is a relationship between each of the circles
(person, environment, occupation), which can help us understand the actual
quality of occupational performance by maximizing the “fit” between each
component. This, in turn, can help optimize the functionality for the user.

The PEO model is not a blueprint of how to solve complex designs for
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Fig. 2.5: The PEO model describing the balance between the person, environment and occupation
(activities).

people with disabilities but one that can help slow down the design process
and have a holistic approach considering all the possibilities involved in a
person’s life.

2.4.4 Do, Feel, Know

Bill Verplank describes interaction in his book ’Interaction Design Sketch-
book’ as a way to answer three questions: How do you do?, How do you
feel?, How do you know? [124]. Verplank describes it as: "Even the simplest
appliance requires doing, feeling and knowing. What I DO is flip a light switch and
see (FEEL?) the light come on; what I need to KNOW is the mapping from switch to
light. The greater the distance from input (switch) to output (light), the more difficult
and varied are the possible conceptual models; the longer the delay between doing and
feeling, the more dependent I am on having good knowledge." [124] He describes
DO as either a button or a handle. The button is fitted to be precise or for a
sequence of presses. A handle is continuous, more ’analogic’ and a gesture
rather than a sequence of presses. The FEEL is the chosen senses: hearing,
seeing, touching, etc.

The KNOW is the mapping between DO and FEEL and is the complexity
of behaviour possible with ubiquitous computers. How do you know what
to DO? As designers we need to be conscious and consider what we are
expecting of the people for whom we are designing. Verplank gives two
examples of interaction. The simplest and easiest is path knowledge. He
describes it as the instructions you get on a flight to exit the plane during
an accident; information tied together on a string or a given path. The other
example is map knowledge. Map knowledge is mental maps and consists
of design landmarks, districts, paths and nodes. The paths are sequences of
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actions/commands. Districts are modes or choices and edges are between
modes to construct a more complete map while following various paths.

Verplank sums it up by saying: "Good interactions are the appropriate styles
of doing, feeling and knowing plus the freedom to move from one to the other." [124]

2.4.5 Affordance

The two main proponents of the term affordance were James Gibson and
Donald Norman. James Gibson wrote the seminal work on affordances [47]
that was later presented to the HCI community by Donald Norman in his
book The Psychology of Every Day Things [92] and later in the popular book
Design of Everyday Things [91]. There are some discussions about the use
of the term affordance proposed by Gibson and how it might not be exactly
what Norman uses. In the description below I primarily use Norman’s defi-
nition of affordance.

According to Norman’s definition an affordance is the design aspect of
an object that suggests how the object should be used, e.g. visual clues to its
function and use.

In his words: "... the term affordance refers to the perceived and actual proper-
ties of the thing, primarily those fundamental properties that determine just how the
thing could possibly be used. [...] Affordances provide strong clues to the operations
of things. Plates are for pushing. Knobs are for turning. Slots are for inserting
things into. Balls are for throwing or bouncing. When affordances are taken advan-
tage of, the user knows what to do just by looking: no picture, label, or instruction
needed." [92]

If the affordance of an object or environment corresponds with its intended
function the design is said to perform effectively and therefore be easy to
use. In contrast, if the affordance conflicts with its intended use it does not
perform efficiently and is difficult to use.

An often used example is a door with handles on both sides, as seen in
most public buildings. Door handles afford pulling but the door only swings
one way. In this case one of the handle’s intended uses conflicts with the
door’s function. If one handle were replaced with a metal plate and nothing
to grab you could only push to open the door and you would know on which
side to pull and which side to push. This is usually solved not by changing
the handle but with describing text such as ’push’ or ’pull’.

Affordances are also used when designing non-physical objects like the
trashcan or a folder in an operating system. Here the term affordance refers to
the properties of real physical objects and their intended use, but the images
themselves do not afford anything. The knowledge of, e.g. a button, exists in
the mind of the perceiver based on prior knowledge and experience.
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2.4.6 Design Hierarchy of Needs

The Design Hierarchy of Need [78, 110] is, as the name implies, inspired by
Maslow’s Hierarchy of Needs [84] in which humans have to obtain basic and
physiological needs before they are able to achieve self-actualisation. The
Design Hierarchy of Needs uses the same hierarchical approach as Maslow,
where base needs must be fulfilled before you can move up the model, see
Figure 2.6. The model consists of 5 levels: Functionality, Reliability, Usability,
Proficiency and Creativity. Functionality deals with meeting the basic design
requirements, e.g. a music app must provide the ability to play, skip forward
and skip backward. Design at this level alone is seen as little or no value.
To reach the next step, Reliability, the product has to be stable and consis-
tent in its performance. If the design has periodic errors, components break
over time or not responding, the esign is not at the reliability level of the
pyramid. Designs at this level are seen to be better but still has a low value
for the user. Usability describes ease of use and how forgiving the design
is. Setting how many seconds you want your microwave to run in order to
defrost meat should be easy. If the difficulty is too great, as it often is with
cheap microwave ovens, usability needs are not satisfied. Design at this level
is experienced to be of moderate value for the user. Proficiency make the
user able to interact with the device efficiently and do it with ease. Does an
application allow you to build useful workflows and easily search through
your to-dos? Does it Designs reaching the level proficient are seen as and ex-
perienced as to function easily and efficiently at a high level allowing the user
to do things not previously possible and is considered to be of great value.
The peak of the pyramid, Creativity, is reached when all of the underlying
needs have been met. The design has a solid base consisting of solid func-
tionality, reliability, usability giving the user the possibility to be proficient
and creative using the product in innovative ways. The design allows users
to explore and create and expand on the product itself. Designs on this level
are seen as the pinnacle of designs and are able to generate a loyal fan bases.
To get a good design it is a good idea to keep this model in mind and try to
follow it and ensure that lower level needs are finished before continuing to
move up the model. I think we all have seen or made projects where some of
the levels have not been done properly and the result has been questionable.

2.4.7 Sensory substitution and Amplification

To handle user constraints one can either amplify or substitute. When modal-
ities are reduced, as with poor eyesight or hearing, amplification is often
used. Some classic examples of amplification are glasses, magnifying lenses,
and hearing aids. These are examples of assistive technologies that improve
or assist reduced modalities. For broken modalities such as complete loss of
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Fig. 2.6: The Design hierarchy of needs model inspired by Maslow’s model where lower needs
must be satisfied before higher needs can be satisfied.

sight or hearing, sensory or responder substitution is needed to circumvent
the broken modality since amplification is not possible; for example, glasses
cannot help a blind man, no matter how good they are. Substitution can be
done in several ways, e.g. by equivalence or redundancy where more than
one modality carries or processes the same information; for example, when
adding subtitles to a movie or a cinematic sequence to a video game [51].
When designing for physical disabilities it is the substitution of motor skills.

2.4.8 Function Allocation, Control Site and Control Space

When substituting or amplifying sensors or responders in assistive technol-
ogy it is important to look at function allocation and consider how functions
are divided between the human user and the device/helper [79]. The most
widely used allocation method is Leftover allocation. This type of function
allocation focuses on keeping as many functions with the user as possible
and only allocates the leftover functions to the device [21]. This is especially
interesting in a rehabilitation context as one is often interested in keeping
the user as active as possible. Control sites [127] are different body sites that
can be used for controlling a device. Webster et al. identify commonly used
sites for controlling assistive devices [127] as hand/finger, arm, head, forehead,
eye, leg, knee, foot and mouth. Each control site is capable of a broad range
of movement and actions. Hand and fingers together are preferred for fine
control as they are used for manipulative tasks even when the user has lim-
ited hand control. Substitution can be as simple as using the other arm or
hand or a prosthetic limb or wheelchair. Sometimes it is necessary to improve
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the function of an existing control site that, e.g. has limited range, power or
stamina. This is often done by amplification, when a well-known method is
control display gain [80]. A good example is controlling an excavator or a
wheelchair by which small physical movements are amplified into bigger or
different motions.

2.4.9 Methods of Activation

The human factors model is, of course, a broad and simple model that ex-
plains the overall concept of HCI. The only way for people to change the
state of the world (system) is through movement. Bongers defined move-
ment that changes states as muscle actions that can either be dynamic, like the
movement of a computer mouse (continuous), or static, like the pressing of
the button on the mouse (discrete on/off) [28]. Cook and Polgar described
different types of interfaces and how they can be manipulated from an as-
sistive technology point of view and categorized control interfaces based on
their methods of activation: movement, respiration, phonation and brain ac-
tivity [35, 81]. Movement covers mechanical control interfaces, which detect the
application of force, such as buttons, switches, leavers, etc. Electrical control
interfaces detect electrical current generated by the human body, e.g. EMG,
EOG, capacitive touch interfaces, and touch screens. Proximity control inter-
faces detect movement without any contact, which could be through infrared
or ultrasonic range sensors or computer vision systems and eye tracking. Res-
piration uses pneumatic control interfaces, which detect airflow or air pressure
through a sip and puff switch (air in/air out). Via a microphone, phonation
can be used as a switch, e.g. a ’clap’ to turn on/off the light, but also in much
more advanced systems such as speech-to-text and speech recognition inter-
faces. Phonation is also seeing increasing use outside assistive technologies
in, forexample, mobile phones. Brain controlled interfaces (BCI) are a combina-
tion of sensors attached to the skull of the user that read brain wave signals
and interpret those signals via sophisticated software. The software can be
used for communication by allowing the user to spell out words and sen-
tences. This approach requires some training of the system with the actual
user.

As seen in the Human Factors model and stated by Bongers, all of these
methods, except brain control interfaces, originate from muscle movement.
Cook and Polgar, however, looked at the methods originating from muscle
movement that can be used for activation, which is critical when designing
interfaces for people with disabilities.
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2.5 Assistive Interfaces for Musical Expression

Music has been used by music therapists in health settings and therapeu-
tic contexts for many years to help people with their physical and mental
health [4, 27]. Assistive technology, in combination with music, enables peo-
ple with both cognitive and physical disabilities to play, explore, and enjoy
music. In this section I review scientific publications and popular commercial
products for assistive musical instruments designed for people with physical
disabilities.

Interfaces for musical expression can be acoustic instruments (AI), which
rely on a mechanical system and the acoustic properties of, e.g. strings, tubes
and membranes, or digital musical interfaces (DMI), which consist of a ges-
tural controller or a control surface that drives the musical parameters of
sound synthesis, sample playback in real time [87], or a combination of the
two. I have defined a category of interface that exists in the overlapping area
of the categories of DMI and AI and named it assistive Interfaces for Musical
Expression (aIME). An aIME is different from a DMI or AI in that it is specif-
ically designed for people with physical disabilities, see Figure 2.7. An aIME
can be a DMI, e.g. Soundbeam, which is completely digital, a combination of
DMI and AI, e.g. Robo-tar, which is a combination of an acoustic instrument
and digital control, or a purely acoustic instrument with mechanical controls.

Fig. 2.7: Interfaces for Musical Expression consist (IME) of Digital Interfaces and Acoustic In-
struments. Assistive Interfaces for Musical Expression can be either or a combination of both.
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2.5.1 Gesture Acquisition, Mapping and Feedback

Every instrument needs input/activation by the performer playing it. In a
musical context this input/activation provided by some responder is called
a gesture or input gesture. Miranda et al. defined a gesture as "...any human
action used to generate sounds." [87].

Acoustic instruments have predefined gestures based on their physical
properties. A piano key is pressed, a drum is hit, and a string is bowed or
plucked. These are interfaces with a built-in sound generator and gestures
defined by the instrument’s physical properties and attributes of the inter-
face. Today it is possible to separate the interface from the sound generator
in Digital Musical Interfaces (DMI). In 1988 Moog identified "three diverse
determinants of musical instrument design and musical instrument structure. The
first is the sound generator; the second is the interface between the musician and
the sound generator; the third is the... visual reality of the instrument" [88]. This
presents a highly modular system that allows it to be modified, adapted, or
replaced, depending on individual needs. This is useful for musicians with
barriers to participation as a modular system can offer certain benefits over
traditional acoustic instruments.

In newer models of DMIs two of Moog’s determinants - the interface and
the sound generator - are still used. The third is expanded to not only include
the visuals but feedback in general. Miranda et al. presented a model of
DMIs, which can be seen in Figure 2.8 [87]. The model consists of two major
elements: the gestural interface and the sound generator. The gestural con-
troller takes gestures as input and the interface sends the interpreted input
data along to the sound generator. Before it reaches the sound generator the
data are mapped to predefined sound parameters. There are several mapping
strategies, such as one-to-one, one-to-many, and many-to-one. If the gestures
are mapped to, e.g. a synthesizer, with direct access to certain parameters
like pitch, envelope, filters, etc. the mapping can be highly complex. On the
other hand the mapping can also be simple and involve samples that allow
for parameters to control pitch, pitch, and velocity or simply just playback
of the sample. The sound generator generates the sounds determined by the
input gesture and the mapping. There are two types of mapping. Mappings
can be absolute, e.g. such as when the pen on a tablet has a one-to-one cor-
respondence between the pen and cursor position, or relative, when the pen
and cursor positions can be offset with a variable mapping [46].

As seen in Figure 2.1, the user gets feedback through sensors when in-
teracting with an interface. The type of feedback emitted by an interface
plays an important role. As stated by Obrenovic, limitations or broken sen-
sors (modalities) can alter the possibilities of the correct use of an interface.
Vertegaal, Ungvary, and Kieslinger [125] split feedback into primary feedback
and secondary feedback. Primary feedback includes the visual, auditory, and
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haptic feedback from the interface itself, e.g. the clicking sound of a clarinet
or the rough texture of a wound guitar string, where the secondary feedback
is the sound produced by the DMI. Bongers [28] distinguished between ac-
tive and passive system feedback. Take, for example, a synthesizer, which can
provide feedback even when turned off. When pressing a key on the synthe-
sizer, the user can feel and hear a click regardless of whether the machine is
switched on. This feedback is not produced by the system. Active feedback
is provided by the system, e.g the sound generated by the synthesizer, the
visual feedback provided by a blinking LED light, or changes to a screen.

Fig. 2.8: A common model of a digital musical instrument (DMI) with separated interface and
sound generator.

Popular technologies for gesture acquisition

Medeiros and Wanderley reviewed the NIME proceedings from 2009 to 2013
in order to identify the different technologies used for DMI gesture acqui-
sition and the occurrence of each technology. They identified four overall
classes: analog sensors that provide a continuous electrical signal, digital
sensors that provide discreet electrical values, consumer electronics, e.g. cell
phones, and Wiimotes, which capture motion such as Kinect, etc. The occur-
rence was 172 analog sensors, 134 digital sensors, 71 consumer electronics,
and 30 motion capture. Medeiros and Wanderley also identified the different
kind of sensors used and their occurrence [85], see Table 2.1

2.5.2 Musical Expression

Levitin et al. describe gestures and musical expression through what they
call the musical control space. In the musical control space the performer can
control the temporal stages beginning, middle and end of a musical event, see
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Table 2.1: The type of sensor sorted by occurrence based on Medeiros and Wanderley’s review
of the NIME proceedings from 2009 to 2013 [85]

Sensors Occurrence
accelerometer 75

force sensing resistors 38
gyroscope 30

buttons and potentiometers 29
video/image 23
IR (infrared) 22

magnetometer 16
capacitive 15
biosensing 13

piezoelectric disc 12
non-definable 12
microphone 11

textiles 11
photo/light 10

bend 9
Hall effect 7
ultrasound 4

pressure/flow 4
fiber optic 2

Figure2.9. During these three stages the performer varies their expressiveness
through pitch (selected note, vibrato, slide, etc.), loudness (attack, tremolo,
bowing, etc.) and timbre (bow or pick angle, bow or pick position, palm
muting, etc.) [77], depending on the musical instrument or DMI.

The model of Levitin’s musical control space, see Figure 2.9, shows the
overall possibilities of musical expression for all instruments.

This model, however, does not offer a vocabulary to describe, e.g. what
feedback is being produced at certain stages. This is important when trying
to describe assistive musical instruments as common knowledge, e.g. about
feedback from existing musical instruments, which might not be true for
assistive musical instruments.

Dobrian and Koppelman [42] describe musical expression with a focus
on the performer, similar to Levitin, but have a more specific focus on new
interfaces for musical expression that might not resemble known instruments.

Musical expression describes a performer’s ability to control the begin-
ning, middle and end of a musical event, according to Levitin. But the level
of possible expressiveness differs depending on the amount of control the
player has over a given instrument, e.g. tempo, sound level, timing, artic-
ulation, timbre, vibrato, attack, decay, pause, etc., how the the mapping is
between interface and sound engine, e.g. a simple one-to-one or more com-
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Fig. 2.9: Based on Levetins model showing the musical control space.

plex one-to-many, and the feedback, whether visual, haptic or sonic, that is
available to the performer, as discussed by Dobrain and Koppelman.

In the thesis when I use the term musical expression I base it on Levetin’s
Control of a Musical Event. The more control you have over for example
tempo, sound level, timing, articulation, timbre, vibrato, attack, slide, bend,
decay, pause etc. the more expressive you can be on a given instrument and
vice versa.

In the next section I present other ways of establishing a vocabulary to
describe complex interactions in general as well as in the context of musical
expression.

2.5.3 Modeling Input

The following section and figure 2.10 and 2.11 is from my paper States and
Sound: Modelling User Interactions with Musical Interfaces (P5) [73].

Buxton’s Three-State Model of Graphical Input [30] introduced a vocabulary and
modeling template to better describe different interaction techniques that implement
a graphical user interface. The model is based on the notation of finite state machines
consisting of labeled states (circles) and transitions (arrows) between them that de-
scribe how user input (labels on the transitions) from one input device changes the
state of a system (see Figure 2.10). State 0 denotes an out-of-range state in which
the user has not acquired the input device or control, state 1 allows for movement of
a cursor (tracking), and state 2 allows the manipulation of objects (dragging). The
transitions between states model discrete events, whereas the self-loop transitions
model continuous input or non-input (in state 0).

Many instruments involve more than one input device or extremity. Hinckley et
al. extended Buxton’s model to address a wider range of design problems, multiple
effectors through input devices, and interaction technologies [61] by drawing on Petri
net representations [97] and including continuous properties. Hinckley’s model uses
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tokens (represented as circles inside states in Figure 2.11) to express which state the
system is in. The tokens can move along through the transitions to states that have the
same outline (solid or dashed). Instead of Buxton’s self-loops, (see arrows under each
state in Figure 2.10), the model relies on the notion of sensing continuous input, like
position, angle, force, or torque, within a state expressed through a named italicized
property in the lower half of the state in Figure 2.11. Hinckley also added a prefix to
state 0 to distinguish between the two out-of-reach states - touch (T0) and proximity
(P0). Different formatting (dashed or solid lines Figure 2.11) of the states, tokens,
and transitions indicate the devices. A state name postfix distinguishes between the
respective effectors, i.e. input hands (p for the preferred and n for the non-preferred
hand in Figure 2.11).

In addition to providing a language and notation for user interface interaction
concepts, state modeling allows one to visually inspect the model and spot asymme-
tries in the design in case certain states exhibit different behaviours [121]. Figure 2.10
is a case in point of symmetry, and Figure 2.11 illustrates that state 2np is special in
terms of the larger number of transitions to and from it and its overlap.

Birnbaum et al. suggested a dimension space for musical devices using a spider
web representation [25]. The axes in the spider web have different representations,
e.g. required expertise, musical control, and feedback modalities. The axis values
vary, e.g. high/low, none/extensive, few/many, etc., depending on what they are de-
scribing. Hattwick and Wanderlay further expanded the dimension space to evaluate
collaborative music [59]. Vertegaal and Ungvary investigated the relationship be-
tween body parts, transducers, and feedback modalities [125] in music controllers.
Overholt presented the Musical Interface Technology Design Space (MITDS), which
provides a theoretical conceptual framework and guidelines for describing, analysing,
designing, and extending the interfaces, mappings, synthesis algorithms, and per-
formance techniques for interactive musical instruments [96]. Morreale et al. also
presented a conceptual model called MINUET, which offers a way to understand the
elements involved in musical interface design [89]. Most of these frameworks, how-
ever, do not provide a sufficient graphical representation of the musical interfaces and
do not model different states and feedback to user interactions. MIDI, for example,

State
0

State
1

State
2

Stylus On

Stylus Lift

Tip Switch Close

Tip Switch Open

Out of Range Tracking Dragging

Fig. 2.10: Buxton’s Three-State Model with stylus and a tablet. [73]
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Fig. 2.11: Hinckley et al.’s two-handed input example of stylus and a puck on a tablet. [73]

does not concern itself with how users actuate sounds and which feedback the system
provides apart from the generated sound.

2.5.4 Classification

Miranda and Wanderley [87] suggested a classification system comparing
new digital musical interfaces on their relationship to existing acoustic in-
struments in the classes, augmented musical instruments, instrument-like
controllers, instrument-inspired controllers, and alternate controllers. I ex-
tended the original classes with the class Assistive Musical Instrument placed
between augmented musical instrument and instrument-like controllers, see
Figure 2.12. I placed an indicator for existing musical instruments in the
model as a reference point for easier comparison of the different classes. The
extended classification system is not exhaustive and classes may overlap, but
as a discrete system it allows for easy comparison and discussion and is
therefore used for that purpose in this thesis.

Fig. 2.12: Classification based on similarity to existing musical instruments with the added
Assistive Musical Instrument Class and indicator for Existing Musical instrument (in bold).

32



2.5. Assistive Interfaces for Musical Expression

Augmented Musical Instruments Augmented musical instruments are acous-
tic (sometimes electric) musical instruments extended by several sensors.
These provide the performer with the ability to control extra parameters,
which extend the capabilities of the original instrument. The instrument,
with its original features, continues to make the same sounds, but the added
features tremendously increase its functionality.

Assistive Musical Instruments

Assistive Musical Instruments are existing acoustic (sometimes electric) musi-
cal instruments fitted with sensors and actuators that allow people with phys-
ical disabilities to play the existing musical instrument despite their physical
limitations. Compared to augmented musical instruments, however, these do
not extend the original capabilities or sounds of the original instrument. As-
sistive Musical Instruments allow people to learn or use the existing gestural
vocabulary for the existing musical instrument by letting technology assist
them.

Instrument-like controllers

These controllers try to model existing instruments and their control surface
as closely as possible in order to allow for already known skills from existing
acoustic musical instruments to be more or less directly transferred to the
new interface.

Instrument-inspired controllers

The instrument-inspired controllers do not seek to reproduce precisely the
control surface from an existing instrument but are inspired by some of the
same design ideas as existing musical instruments and inherit some of the
same gestural vocabulary. This type of controller can be very different than
its original acoustic model, which can make it difficult to distinguish between
instrument-inspired controllers and alternate controllers.

Alternate Controllers

Alternate controllers do not bear any strong resemblance to any existing mu-
sical instruments and can take any shape, use any gesture, and/or extend
any object.

2.5.5 Music Control Interfaces

As defined in Section 2.5.1 a gesture is any human action used to generate
sounds. All interfaces - not just interfaces for musical expression - require
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certain gestures in order to be operated. These gestures are based on what
input technology the interface incorporates and its physical shape and size.
Ferrimond et al. [44] identified and grouped what they call music control in-
terfaces, which are used in special education and disabled music settings, as
the five types of interfaces: distance sensing and motion tracking interfaces,
touch screen interfaces, tangible interfaces, wind interfaces, and biometric
interfaces.

Distance Sensing and Motion Tracking Interfaces

Distance sensing and motion tracking technologies cover touchless technolo-
gies such as infrared and ultrasonic distance sensors, cameras, Kinects, etc.
The technologies can operate in one dimension (distance to the sensor), in
two dimensions (as a camera’s x and y axis), and in three dimensions (in a
depth sensing camera’s x, y and z axis, such as the Kinect.) Distance sensing
and motion tracking technologies can be scaled easily to span from a few
centimeters to several meters, which makes them adaptable to different users
with varying degrees of movement. The common trait for these technolo-
gies is that they are touchless, which means that they require no force. This
makes them well suited to people with limited strength and limited range.
The downside of these technologies, however, is that they do not, by virtue
of the fact that they are touchless, provide any haptic feedback during oper-
ation.

Touch Screen Interfaces

As the name implies, touch screen technology covers instruments made or
operated by two dimensional touch screens. These include big screen TVs,
mobile devices such as smartphones and tablets, and dedicated interfaces
only for making music. What is common across all of these is that they lack
the intrinsic tangible interfaces because they are fitted with hard flat surfaces
that provide no additional haptic feedback.

Tangible Interfaces

Tangible interfaces, not be confused with tactile interfaces, which also include
the aforementioned touch screens, are interfaces that have a more tangible
experience that most musicians know from a physical musical instrument.

Wind Interfaces

Some users are unable to use any of the above mentioned interfaces due to,
e.g. complete paralysis, which prevents them from manipulating an interface
or moving their body. Wind controllers allow these users to use their breath
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to operate a ‘sip’ and ‘puff’ pneumatic controller. Besides reacting to a sip
and a puff some wind controllers also react to the amount of pressure applied
by the user’s breath and the angle of the interface.

Biometric Interfaces

The term biometric normally refers to the metrics related to human charac-
teristics that are often used for identification, such as fingerprint, iris, retina,
DNA, etc. Ferrimond et al. defined biometric interfaces as interfaces that
measure the electrical activity emitted by the human body. One example of
this is Electromyography (EMG), which measures the activity in the muscles
and is usually attached to the arm using a special type of arm band. An-
other example is Electroencephalography (EEG), which measures the brain’s
electrical activity. This requires special equipment, which includes a mesh
of electrodes that need to be placed correctly on the user, and this can be
difficult without help or expert knowledge. As with the distance and mo-
tion tracking interfaces, the biometric interfaces do not provide any haptic
feedback.

2.5.6 Latency and Delay

Many instruments exhibit an inherent latency between actuator activation
and the occurrence of sound. Pianists can increase the latency as much as
100ms, by moderating their velocity when pressing a piano key to the audible
onset of a soft note [19].

While some musicians can detect latencies as low as 7-10ms [45], peo-
ple with no musical training who tap along to a beat have a larger bias
to tap before the actual beat. Aschersleben found that this anticipation bias
was around 50ms in musically untrained people and about 14ms for people
with musical training [17]. Drummers tend to have the smallest anticipa-
tion bias, and Fujii et al. reported that professional drummers had mean
asynchronies ranging from 0 to –13ms, depending on the type of drum and
tempo. Dahl found that the relative size of the flutter increased with slower
tempos, which suggested that the inter-onset-intervals of the consecutive on-
sets can vary substantially. The anticipation tends to be smaller for trained
musicians than non-musicians [71]. The average flutter between IOIs ranged
between 2 and 8% of the associated tempo, which suggests that tempo affects
the anticipation bias. The synchronisation bias doesn’t affect the ability to
keep a continuous and steady beat where variation in inter-tap intervals can
be as low as 4ms [107]. Increased delayed auditory feedback from activa-
tion causes disruption and leads to note errors (sequencing of notes), elapsed
time, key stroke velocity, and inter-hand coordination. It peaks at 200ms,
whereupon it diminishes again [45, 98]. People are more sensitive to auditory
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advance than auditory delay as they can detect auditory advance asynchronies
between video and sound at around 20 - 75ms and auditory delays from 100 -
188ms [18]. Asynchronies of 50ms or more between different orchestra mem-
bers are common in musical performances due to, e.g. flutter, but even the
spatial arrangements increase asynchronies, e.g. a distance of 10 meters adds
30ms delay to the sound because of travel time [100].

According to Jack et al. [65], even small amounts of latency can affect sig-
nificantly the subjective quality assessment of a musical instrument based on
what he called action-to-sound latency. Zero latency was consistently rated
more positively than latencies as low as 20ms or 10ms with jitter conditions.
Dahl and Bresin [40] showed a possible breaking-point between 40 - 55ms, at
which point subjects started to show difficulty in keeping a steady rhythm on
a drum pad as conflict occurred between the tactile feedback and the auditory
feedback. Quality assessment of an assistive device and noticeable latency
from activation to feedback is extremely important to avoid any potential de-
vice abandonment, especially within rehabilitation, see Section 2.3.1. Latency
as small as 20ms or 10ms with 3ms jitter can lead to significantly lower qual-
ity ratings and a higher level of difficulty in playing when compared to the
0ms or 10ms latency [103].

2.5.7 Measures of Timing of Musical Performance

Dahl measured the inter-onset interval (IOIs), defined as n between stroke
number n and n + 1, in order to evaluate the short term variations in music
performance, flutter, and long term variation (drift). Flutter was measured
as the difference between adjacent IOIs n + 1 − n, and Dahl used this to find
the maximum flutter and the average flutter. The recorded sequences were
recorded without metronome or backing track support, so Dahl plotted the
IOIs and fitted a trend line, ax + b, to reveal any drift in tempo when the
tempo increased if the trend line had an a > 0 or decreased if a < 0. To find
variability the IOI data were plotted as a percentage of all strokes using 4ms
bins [39]. Pfordresher [98] also measured the IOIs but computed for each trail
the coefficient of variation (CV), which is defined as the standard deviation
to the mean as the measure of timing variability. Takano recorded each tap,
e.g. stroke, and stimuli, e.g. metronome, and measured the time difference
between the two, which he defined as synchronization error (SE). He then
used a correlation coefficient to compare the SE averages to the inter-onset
averages [116]. Repp and Doggett [102] also compared tapping to stimuli, in
their case an isochronous note sequence, but called it tone tap asynchronies
rather than synchronization error. They compared the mean asynchrony to
inter-onset interval and the mean standard deviation of asynchronies to inter-
onset intervals.
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2.6 State of the Art of Existing aIMEs

2.6.1 Definition of an aIME

Assistive interfaces for musical expression (aIME, pronounced aim) is a term I
created to refer to interfaces - digital or acoustic - that are designed for people
with physical disabilities. aIMEs include all classes of instruments, from
alternate controllers to augmented musical instruments, and can be digital,
acoustic or both, see Figure 2.7.

2.6.2 Survey

Search Terms

I conducted multiple searches for relevant literature during the course of
my PhD and selected a number of keywords that I considered necessary to
finding aIME publications of interest. The keywords containing an asterisk
were written in their short form in order to get capture possible variations of
the word (e.g. disab* for disability, disabled, disabilities etc.) The keywords
identified were: disab*, access*, special needs, hemip*, cerebral palsy, mu-
sic*, instrument, interface*, control*. These keywords were used in different
combinations to maximize the likelihood of finding all relevant articles and
papers.

Selection Criteria

The focus of the survey was on aIMEs for people with physical disabilities;
therefore, I searched only for papers and products that explicitly targeted
people with physical disabilities. Papers that only included the word ‘dis-
abilities’ (but did not focus on people with disabilities) were not considered,
e.g. EyeMusic [64], which could be used by people with disabilities but was
not designed with physically disabled people in mind. Sound exploration,
scenes, and soundscape instruments, such as the instruments in the RHYME
project [63], were not included.

2.6.3 Results of the Literature Search

I used Google Scholar to conduct a series of broad searches based on the
selected keywords. These searches returned a surprisingly low number of
results that matched the selection criteria. Most of the results had nothing
to do with musical instruments or disabilities. The results that matched the
keywords and that had something to do with musical instruments and dis-

37



Chapter 2. Background

abilities were primarily about cognitive disabilities, anxiety, depression, etc.
and therefore did not match all the selection criteria.

To increase the likelihood of finding relevant literature, I narrowed the
scope of the search and focused on publications from the International Con-
ference of New Interfaces for Musical Expression (NIME). I used the same
keywords as I had used for the broad searches in Google Scholar on the ab-
stracts and keywords of the 1458 papers published at the NIME conference
from 2001 to 2016. Only 15 of the papers (1%) returned were targeted at
disabilities and impairments. Of those five papers (0.3%) fit the selection
criteria that specifically targeted physical disabilities but excluded sound ex-
ploration/scenes/soundscape instruments. In the end I added commercial
products as one of the selection criteria. The search resulted in a total of 12
aIMEs.

2.6.4 Comparison

Instrument focus

The large majority (10 out of 12) of assistive interfaces for musical expression
in the survey were alternate controllers. Five of the 10 alternate controllers
used distance and motion tracking sensor interfaces [13, 31, 33, 36, 49], three
used tangible interfaces [12, 50, 104], and two used biometric interfaces [34]
and wind interfaces [9]. The single instrument-inspired controller and the
single assistive musical instruments used tangible interfaces.

The most common control site across all the instruments in the survey
by far was hands and fingers. The only two instruments not using hands or
fingers were the MusEEG [34], which used the head, and the Magic Flute [9],
which used the mouth.

To accommodate users with limited range of motion or fine motor con-
trol, four out of five instruments that used distance and motion interfaces
were equipped with the ability to scale the control interface [13, 33, 36, 49].
The alternate and instrument like controllers using tactile interfaces had a fixed
interface and a compact design that used large targets placed close together.
This made the targets easier to navigate and push/hit/squeeze [12, 50].

Eight of the aIMEs offered no possibility for simultaneous input (polyphony),
while three allowed for it [11, 12, 31], and two was unreported [50, 104].
The simultaneous input was required to operate the Robotar [11], whereas
it was optional for the Octonic [31] and the Skoog [12]. All the aIMEs be-
sides the Robotar were restricted to certain and often simpler scales such
as the pentatonic scale. Four of the aIMES were velocity-sensitive and used
different sensor technologies such as tangible (force of push) [11, 12], wind
(force of blow) [9] and distance and motion tracking interfaces (distance to
the sensor) [31]. All other aIMEs had fixed velocity. One of the aIMEs could
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manipulate the sustaining note through vibrato [12] and one the velocity (dy-
namics) [31].

Only two of the publications reported the latency of the instrument [34,
49]. When looking at primary feedback, six aIMEs - all alternate controllers
that either used distance and motion sensing or biometric interfaces - had no
feedback [13, 31, 49] or only visual [33, 34, 36] feedback. All aIMEs using
tangible interfaces provided primary haptic feedback. Three provided both
primary visual and haptic feedback [12, 24, 50], and one had primary visual,
auditive and haptic feedback [11].

Five of the aIMEs were using the MIDI protocol to communicate with
sound generating software, five were unreported, one used synthesis [34]
and two were acoustic instruments [11, 75].

Research focus

The main research contribution on aIMEs in the survey was, not surprisingly,
artefact contributions [129]. Most papers included a simple definition of the
target group ’disabled’, but did not include any specific conditions or the
type of disability [31, 34, 49, 50, 104]. A few papers [24, 33, 36] did try to
limit the target group by targeting certain conditions such as CP (cerebral
palsy) or SMA (spinal muscular atrophy), but both CP and SMA are, in and
of themselves, very broad diagnoses. All the studies lacked clear descriptions
of how interactions with the specific artefact allowed certain disabilities or
impairments to be overcome by the aIME.

The publications were often proof of concept, pilot or exploratory studies
investigating different aspects of the aIME. These could be the aIME’s poten-
tial for, e.g. facilitating or showing new interactions [31, 50], whether certain
sensors were fitting candidates for certain interactions [34, 49], or how the
aIME could fit into rehabilitation [33, 36].

The evaluation approaches were primarily qualitative (6/8) and entailed
either expert evaluation (therapist/teacher) combined with user observation
in a lab environment [], observation in the field [24, 31, 36, 50, 104], or via an
unsupported (i.e. no researcher present) field trial with expert (teacher/therapist)
interviews/debriefings following the completion of the test period [104]. Two
studies had a more quantitative approach [34, 49] investigating the actual
performance of the artefact measuring latency and time to complete certain
tasks. Both studies used aIMEs that were touchless as they used a Kinect
(distance sensing and motion tracking interface) and a BCI (biometric inter-
face)

Evaluations were typically conducted on one to six participants within
the target group, the majority of which were children. However, one study
used 11 participants (staff) outside the target group [34] and one had an un-
reported number of participants [31]. Four studies ran single sessions lasting
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between 15 and 60 minutes per participant [24, 34, 36, 49]. One study was a
6-week longitudinal study with a single lab session each week and free use
of the artifact at home [33]. Three studies did not report on duration and
the number of sessions [31, 50, 104]. Common variables measured during
evaluation of this type of research had little focus on a musical context. In-
stead they focused on general variables surrounding the user, such as overall
system evaluation, fun, looking for new interactions, or exploration of the
artifact, see Table 2.13.

2.7 Summary of Background Research

It was surprisingly difficult to find aIME research in the existing literature,
which could indicate that this particular area of research is underexposed.
The studies that were found consisted of artefact contributions in which short
feasibility studies were conducted with no focus on the longitudinal impli-
cations of the artefact such as motivation or abandonment. The target users
were vaguely defined, and broad terms such as ’people with disabilities’ and
’CP’ were often used without taking into account broken or filtered modali-
ties. The publications did not describe the different artefacts in detail - how
they worked or generated sound, whi ch feedback they provided, or how it
was actually tested - making it impossible to recreate the artefact and validate
the results. The vast majority of the instruments in the survey were alternate
controllers [129], all unique in their design and way of capturing and map-
ping gestures, which makes it nearly impossible to transfer knowledge from
artefact to artefact. Most of the artefacts were monophonic and locked into
simple scales, reducing the complexity and possibility for expression. Half of
the artefacts used some sort of touchless input technology that provided no
haptic feedback. When playing an instrument the haptic feedback helps the
player navigate and operate the instrument and if it is an acoustic instrument
the player can feel the instrument vibrate according to the note being played.
None of the research and only one of the commercial instruments focused on
assistive musical instrument to enable or re-enable people to play an exist-
ing instrument. Using an existing musical instrument opens up the existing
musical context such as tuition, sheet music, etc.
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Target 
Group

Test 
Methods

Participants Length 
Single 
Session

Total 
Duration

Variable 
Measured

Outlet Year

MTM 
System [13]

disbaled Interview 
with parants

6 children 
(home and 
lab)

10 - 30 min. 
(lab), home 
undefined

6 - 8 weeks 
(lab), home 
undefined

Parental 
experience 
using the 
MTM system 
with their 
child

Research 2007

The music 
Cre8Tor 
[87]

disabled Feedback 
from public 
school 
teachers

children and 
their 
teachers

Undefined "several 
years" 
location 
undefined

Undefined NIME 2007

MusEEGk 
[29]

severely 
disabled

Post-
Experiment 
Questionaire 
(1-7 Likert 
scale)

11(Staff 
non-
disabled)

1 hour pr. 
Session 
(lab)

1 hour (lab) Accuracy, 
Selection pr. 
Min., 
difficulty, 
enjoyment, 
liked 
compositiom.

Research 2011

Augmented 
Reality 
Musical 
System [31]

CP Expert 
Evaluation, 
Observation 
(lab)

1 music 
therapist, 1 
child

30 min. 
(lab)

30 min. (lab) System 
evalation

ALE 2009

Octonic [26] Sensory 
Impairments

Observation 
by specialist 
teacher, non 
scriptetd.

Groups of 4 - 
5 pupils 
Number of 
groups 
unknown.

Undefined Undefined Unspicific 
observation 
looking for 
new 
interactions 
through free 
improvisation

Journal of 
Digital 
Creativity

2011

NoiseBear 
[41]

Physical and 
cognitive 
disabled 
children

Formative 
Evaluation 
using 
Obervation 
and teacher 
interview

4 Undefined Undefined System 
Evaluation

NIME 2013

Adaptive 
Music 
Technology 
Using the 
Kinect [40]

Disabled and 
non disabled

Measureme
nt of time 
elapsed 
doing 
predefined 
tasks

2 (1 normal, 
1 disabled)

30 min. 
(lab)

30 min. (lab) latency, time 
(to complete 
a chord 
progression)

PETRA 2015

TouchTone 
[20]

Hemiplegic 
CP

Expert 
evaluation, 
Individual 
Exploration(l
ab), Group 
Session (lab)

6 children 
(lab)

15 min. 15 min. playability, 
attention, 
exploration

TEI 2010

Actuated 
Guitar [62, 
63]

Hemiplegic Longitudinal 
Case Study, 

1(home) 10 - 30 min. 
(home)

3 weeks (20 
sessions at 
home)

Motivation, 
sync. error 
rate, latency

NIME 2014

Fig. 2.13: A comparison of research topics of the aIMEs.
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Fig. 2.14: A comparison of the aIMEs.
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Methods

In this chapter I address how the two research questions relate to the publi-
cations and the methods that were used in this process.

3.1 Alignment of Research questions and publica-
tions

The two research questions are:

• How can an electrical guitar be modified to make it usable for people
with hemiplegia?

• How does the potential reduction in musical expression through laten-
cies or delayed auditory feedback affect the ability to produce rhythmi-
cal music and influence the level of motivation and long term use of the
guitar?

The first research question is addressed in papers P1, P2 and P7. The Ac-
tuated Guitar: A platform enabling alternative interaction methods (P1) fo-
cuses on the first part of the question "how can an electric guitar be modified...".
The paper suggests a platform and approach for how a regular electrical gui-
tar can be modified to allow alternative interaction methods using different
control sites to execute a strum of the strings. The second publication The
Actuated Guitar: Implementation and User Test on Children with Hemiple-
gia (P2) seeks to answer the last part of the first question "...to make it useable
for people with hemiplegia." with slight design changes and a small-scale us-
ability test with the target group. A longitudinal field trial with a hemiplegic
former guitarist and music teacher using the actuated guitar (P7) is a real
case scenario that tries to answer the entire research question during a three
week intervention.
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P6 and P7 address the second research question. Hear You Later Alliga-
tor: How delayed auditory feedback affects non-musically trained people’s
strumming (P6) answers the first part of the second research question: "How
does the potential reduction in musical expression through latencies or delayed au-
ditory feedback affect the ability to produce rhythmical music...". Low latency and
delayed auditory feedback is often mentioned as one of, if not the, most cru-
cial part of a DMI. Despite the measured latency of the Actuated Guitar it
was still possible to play and hence we wanted to investigate how the musi-
cally trained and non musically trained reacted to high and extremely high
latency and delayed auditory feedback. A Longitudinal Field Trial with a
Hemiplegic Guitarist Using The Actuated Guitar (P7) answers both the last
part of the second research question but also the whole question. To answer
the question a longitudinal field trial was needed to investigate whether the
limitations in musical expression and latency would hinder a former guitarist
in playing rhythmical music and finding it motivating.

P3, P4, P5 were not published to answer any of the research questions
directly but are supplements to the overall scope of the thesis. Exercising
the Tibialis Anterior Muscle of Children with Cerebral Palsy for Improved
Neuroplasticity using an Electrical Guitar (P3) suggests how the guitar can
be used to replace or supplement existing training exercises commonly used
to negate drop foot. The Prospects of Musical Instruments for People with
Physical Disabilities (P4) is a publication that contributes to the findings from
the literature research centered on musical instruments for people with phys-
ical disabilities. States and Sound: Modelling User Interactions with Musical
Interfaces (P5) is also based on the results of the literature review where I
found the research field fragmented and suggested a model to describe user
interactions with musical interfaces.

3.2 Methodical Approaches

During my thesis I have used several different methods. In this section I cover
the methods used based on publications in order to align the process.

3.2.1 Literature Review

To get a better understanding of the research field I conducted a broad lit-
erature review. I began by focusing on the NIME (New Interfaces for Mu-
sical Expression) Conference because it is the main outlet for exploratory
research of musical expression and used this as a stepping stone to the
broader research area. First I did a keyword search of the proceedings,
https://www.nime.org/archives/, using select key words found in the initial stages
of the thesis such as special, CP, cerebral palsy, disability, disabilities, reha-

44



3.2. Methodical Approaches

bilitation, rehabilitate etc. The first search using keywords was on titles and
abstracts, and the second was a manual search on all titles to find papers
not caught by the key words. Based on the results of the keyword search I
used the same approach on the references to identify potential literature from
other outlets branching out. Based on the results from the NIME proceedings
I used Google Scholar with the same keywords as well as vocabulary learned
from the review of the NIME proceedings. I also used Google Scholar to find
literature about CP, Rehabilitation, music and brain plasticity, motivation, etc.
which are outside my field of educational.

3.2.2 Design Methods

The actuated guitar has been the centre of this thesis and has been the cen-
tral part of P1, P2, P3, P6 and P7. The choice to use an existing musical
instrument as the foundation for the actuated guitar as a research vehicle is
based on several design approaches/frameworks, including Physical Com-
puting, Embodied Interaction, Tangible Computing/Interaction and affor-
dance. Physical Computing, Embodied Interaction and Tangible Interaction
all share many of the same overall perspectives, e.g. that human computer
interaction is more than a screen, mouse and keyboard and how we can fit
the computer to the human and not the human to the computer and how
we can integrate the computer, sensors and actuators so it almost disappears
in the design. These ideas, paired with Norman’s take on affordance where
an object or environment corresponds to its intended use, e.g. like a guitar
string or a drum that affords plucking or hitting, created a splinter in my
brain that wouldn’t go away: "how to create something that doesn’t make people
with special needs feel any more different and special than they already do, but offer
something that integrates them into the ’normal’ context?".

When designing the guitar I used the iterative method in combination
with the design hierarchy of needs to integrate the above mentioned design
approaches, methods and frameworks. The iterative method is a commonly
used method for problem solving and development that goes through the
phases analysis, design, implementation and implementation. The design hi-
erarchy of needs was used as a guide to ensure that the development and
research was done in the right order: functionality, reliability, usability, pro-
ficiency, creativity. P1, P2 and P7 are in line with this approach: P1 focused
on the initial design of the guitar, outlining its functionality; P2 tested the
reliability and usability of the actuated guitar; and P7 tested proficiency and
creativity. I also took into consideration Verplank’s idea of Do, Feel, Know.
Especially his expression about the longer the delay between doing and feel-
ing, the more dependent you are on having good knowledge which in my
case is important regarding latency in musical instruments.

When talking about the ’normal context’ it quickly becomes clear that
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the target group is not living in this ’normal context.’ This presents some
challenges that need to be addressed in the design process in order to make
sure that the developed item actually functions and can be used by the target
group. The PEO model and PACT framework are methods/frameworks that
ensure a holistic approach to introducing new occupations/activities/technologies
to certain people in a certain environment. With a special target group it is
even more important to be aware of the intended use and setting. In much
of the literature in this field the research has not focused primarily on users
with special needs and the context they live in; therefore, it was important to
be aware of this topic when designing the actuated guitar.

The actuated guitar was developed with PEO and PACT in mind. Many
rehabilitation devices are big and expensive, which makes it impossible to ac-
quire them and set them up and store them at one’s own home. Furthermore,
they require special knowledge to use and operate and rely on repetition of
non functional training. The actuated guitar addresses PEO as it is cheap,
does not require special equipment or training other than what anyone needs
when learning to play the guitar. It interfaces with normal guitar amplifiers
and effects and does not take up more space than a regular guitar.

3.2.3 Evaluation Methods

Several evaluation methods - qualitative (P2), quantitative (P6) and mixed
methods (P7) - were used in the writing of this thesis to gather information
and evaluate results. These methods were used in both lab and field studies.

Interviews

The semi-structured interview was the primary method for gathering qual-
itative data about the participants outside the study, e.g. prior experiences,
personal data, etc. as well as subjective data about them following a study
or how they experienced something. This method worked well because the
target group was extremely small and complex and a regular questionnaire
would not have been conducive to gathering as much information [29, 38].
The semi-structured aspect of the interviews allowed me to explore inter-
esting responses or leads that came up. With a complex target group the
flexibility of the semi-structured interview was perfect as no case of CP is
similar and there were always small deviations worth following. A drawback
of the semi-structured interview is that it can be time consuming to both con-
duct and process, but the small number of participants reduced this problem.
Semi-structured interviews were used in P2 and P7.
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Observation

A key method of extracting data or trends from the use of the guitar was
through observations [29, 38]. In P2, observation was used to evaluate whether
the children were able to control and interact with the guitar. I acted as ob-
server while conducting the test, noting down my observations on paper. To
catch any other or missed observations I also used a camcorder to record the
children while they were interacting with the guitar. Using a camcorder gives
you the ability to sit down afterward and watch for small visual details that
you might have missed, such as facial expressions or body language, as well
as listen to the audio for what the subject said or what they were able to play
during the session.

In P6 I made observations while conducting the test and noted the ob-
servations down on paper. I also recorded the test to ensure that I did not
miss important observations as I conducted the test and instructed the par-
ticipants. Observation was used to compare how the participants used the
two different types of pedals, since it would not have been enough to use the
numbers as this did not explain how they used the pedals or whether they
struggled with anything.

In P7 I also conducted observations when present at the house of the test
participant and noted my observations on paper. This was combined with
video recordings. When I was not present during the three week intervention
the video observation was delegated to the wife of the participant. Her role
was to turn on the camera each time the participant had a playing session,
and she did this flawlessly. Once a week I collected the data and studied it
before the next visit in case I saw something I needed to address while the
intervention was ongoing.

Questionnaire

Questionnaires were used on one occasion during the data gathering stage
to establish a baseline before an intervention during P7. Questionnaires are
a good method for gathering comparable data both in qualitative and quan-
titative research [29, 38]. Questionnaires used in qualitative research often
use open-ended questions, which provide a unique data set and require in-
dividual interpretation, which can be extremely time consuming. Question-
naires with a standardised and fixed number of answers, like the Likert scale,
are good for gathering big amounts of data that does not require individual
interpretation. The questionnaire used in my research was developed by
the World Health Organisation (WHO) to extract information about people’s
quality of life according to 100 items. The questionnaire is called the WHO-
QOL 100. The questionnaire was used at the first meeting with the participant
before he used the guitar and again a week after the intervention ended.
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Automatic Data Gathering

Gathering big amounts of data through visual observation is feasible but,
like interpreting questionnaires manually, is not possible when the data set
goes above a certain size [29, 38]. To evaluate whether the users of the guitar
strummed the strings at a certain interval, I created a data logging device that
logged 12 data points each millisecond. The data point including timestamps,
dates, metronomes beep, settings on the guitar, etc. I needed the data for the
effects of latency and auditory feedback for P6 and the longitudinal field
study P7. With big data sets and many data points it was possible to carry
out comparisons between data points and extract otherwise hard to discover
connections and results.
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The Design Process of the
Actuated Guitar

As seen in the literature review, most musical research and commercial prod-
ucts focus on alternate controllers or instrument-inspired controllers. These
controllers play a crucial role in making musical expression available to many
people who would otherwise be excluded from the experience. The complex-
ity of these types of instruments is heavily reduced, e.g. by simplifying the
layout of the interface or limiting the input and output to single notes and
certain simple scales, which makes them easier to play and helps the player
’sound good’. The consequence of this approach is that the controller has to
be set up properly in the right key and scale and adjusted to the user’s range
of motion and position before every use. Alternate controllers do not support
the use of already existing knowledge, e.g. known gestures from prior use of
existing instruments or the use of existing information available for existing
instruments such as chords, tabs, how to play videos, etc.

Instead of making a completely new and unique controller/instrument
the idea is to give people the ability to play an instrument that already exists.
Many stroke patients and people with CP suffer from hemiplegia and still
have full functionality of one side of their body. By using the idea of leftover
allocation one would let the user control all possible functions on the non-
affected side of their body and let technology take care of the rest. This
approach would allow the user to draw on learning by imitation, which is
the most common learning rule [86], learn to play a real musical instrument,
or use their already existing knowledge to play an instrument again. This
would empower the user granting access into ’the original musical context’,
e.g. giving people the ability to take the actuated guitar to normal guitar
tuition, find chords on the Internet, hear the instrument on the radio, and
play in regular band.
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4.1 Common Interactions with a Guitar

A guitar is a two handed instrument that requires asymmetric bimanual ac-
tion [54], see Figure 4.2 for a description of the anatomy of an electrical
guitar. Guiard defined the instrument as a parallel assembly in which each
hand is dependant on the action of the other hand. The right hand is used
to introduce energy into the strings (main resonators), which controls the Be-
ginning of the Musical Event. This can be done in many ways, but the main
gestures are pick/pluck or strum. Strumming is typically done when a finger
or a guitar pick strikes several strings in quick succession and plays a chord.
Pick or pluck of individual strings is similarly done using a finger or a pick,
e.g. playing single note phrases or arpeggios that also involve string skipping
and string dampening/muting. The left hand is used to fret notes along the
neck, typically from one to six notes at a time (one per string) and spanning
four octaves (on a 24-fret guitar). If the player has access to the note generator
during the Middle of a Musical Event (the fretted strings), the left hand can
manipulate the fretted notes, e.g. by bending strings or sliding up or down
the neck, changing the pitch. The left or right hand can control the End of
a Musical Event by dampening the strings (main resonators) or letting the
note decay, which is only possible on instruments like the guitar that have a
Non-Excited Middle. The mapping between gestures and control dimensions
can be seen in Figure 4.1. To summarize using Bonger’s taxonomy [28] (see
Section 2.1), the right hand picking or strumming uses movement (displace-
ment) whereas the left hand can use both isometric (pressure) when fretting
a note and movement when, e.g. bending a note or sliding.

4.2 Design Considerations

Playing a guitar usually requires the use of both hands. The design should
enable or re-enable people who are not able (or have lost the ability) to play
the guitar, and only focus on replacing the right hand gestures and how
that hand interacts with the guitar. The right hand was chosen because its
main gestures are confined to a smaller area of the guitar and are not as
complex as those of the left. The common interactions of the right hand have
been identified in Section 4.1 and they involve strumming, picking, muting
and string skipping. Three possible development stages were identified and
ordered by level of complexity:

• Stage 1: Strumming

• Stage 2: String picking and string skipping

• Stage 3: String muting
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Fig. 4.1: The mapping of common gestures of the left and right hand playing an electrical guitar.

Fig. 4.2: The anatomy of a electrical guitar.

The design approach was divided into the above stages, based on their
complexity where stage 1 is the simplest form of interaction to implement
and stage 3 the most difficult. I decided to focus solely on strumming as the
best candidate for a proof of concept to investigate the possibilities before
including any of the other types of right hand interaction.

4.2.1 Context of use

The context of use include the characteristics of the users, tasks and technical
and physical environment.
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Environment

The system is being implemented in a home and guitar tuition environment.
The system can be operated by a single individual, e.g. when practicing alone
at home or when being taught. It is light and movable for easy transport to
and from tuition, band practice, or gigs, and it is easy store when not in use.
It fits into the existing environment, and can be used with existing devices
such as standard amplifiers and effects. The guitar is designed to be played
either standing or sitting.

Users

The users of the guitar are children in their teens and adults with congenital
or acquired brain damage that resulted in hemiperesis or hemiplegia (weak-
ening or paralysis of one side of the body). The users have different sensory,
motor or cognitive disabilities, but all have one fully functioning arm and
hand. They can have some cognitive disabilities but not so severe that they
are unable to operate the guitar or need to communicate through a helper or
device, see Section 2.2.

Tasks and goals

The goal is to increase motivation for longitudinal self-rehabilitation by play-
ing guitar. Besides motivation the system can also enhance other areas such
as:

• Action/reaction activities

• Training of intentional movement

• Multi-sensory activities

• Learning activities

• Cognitive training, e.g. memory

• Social empowerment

• Identity

Requirements

The following section describes the system requirements and their justifica-
tion:

• R1: Low cost
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• R2: The system has to be lightweight and easy to move

• R3: Supports both left and right handed players

• R4: Simple setup (no need for an expert)

• R5: Should work with existing hardware

• R6: Robust enough for longitudinal use

• R7: Low system latency

• R8: Supports the possibility for different control sites

• R9: Avoids unintentional trigger of strum

• R10: Must not interfere with the existing electronics

• R11: Should be able to strum the strings of a guitar.

The system has to be low cost - not just because of the small PhD budget
but also to show that assistive technology can be low cost, which makes the
adoption of the system more plausible (R1). The system should be light and
easy to move, giving the user the ability to store it or bring it to different
locations (R2). The guitar has to be light for comfort and prolonged use (R2).
As some people are naturally left-handed and hemiplegia hits random sides
of the body, it should be possible to operate the guitar with both left and
right hands (R3).

The system as a whole must also be easy to set up. Complicated proce-
dures to get the system up and running or with the need of help from, e.g. a
therapist, etc., can result in abandonment (R4). To further simplify the setup
the system must be compatible with existing hardware such as amplifiers and
guitar effects that do not require proprietary hardware (R4)(R5), which would
also increase cost (R1). The prototype of the system has to be robust enough
to withstand logitudinal use to be able to evaluate motivation (R6). For the
system to be playable latency has to be as low as possible because latencies
that are too high have a negative impact on playability (R7). As the effects
of hemiplegia are highly individual the system should use a kind of input
that would allow for use for different control sites (R8). Unintentional strum
triggers must be avoided as they will make the system unreliable and could
result in abandonment (R9). Any of the added components of the system
cannot interfere with the sound of the guitar (R10).
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4.3 The First Prototype

The first prototype was a proof of concept that investigated how a normal
right hand strumming gesture could be substituted by an actuator controlled
by alternative input gestures. The proposal and description of the initial idea
and first prototype were published as The Actuated Guitar: A Platform Enabling
Alternative Interaction Methods [74].

Fig. 4.3: The first proof of concept of the Actuated Guitar testing out different types of input, in
this case an accelerometer.

4.3.1 The Guitar

The guitar model used was an Epiphone SG electric guitar, chosen because of
its low cost, the type of body and symmetric body shape it has, the fact that
it is light weight, and its large control cavity (R1)(R2). The symmetric body
shape allowed the guitar to be flipped and restrung to encompass both left-
and right-handed players (R3). The construction of the SG model was a solid
body, meaning that it was a solid piece of wood several centimeters thick,
compared to the acoustic guitar, which is only a few milimeters thick. This
makes the instrument sturdy and also makes it possible to make alterations
to the guitar without weakening its construction (R6). The guitar was also
light, which increases comfort for prolonged use (R2). In addition, it had
a flat top rather than an arched top, making it easier to mount equipment
on the surface. The large control cavity with two volumes, two tones, and a
pickup select switch were useful for securing, e.g. additional electronics, see
Figure 4.4 (R6).
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Fig. 4.4: The Epiphone SG model is a flat top solid body electrical guitar with a large control
cavity. The model is used as a base for this project. (Source: Epiphone.com [6])

.

4.3.2 The Strumming Device

A device capable of perpendicular movement across the strings was needed
to substitute the right hand strumming gesture, Figure 4.11 (R11). Inspired
by the firefader’s use of motorised faders [23], the strum was substituted
by a motorised fader normally used in mixing desk. The motorised fader
was mounted above the bridge pickup by driving a glued-on pick across the
strings. An Arduino Nano V3 and a 2Motor motor-controller managed the
speed and direction of the pick, see Figure 4.8b.

Fig. 4.5: To strum a guitar the right hand travels across the strings in a near perpendicular
fashion using a finger or a guitar pick to strum the strings.

The fader mount was fixed without any movable joints. This prevented
the pick mount from tilting back to allow string skipping, or dampening
of the strings, which could have allowed the device to strum one string af-
ter an other in either direction. This also allowed the strumming device to
control only the Beginning of a Musical Event and the speed of the strum.
The speed of the pick was controlled using Pulse Width Modulation (PWM).
The standard PWM frequency used by Arduino Nano V3 resulted in a loud
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and clearly audible high-pitched noise from the motor every time the motor
moved the pick. The noise was captured by the pickup in the guitar, making
the strumming device unusable in that current state and incapable of achiev-
ing the requirement of (R10). Setting the PWM frequency to 31,250H (well
above the range of human hearing) by changing a flag in the Timer/Counter
Control Register B of the Arduino Nano V3’s ATMega328 chip solved the
noise issue. To be on the safe side the bridge pickup was removed to avoid
any potential static or magnetic interference from the motor (R10). Shielding
could also have solved magnetic interference, but it would have been a more
involved and cumbersome process.

Fig. 4.6: The motorised fader used in the Actuated Guitar.

4.3.3 Input candidates and mapping

An infrared distance sensor and a 2-axis accelerometer were used to investi-
gate different gestural inputs and mappings for strumming the guitar. The
two types of sensors were chosen based on the scalability of their input and
flexibility in positioning different control sites, availability, and popularity of
use in DMIs as seen in Table 2.1. The accelerometer had to be mounted on a
limb to register movement, while the IR sensor could be mounted either on
a limb or a surface. Both were scalable to accommodate differences in range
of movement. Each sensor was tested in the lab during implementation to
discover any useful gestures and mappings and see if they were viable for
strumming the guitar. Initial attempts employed absolute mappings, see Sec-
tion 2.5, where the distance or angle registered by the sensor was mapped
one-to-one to the travel of the pick. The accelerometer was extremely noisy,
which resulted in unwanted strumming triggers. Filtering was used to solve
the unwanted triggers, but this also introduced a lot of latency because of
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the limited processing power of the Arduino Nano V3, which made absolute
mapping for the accelerometer unusable.

The IR sensor was less noisy and also required filtering to avoid stutter-
ing of the motor and pick resulting in strum of a few string at a time. The
filtering of the IR-sensor also resulted in increased latency, making it impos-
sible to play consistently. The next approach was to map a strum to a certain
movement threshold for the accelerometer and a distance threshold for the IR
distance sensor. When the threshold was reached, e.g. breaking the IR beam
or a rapid movement by the accelerometer, the strumming device would do
a complete strum of all strings at a fixed speed. Filtering was still needed
to avoid unintentional strums for both sensors, and this added a small but
still perceivable amount of latency. I decided to try a momentary push but-
ton as it gave the same potential as the threshold mapping strategy to strum
all strings at once; it was also a popular choice of sensor in DMIs [85]. The
benefit of using the button was that it did not require any data filtering, and
therefore caused no further increase in latency as it was either on or off, see
Figure 4.9a. Another advantage of the button was that the buttons come in all
shapes and sizes to accommodate various requirements of control sites and
range of motion, e.g. size or force required to engage the button (R8). The
button could also be placed either on the body or a surface.

(a)
(b)

Fig. 4.7: (a) The front of the guitar showing the motorized fader mounted above the strings.
(b) The back of the guitar showing the Arduino Nano v3 and the motor controller used for
controlling the strum.

4.4 Second Iteration

4.4.1 The Guitar

The guitar was modified before the first user study. The study participants
were children diagnosed with hemiplegic cerebral palsy who had no prior
musical training. The guitar was tuned in an open chord to make it easier
for the participants to play chords with no prior knowledge and make the
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experience as sonically pleasant as possible for both the untrained partici-
pants and me. Inspired by Guitar Hero, I attached coloured stickers to the
fretboard, which labeled certain chords, see Figure 4.9b.

4.4.2 The Strumming Device

The motorised fader got a sturdier 3D printed mount that could withstand
rough handling and was screwed directly into the body of the guitar (R6).
The mount had grooves that allowed the fader to be quickly adjusted to the
correct height of operation with a normal screwdriver if needed, or else it
was knocked out of place (R4). To protect the fragile electronics the volume
and tone controls were removed from the control cavity, and the Arduino
and Motor-Controller were moved into the emptied control cavity. These
were attached to an adhesive breadboard for easy modification if needed,
see Figure 4.8. The pre-drilled holes were used to connect the fader to the
Arduino and motor-controller (R6).

4.4.3 The Pedal

As the children were paralyzed on one side of their body, the momentary
button was fitted into a 3D printed foot pedal, see Figure 4.9a. The pedal
allowed the children to use their better functioning foot as a control site to
strum the guitar. The pedal was connected to the guitar with a wire to ensure
the lowest amount of latency. The user study was published as The Actuated
Guitar: Implementation and User Test on Children with Hemiplegia [75].

4.5 Third Iteration

Several changes were made in the third iteration of the Actuated Guitar. The
changes were made for the guitar to withstand continuous use during a lon-
gitudinal case study and gather data about its use. The test participant in the
longitudinal case study was a former school teacher and musician who was
15 years post-stroke and had complete paralysis of his right hand, arm, and
shoulder and hemiparesis in his leg. He used an ankle brace on his right foot
in order to walk. The case study is reported as a technical report, see P7.

Requirements for the third iteration of the Actuated Guitar:

• Equipping the guitar

• Increased durability

• Data logging

• Tuning the guitar
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(a) (b)

Fig. 4.8: (a) The front of the guitar showing the motorised fader mounted above the strings. (b)
The back of the guitar showing the Arduino Nano v3 and the motor controller used to control
the fader for strumming.

4.5.1 The Guitar

Only a few changes were made to the guitar itself. The design using the
motorised fader and the electronics hidden in the control cavity had been
robust enough to avoid any breakdowns during handling and tests. Two
foam stoppers were installed at each end of the fader to shorten the distance
the pick had to travel, to lower latency, and to reduce noise when the pick
hit each end of the fader R(7). This was based on feedback from showcasing
the instrument at the ICNR conference and from several therapists and users.
The comments about the noise were only an issue when the guitar was not
amplified. If the guitar had been used with an amplifier the noise from the
pick hitting the mount would have been inaudible R(5). A hemiplegic user
needed assistance from another person to put on/equip the Actuated Guitar,
as use of the instrument required a regular guitar strap. However, the regular
strap was replaced by a click strap that could easily detach at each end and
thereby make it easier for the user to equip the guitar R(4).
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(a) (b)

Fig. 4.9: (a) The 3D printed pedal with the embedded momentary button. (b) The guitar in use
at the test on children with CP.

4.5.2 The Pedal and Data Logger

The main changes before the longitudinal test were made to the pedal. The
pedal design from the user study [75], as seen in Figure 4.9a, was not suitable
for longitudinal use. It turned out to be too difficult for the user to control the
pedal as it easily skidded around on the floor and made it difficult for him
both to press the pedal and strum the guitar. The small momentary button
used in the original design was not able to withstand prolonged use and,
following the user study, had started to fail periodically.

The test sought to explore how motivated the test participant was to play
the Actuated Guitar and whether he improved his ability to play the guitar
during the study. This required capturing as much data as possible about
when he used the guitar, for how long, how many times he pressed the
button, and how hard and how far he lifted his foot off the pedal. The pedal
was completely redesigned, including a heavy duty momentary button for
improved durability, an IR distance sensor, a force sensing resistor (FSR),
and an Arduino Uno with a data logging shield, including a clock and a SD
card reader. All the components were fitted into a sturdy plastic casing, see
Figure 4.10a. To avoid movement of the casing on the surface the casing and
the board were fitted with velcro. A TC Electronic Polytune was included on
the board for the user to tune the guitar.

4.5.3 Measuring System Latency

Sensors, microprocessors, and actuators can introduce latency to a system.
The Actuated Guitar system consisted of different components that could
affect the overall latency of the system, which, in this case, included the com-
putation time of the Arduino, motor-controller and the movement (accelera-
tion, torque and distance) of the motorised fader. Measuring the latency of a
targeted device using the device’s internal software using time stamps can be
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(a)

(b)

Fig. 4.10: (a) The button used in the revised pedal, (b) where a LED was added directly to the
button circuit to show exactly when it made contact.

inaccurate because logging internal time stamps does not capture the action
and response of the human user. According to Roberts et al. [105], proper
measurement of latency is done externally using cameras that allow for ob-
serving and timing the complete interaction cycle from action to response.

Using a camera with the standard 24 frames per second (fps) would give
a resolution with a time between frames of 41.7ms. With a time-sensitive mu-
sical instrument, where as little as 7ms can be detected, this would not have
been satisfactory. A GoPro Hero 3 could record the interaction latencies at
240fps, and this was the camera with the highest fps I could find. The GoPro
gave a resolution, or time between frames, of 4.2ms. A battery-powered blue
LED lit up when the momentary button closed to denote exactly when the
momentary button had been triggered. The camera framed the pedal, strings
and the motorised fader together to compare the LED and the movement of
the pick.

The system had a total latency of 84ms from the moment the button was
triggered to when the pick stopped moving and another strum could be en-
gaged. The pick started moving after 29ms, reached the first string in 45ms
and the last string in 73ms and stopped at 84ms. The complete six-string
strum (from hitting the first string to leaving the last string) took 28ms. See
Table 4.1 and Figure 4.12d. This could be divided into software latency 29ms
(from button being engaged to pick starts moving) and mechanical latency
44ms (from pick starts moving to picking the last string).

61



Chapter 4. The Design Process of the Actuated Guitar

Fig. 4.11: Foam stopper were added to each end of the fader to reduce noise and latency.

4.6 Fourth Iteration

The fourth iteration of the guitar was made to test how good musically
trained and musically untrained people were at compensating for latency
when pushing the pedal to the strumming of the guitar, see the publica-
tion Hear You Later Alligator: How delayed auditory feedback affects non-musically
trained people’s strumming [72]. The system was extended with a metronome
based on an Arduino Uno and a buzzer for the participants to play along to
and synchronise to its beat, see Figure 4.14b. The data logger was improved
with the capability to log the time stamp of the metronome. A switch was
also added to the body of the guitar. When toggled, it added an additional
177ms delay, giving a total delay of 250ms from activation of the pedal to
the strum of the guitar. The state of the delay switch was also logged by the
data logger. The last addition was a new FSR pedal/button running on its
own Arduino board to reduce latency. The FSR button was implemented to
investigate whether the type and design of button had any influence on the
results, e.g. amount of primary feedback, see Figure 4.14a.
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(a) (b)

(c) Caption 2 (d) Caption 2

Fig. 4.12: (a) LED is off, (b) button engaged and LED turns on, (c) pick reaches first string, (d)
pick reaches the last string.

Milliseconds Percent
Button engaged 0 0
Pick starts moving 29 35
Pick hits first string 45 54
Pick hits last string 73 87
Pick stops 84 100

Table 4.1: The table shows the total system latency from engaging the button to when the pick
stops moving.
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Fig. 4.13: Testing the third iteration of the actuated guitar on a former school teacher and musi-
cian, 15 years post stoke.
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(a) (b)

(c)

Fig. 4.14: (a) The pedal and the FSR and button, (b) The Metronome (c) A musically trained test
participant.
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Chapter 5

Discussion

In this chapter I discuss the contributions (see Section 1.2) and the relevance
and further work of the Actuated Guitar.

5.1 aIME Literature

Using different methods I conducted an extensive search for publications, fo-
cusing on assistive interfaces for musical expression (aIME) that reestablish
what Obrenovic referred to as reduced or broken modalities. In order to in-
crease the likelihood of finding relevant research, I did not focus on specific
research outlets. It was surprisingly difficult to find aIME publications written
solely on people with physical disabilities. Even within the field of music ther-
apy, where one could expect to find literature on this type of research, it was
difficult to find relevant aIME literature because the music therapy research
primarily focuses on the cognitive aspects of therapy such as developmen-
tal disabilities [32], learning disabilities [112], anxiety [53], depression [83], or
improving reading skills for children with reading disabilities [101]. Likewise
at the conference for New Interfaces for Musical Expression, which focuses
solely on research on interfaces for musical expression, a surprisingly low
number of publications focused on aIMEs. Only 1% of all publications from
2001 - 2016 focused on aIMEs and only 0.3% on aIMEs on people with phys-
ical disabilities.

One reason for the difficulty in finding aIME research could be that the
topic itself is fragmented and does not have a common outlet, which results
in a similarly fragmented language used to describe aIME research. This
fragmentation in both outlet and language could make publications difficult
to find using search engines and keywords. Another explanation could be
that there simply are not that many aIME publications out there. It is diffi-
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cult to pinpoint exactly why aIME research is not a popular research topic,
but there are some factors that set it apart from other research areas: the lim-
ited target group, cognitive and physical disabilities that are highly specific
to the individual, the need to involve external experts or therapists, ethics, etc.

The literature review showed that the papers did not describe their tar-
get group in any greater detail but used broad terms like disabled or cerebral
palsy, which do not actually convey anything specific about the user’s physi-
cal or cognitive condition. One person with CP might be hemiplegic, affected
throughout one half of the body, while another might be a quadriplegic
whose whole body is affected. This lack of a clear definition of the target
group also leads to a weak, if any, identification of design requirements, be it
to amplify or substitute broken or limited modalities. Most papers conducted
single session tests primarily doing proof of concept studies or looking for
what they called new or alternative interactions or potential uses, which means
that the instrument was not designed for people with certain disabilities or
to solve an actual problem but implemented simply to use in a disability con-
text. None of the instruments went through any longitudinal tests that could
answer whether the aIME had any potential in a real use case. A longitu-
dinal study could answer some key questions like whether the instrument
could withstand prolonged use, whether users were motivated to play it, or
whether it was abandoned.

Most instruments were monophonic improvisational instruments, which
played on top of another layer of music locked in certain scales (most often
the pentatonic scale). It is clear that some target groups need extremely sim-
ple interfaces, e.g. because of severe cognitive implications, but looking at
the aIME target group from a broader perspective, this approach can have
some significant drawbacks. Many people who have a disability do not have
cognitive disabilities, like amputees or people born without a limb, or their
cognitive disabilities are minor. They can, of course, use simple instruments
but the simplicity can be too great, making the instrument seem like a toy
and negatively affecting their motivation, which results in abandonment.

5.2 Modeling aIMEs

Based on the literature review it was clear that there was no common lan-
guage - either written or illustrative - used to describe designs, interactions,
or feedback in aIMEs. In (P5) I propose a modelling approach to summarise
interactions with musical interfaces, extending the work of Buxton [30] and
Hinckley [61]. The challenge when making a model is to balance simplicity
and complexity. The model has to be complex enough to carry the infor-
mation one wants to convey but simple enough not to confuse the reader.
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The model proposed is not meant to be the ’end all be all’ model, but is a
contribution and a call to the community to start focusing on how they com-
municate in a clearer and more descriptive language, e.g. using models in
the description of the aIMEs on all levels. As Buxton motivated the need for
his Three State Model [30]:

"One is the lack of a vocabulary that is capable of capturing salient features of inter-
active techniques and technologies in such a way as to afford finding better matches
between the two. In what follows, a model (first suggested in Buxton, Hill and Row-
ley, 1985) is developed which provides the start to such a vocabulary."

The current state of the model does not easily allow for visualising how
expressive and dynamic an aIME is. The model can, for example, not show if
it is restricted to a certain key and scale or how dynamic and expressive the
instrument is in terms of velocity, timbre, loudness or pitch. Extending the
model further in its current shape would bloat the model and cause confu-
sion. A solution could be to split the model into two separate models where
one would describe the gestures and feedback and the other describe the
mapping and input technology. This would also follow the more common
model of a DMI, see Figure 2.8.
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Fig. 5.1: An example of the complexity of describing a highly expressive musical instrument
with the danger of bloating a model, e.g. by adding tonal information.
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5.3 Delay

The delayed auditor feedback study (P6) showed that musically trained peo-
ple who used the Actuated Guitar had significantly fewer synchronisation
errors - both in terms of the mean and its spread - than non-musically trained
people. This was most likely due to a lower anticipation bias. Non-musically
trained people had a synchronisation error spread of 73ms - almost twice that
of the musically trained (44ms) [72]. The study found that the synchronisa-
tion error of musically-trained people (44ms) was within the typical range
playing in an orchestra, [100] indicating that musically trained people were
able to incorporate the actuated guitar’s latency into their playing.

The overall strumming latency of 45ms for the Actuated Guitar, from ac-
tuation (button press) to reaching the first string and producing sound, is
comparable to Harrison and McPherson’s adapted bass guitar for one handed
playing, which took 56ms from actuation to fretting of a string [58]. While
their system latency was much smaller (6ms) than that of the Actuated Gui-
tar (29ms), their mechanical latency of fretting the string was much higher
(50ms) than the time it took from when the pick began to move to hitting
the first string in the Actuated Guitar (16ms). Given the similar interactions
of button presses to motor actuation in these two AIMEs, I can expect that
the Actuated Guitar’s software latency could be reduced to a similar level
by simply changing to a micro controller with a faster processor. Using, for
example, a Teensy 3.5 micro controller (120 MHz), which is 7.5 times as fast
as the Arduino Nano (16 MHz), would at least halve the strumming latency
(from button press to reaching the first string) of the Actuated Guitar down
to 22ms and most likely even lower.

This reduction in latency would bring the Actuated Guitar’s latency sig-
nificantly under Dahl and Bresin’s [40] possible breaking point of between
40 - 55ms conducted on musically trained people. This would likely result
in a reduction of synchronisation error spread for all users. Jack et al. [65]
compared four latency conditions (0ms, 10ms, 10ms + jitter(±3ms), 20ms)
and found that 0ms and 10ms latency were significantly rated more posi-
tively than the 10ms + jitter and 20ms latency conditions. The latency did
not show any significant difference in mean synchronisation error but was
rated more difficult to play, which points to a higher user cost in terms of
attention. A latency below 20ms would be favourable for people who start
learning to play (non-musically trained) since the aIME would seem easier
to play and thereby lower the risk of the user abandoning the aIME. To get
the latency from button press to first string even closer or below 20ms the
mechanical latency could be lowered. In the case of the Actuated Guitar this
is basically the distance from the pick to the string. By moving the end stops
closer to the strings the distance travelled before reaching the string would
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be reduced, which would result in lower mechanical latencies.

5.4 The Actuated Guitar

In the beginning of this section I discuss the 11 design requirements from 4.2,
although some were mentioned and argued for in 4.2.

The Actuated Guitar was built around a cheap electric guitar (Epiphone
SG), replacing the strumming hand and enabling people with a non-functioning
right hand, e.g hemiplegics or amputees, to play the guitar (R11).

The first requirement (R1) for the guitar was that it be inexpensive. The
guitar itself cost around 2500 dkr and was fitted with approximately 3000
dkr in other components, adding up to a total of 5500 dkr. This is considered
a low cost, if comparing it to the retail price for a Soundbeam 6 ’solo’ that
retails for 2505 GBP or the Magic Flute Starter Pack, which retails for 2125,65
EUR. However, the price of 5500 dkr could still be considered as high for
some but compared to the other mentioned products it is inexpensive even
if i added additional margins per unit to compensate for the times used to
develop the device. The used components are not sourced directly at the
manufactures and if they were it would drive the price further down. The
second requirement (R2) was that the instrument be light and easy to move
for prolonged use. During the longitudinal trial the test participant typically
used it for between a half hour and an hour without showing signs of being
burdened by the instrument’s weight.

The third requirement (R3) was that the guitar be symmetrical so that
both right- and left-handed players could play it. It was easy to set up, plug
into a normal guitar amplifier using regular jack cables and power on the
strumming device (R4)(R5).

The current implementation and components used, in particular, were not
capable of prolonged and repetitive use, which became evident from the re-
sults reported in the longitudinal field trial (P7). Here the guitar failed the
(R6) requirement that it be robust enough for longitudinal use. The switching
function of the momentary button, the bearings and the rubber band driving
the pick in the motorised fader, were worn down due to extensive use. A
higher quality button would have solved the issue of the wear and tear of the
momentary button. An even better solution would have been to incorporate
MIDI functionality, as was the case with Harrison and McPherson’s bass gui-
tar for one handed playing [58], and use of an off-the-shelf MIDI controller
for input. A solution to the strumming could be to use a high torque stepper
motor and controller that could, with a new custom strumming mechanism,
replace the motorised fader.

The system latency of the guitar was not as low as I had hoped, but it was
possible to compensate for the latency and play along to e.g. backing track
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or other people. I discuss possible improvements to the latency in 5.7 Future
Work.

In my publications and as mentioned in The Actuated Guitar: A platform
enabling alternative interaction methods(P1) [75] Section 2, the Actuated Gui-
tar has focused on simple strumming with an up-down motion. This is the
simplest form of playing a guitar and is a good candidate for a proof of con-
cept that shows it is possible to play a real electrical guitar despite being
hemiplegic.

The one-dimensional implementation with the one-to-one mapping of
button activation and full strum of all strings with the same velocity is slightly
limiting when speaking about musical expression. This is similar to Harrison
and McPherson [58], who used an off-the-shelf MIDI controller implement-
ing a one-to-one mapping from button to fretted note (8 buttons correspond-
ing to 8 specific fretted notes) on their bass guitar for one handed playing.
The implementation of MIDI into the Actuated Guitar could be useful to in-
crease expressiveness. Many off-the-shelf midi controllers have some kind of
pressure sensitive pads that could be used as an input device for the Actu-
ated Guitar. Instead of supporting only a one-dimensional strum or trigger
like Harrison and McPherson, a controller with pressure sensitivity could be
mapped to the velocity of the strum. This would require no modification of
the existing strumming mechanism.

When moving into string skipping and string muting the complexity of
both input and strumming mechanism increases dramatically. This increase
in complexity happens no matter which hand - fretting or strumming - is
emulated. When I try to emulate the strumming hand I run into certain
problems such as single note playing, muting, strumming of only some of the
strings, simultaneous strummed strings like finger picking, and so on. The
same is true for the fretting hand where the difficult techniques to emulate
include sliding, bending hammer-on and pull-offs, etc.

Mechanical and electronic noise was an issue when developing these sys-
tems. Electronic (PWM) noise was a problem when developing the actuated
guitar, as it almost stopped the instrument dead in its tracks, but this was
solved by changing the PWM frequency of the Arduino Nano (R10). Mechan-
ical noise was problematic when playing the non-amplified actuated guitar,
an issue that Harrison and McPherson also mention in their approach [58].

Emulating either the left or right hand is a highly complex task. Each
approach has drawbacks that are not easy to solve. However, emulating
the fretting hand, as Harrison and McPherson did, presents some additional
problems, especially since the horizontal axis simply moves up and down
the neck and reaches all 88 positions on a four-string bass guitar or 144 on a
six-string guitar.
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5.4.1 Perceptual Control of a Button

The different pedal designs developed for controlling the strum, see Fig-
ure 4.9a and Figure 4.14a, were very different in terms of their physical di-
mensions and technological specifications. One had a push button mounted
in a casing, while the other had a flat-force sensitive resistor (FSR) taped to
a flat board. This caused the interaction and the haptic feedback to differ
quite dramatically between the two designs. Oulasvirta et al. discussed the
issue of how different button designs altered the perceptual control of a but-
ton by comparing linear, tactile, touch and mid-air buttons. They defined a
button as a black box where the motor system has no access to the moment
the button activates. The perceptual control fails, or yields a high amount
of errors, if the distance (time) between the Expected Perceived Activation and
the Perceived Activation is too high and therefore must be kept to a minimum
to ensure low error rates [95], for example, when a character is perceived to
jump over a platform in a game like Super Mario or an LED light lights up
when calling an elevator. This was especially evident during the P6 study,
when the latency of the system and the different pedal designs and their
feedback confused some of the test participants. Many errors were caused by
the click preceding activation in this study, which was a combination of the
high audible click coming from the button on top of the big box pedal and
the relatively high latency when talking playing music. This frustration was
not as evident when using the completely flat FSR-based pedal, but it did
present other errors as there were no tactile guides to keep the foot on top of
the pedal and many drifted off, causing errors.

5.5 Case Study

I conducted a three week intervention (n=1), which is described in the publi-
cation A Longitudinal Field Trial with a Hemiplegic Guitarist Using The Actuated
Guitar (P7). The aim of the study was to investigate whether it was possi-
ble to enable a former guitarist 15 years post-stroke to re-learn to play the
guitar in order to increase motivation for self rehabilitation and his quality
of life. Kirk et al. [69] ran a similar feasibility study (5 weeks) investigating
how a DMI (a forward reaching modular desk with 4 drum-pads triggering
percussion sounds) could aid in self management of stroke rehabilitation and
improve range of motion in the wrist, arm and shoulder. They used a small
number of participants (n=3), as in the Actuated Guitar Field Trial (n=1), and
all participants were post-stroke (27 months, 14 years, 11 months), which was
comparable to my field trial (15 years). Some of the same arguments used to
support the theory that music holds potential in motivating self-rehabilitation
in home contexts were made, e.g. that exercising to music results in a reduc-

73



Chapter 5. Discussion

tion in perceived effort [67] and that there are strong links between music
and emotions [26]. All participants in Kirk et al’s study reported high levels
of motivation and enjoyment when playing the digital drum pads. All physi-
cal impairment measures (reach, shoulder flexion, wrist extension) improved
during the intervention phase and were retained or improved further during
the post-intervention phase.

Kirk et al.’s focus and approach differed from that of the Actuated Guitar
with their more classic approach to rehabilitation and focus on repeating
physical exercises and levels of range of motion. This was evident in the
songs they chose and how they implemented them in the two systems. The
participants in their system added ten songs of their own choice. All songs
were capped at two minutes, regardless of their actual length and the tempo
mapped. Four percussion/drum sounds (Tom, snare, hi-hat, woodblock)
were mapped to digital drum pads and triggered when by a hit on a drum
pad. In the Actuated Guitar, in contrast, the participant was given free choice
to play whatever he wanted. Furthermore, the Actuated Guitar is a fully
functional electrical guitar, so it allowed for all sonic possibilities that other
guitars have.

All participants in Kirk et al.’s study stated that they would not have
enjoyed playing songs they had not chosen. Two participants requested a
larger selection of songs, which showed that the freedom to choose one’s
own songs is important for continued motivation.

Kirk et al. provided some anecdotal evidence in their qualitative analysis
for transfer of physical gains into tasks of daily living. One participant in
their study mentioned that in addition to some physical improvements, he
also made cognitive gains during the study. In my field study (P7) this was
also evident when looking at the WHOQOL100 scores measuring quality of
life, but this was not at all conclusive.

Kirk et al.’s finding of high levels of motivation corresponded with the
findings described in the field study (P7). The last mandatory session of
the study had to be stopped as the wear and tear had started to affect the
performance of the system, the button had be pressed harder and harder,
and the bearings in the fader were failing, which made the travel slower and
increased latency. The participant was told to leave the guitar alone and that
it would be picked up later that week. Nevertheless, the participant kept
playing and logged some of the longest sessions of the three week study
during this time, which showed an enormous motivation to use the Actuated
Guitar despite its suboptimal conditions by that point.

The user showed a high degree of motivation throughout the case study as
he incorporated different private items, such as an iPad (chords and YouTube
for songs), guitar chords book, metronome, and his old piano and P.A setup
for backing tracks (the exact tracks he used before the stroke) into the ses-
sions. He had used the metronome and a chord book when playing guitar
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before his stroke. He incorporated an iPad into free sessions by using the
YouTube app to find songs to play along to, e.g. the mandatory children’s
song ’Min kat den danser tango’ and songs he had played pre-stroke, such
as ’Yesterday’. After a while he decided the iPad was not loud enough, so
he hooked up the iPad to his old PA system. He also incorporated his old
digital piano to play backing tracks he had used previously when playing at
parties etc. This behaviour continued to the end of the case study. By the
last mandatory test the buttons were starting to wear out and required more
than double the force to activate a strum, and the bearings and rubber band
pulling the pick were also showing signs of significant wear.

As the study progressed it was clear that the participant was able to factor
in the system delay. Although he was not told that the system had a small
amount of latency, he did not ask or question it, which could indicate that
either he did not notice it or he considered it a result of his condition. The
measured results also show that he improved during the three weeks and
video recordings make clear that by the end he was playing with ease and
commitment. Despite having 20ms higher latency than the breaking point,
which has shown to result in difficulties keeping a steady rhythm on drum
pads [40], use of the AG was still motivating in the long term.

A lot of information about the overall performance, such as the quality
of the chords, cannot be derived by measuring timing alone. All the ses-
sions were video recorded, which made it possible to analyse the participant’s
movements, posture, and gestures, as well as the audio, which included in-
formation like chord quality. Looking at the quality would require a type
of taxonomy of chord quality for which timing would be just one parame-
ter. Other important parameters, such as string buzz/rattle, number of notes
fretted, muffled/muted strings, etc., could tell something about the quality of
the chord. The participant’s physical appearance when using the guitar also
showed potential improvements in, e.g. how he handled the instrument, how
much he struggled, or whether he was just playing and enjoying himself.

5.6 Methods

In this section I discuss the different methods used in the thesis and their
potential weaknesses.

5.6.1 Observations and Interviews

The two primary methods used during my studies were semi-structured in-
terviews and observations. Interviews and observations can be labour inten-
sive with large numbers of test participants, especially when results need to
be extracted from the gathered data. In this case, with the small number of
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participants, the amount of data was not an issue. I planned and conducted
all of the tests without any assistance. When constructing all of the mate-
rial, conducting the tests and extracting the results there is always a risk of
introducing bias, breaking test protocols, missing important observations, or
using leading questions, etc. To avoid these pitfalls I could have established
some collaborative research with external partners or hired someone to en-
sure the objectivity in developing the material and during the tests. This
would have freed me to solely focus on conducting the tests and removed
any worry while observing the participants’ behaviours.

Using video observation can be tricky because the position of the camera
is crucial to capturing the essential data needed for either image or sound.
Another risk when using video is information overload when both video
and sound must be analysed. Many interesting and potentially important
aspects can be visible, and choosing what to focus on can be difficult and
obscure the important data. To improve the non visible data a think-aloud
protocol could be introduced. This would allow the participant to elaborate
on how he was experiencing the interaction in the moment [52]. In my case
it could have been interesting to implement a think-out-loud protocol during
the self-recorded sessions in the longitudinal study (P7). This might have
explained seemingly small nuances, e.g. body language that was difficult
to decipher, that could have had great significance. To avoid affecting the
behaviour or performance of the participants a fly-on-the wall observation
could be used [131]. This method, however, requires that it is possible to
observe without being noticed.

5.6.2 Questionnaire

Because of the limited size and access to the target group the use of question-
naires was done only once to gather large amounts of standardised informa-
tion. The questionnaire used in the longitudinal study - the WHOQOL-100
- helped establish a baseline before the intervention and measure potential
results after the intervention. The problem with using the WHOQOL-100 in
this scenario was that it was designed by the WHO to cover as many differ-
ent people as possible in order to capture measures of quality of life around
the world. This worked and produced some results but it was more or less
impossible to conclude whether the use of the guitar was the cause of the
changes in some of the parameters. In addition, many of the questions were
beyond the scope of this thesis. A custom-designed questionnaire would have
been a better approach and a collaboration with the therapists and doctors
within the field could have yielded much more usable results.
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5.6.3 Quantitative Data and Automatic Data Gathering

In the longitudinal study (P7) the test participant played along to the same
backing track to establish improvements in how he adapted the latency from
the guitar at every visit. There was no way to compare the two signals au-
tomatically and therefore it had to be done by visual inspection of the audio
track from the video recording by measuring the difference in milliseconds
between the strum and beat signifiers in the backing track. This manual
method of comparing peaks in the same audio track is not ideal and can have
a potential for errors as it relies on manual assessment. A solution could be
to implement MIDI functionality into the logging unit using the possibility
from MIDI to send out, e.g. MIDI messages for the metronome beat of the
backing track and automatically log the beats at the right tempo. This would
eliminate potential error prone evaluation of where the beat is in relation to
a strum.

The automatic data logging, developed for P6 and P7, started logging all
system data from the moment power was turned on, no matter if the gui-
tar was being played or not. One weakness of this approach was the sheer
amount of usable and unusable data generated as it logged once every mil-
lisecond with twelve data-points at every logging point. Another challenge
when doing automatic data logging this way was the alignment of the data
with a particular user and a particular performance as there was not a clear
indicator of when a certain person started and what he played, etc. To min-
imise the amount of data could be to only log when the button was pressed
triggering a strum resulting in a lot less data.

5.7 Future Work

It would be interesting to increase the expressiveness of the Actuated Gui-
tar and work on how to map simple input to more complex and expressive
gestures in a future study as the simplicity already works well. To con-
tinue this research it would also be interesting to see how much of the right
hand expressiveness could be transferred to other body parts. This could be
by, for example, implementing the ability to play individual strings, string
skipping/muting, and/or varying the velocity of strum/pick. Implementing
these possibilities would increase the expressiveness of the guitar but would
require a way of capturing different kinds of user input to be able to map it
correctly to produce the more expressive output. This is a more challenging
task.

Looking into the cognitive and psychological aspects of rehabilitation us-
ing aIMEs would be highly interesting.

Future studies employing backing tracks should log relevant data e.g.
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through MIDI such as tempo and song being played in addition to the already
logged push information. This would make it much easier and faster and
more reliable to gather, analyse, and compare synchronisation errors. Similar
to Kirk et al.’s follow-up, new studies should allow the participants to keep
a copy of the guitar either permanently or at least for several months to
investigate the participant’s long-term motivation.

Harrison and McPherson did a feasibility study [57, 58] investigating
the efficacy for future designs and the role of the fretting and plucking
hand for playing a bass guitar with one hand. The prototype consisted of
a foot-operated MIDI controller with a solenoid-actuated fretting mechanism
mounted to the neck of an unmodified bass guitar, somewhat similar to the
idea of the Robotar [11]. The foot-operated MIDI controller had two rows
of eight pressure sensitive pads where the three first pads on each row were
mapped to the actuators fretting the second, third, and fourth fret of the D-
string (top row) and the A-String (bottom row). Using a similar foot-operated
MIDI controller would be highly interesting as it could be used to expand
right hand expression such as velocity from pressure sensitive pads or dif-
ferent strumming patterns where the user then taps the tempo, etc. The
implementation of MIDI could help gather important data from both back-
ing tracks and foot-controller, which could make data acquisition a lot faster
and more precise. More complex input would require, however, a complete
redesign of the current strumming mechanism of the Actuated Guitar.

The actuated fretting mechanism, Mechanical noise, was an issue in Harri-
son and McPherson’s study when playing non-amplified. The fretting mech-
anism produced hammer-on notes as loud as the plucked notes, which made
it difficult to use without an amplifier. This required precise coordination of
the fretting mechanism with 50ms latency and plucking of the desired string,
which could be a problem with the intended target group. This is important
to keep in mind when designing a new string strumming/plucking mecha-
nism for the Actuated Guitar.

The one-handed bass guitar was tested on six non-handicapped bass play-
ers playing a rehearsed bass guitar accompaniment for insights on the design
of future accessible string instruments. They looked for unexpected facets of
bass guitar playing through observations and questionnaires, such as solely
muting with the fretting hand, using excessive hammer-ons, tapping etc. Kirk
et al.’s study and results followed the same pattern as that found in the liter-
ature review in Section 2.6. Their design was not tested on the actual target
group of physically disabled, had a heavy focus on the interaction only, used
single session tests, and did not consider long term motivation. They found
that muting of the strings, which normally are split between both hands, was
moved to the plucking hand, which is no surprise. This was the opposite
for the Actuated Guitar. All strings were strummed at the same time and
all muting was done and had to be done with the fretting hand. Half of the
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participants in Harrison and McPherson’s study used both feet to actuate the
eight possible notes using the MIDI controller. This would pose a problem
for people with, for example, hemiplagia. Using healthy subjects for a study
investigating interactions yields potentially unusable or flawed data about
the actual interaction with the MIDI device as the target group might not be
able to interact in the same manner. Instructing the participants to use only
one foot would have given a better insight into potential problems with the
design and interaction as it would mimic the condition of many people with
disabilities. This was done during the studies with the actuated guitar and
the design itself did not allow for more than a single foot at a time.

A simple solution to decrease the overall latency from activation of the
button to a strum would be to use a faster micro controller such as a Teensy
3.5 Board running at 120 MHz instead of the Arduino’s 16 MHz. The current
implementation has an average system latency of 29ms from activation of the
button to when the pick starts moving. By halving that the overall latency
would improve by 20%. To evaluate whether the latency should be reduced
further than the 29ms it takes for a full strum, future studies could look into
how fast the average guitarist strums and where their perception of beat is
when strumming a guitar at different tempos.
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Conclusion

Here I revisit the hypothesis and research questions stated in the introduc-
tion to the thesis. To recap, the hypothesis and research questions are stated
below.

Hypothesis:

Enabling or re-enabling people with disabilities to play an existing musical in-
strument can serve as a long-term motivator for self-rehabilitation through musical
activity and improve their quality of life.

Research Questions:

• How can an electrical guitar be modified to make it usable for people with
hemiplegia?

• How does the potential reduction in musical expression through latencies or
delayed auditory feedback affect the ability to produce rhythmical music and
influence the level of motivation and long term use of the guitar?

The first research question, How can an electrical guitar be modified to make it
usable for people with hemiplegia?, was answered in the publications P1, P2 and
P7. P1 suggests a potential solution for how an electrical guitar can be modi-
fied; it is called the Actuated Guitar. This is a modified, off-the-shelf electrical
guitar that allows people with hemiplegia to play one-handed. The device
supports both right and left handed players as well as different control sites
with potential use of various sensors. Further details about the reasoning for
the different design decisions can be read in P1. P2 is a usability study in-
vestigating whether the guitar, with a foot pedal as input device, was usable
by the target group. Five hemiplegic children between the ages of 11 and 13,

81



Chapter 6. Conclusion

from the Helena Elsass Center, were all able to use the Actuated Guitar as
intended. The guitar was tuned in a so-called open tuning, making it easier
to play cords as the children did not have any experience playing the guitar.
P7 is a longitudinal study of a single participant living and rehabilitating at
home. The study shows that a hemiplegic with prior musical training on
guitar could play the instrument, in contrast to those who had no musical
training, as described in P2. The longitudinal study showed that the partici-
pant was able to use the guitar as intended since he could press the foot pedal
to execute strums at will and fret chords as with a normal electric guitar.

The second research question How does the potential reduction in musical
expression through latencies or delayed auditory feedback affect the ability to pro-
duce rhythmical music and influence the level of motivation and long term use of the
guitar?, was answered in publications P6 and P7. The Actuated Guitar has
an overall strumming latency or delayed auditory feedback of 45ms, from
actuation (button press) to reaching the first string and producing sound.
This latency of around 50ms is comparable to findings in similar research in-
cluding actuators but must be considered high as research shows that some
musicians can detect latency as low a 7 - 10 ms. My research shows that it is
possible to play the Actuated Guitar as people are able to learn and compen-
sate for the latency. Musically trained people are better at compensating for
latency and are even able to factor in much higher latency if it is a subdivision
of a tempo. Studies show that there is a breaking point of between 40 - 55ms
when musically trained people start having problems compensating for the
latency. With small modifications it should be possible to get the Actuated
Guitar’s latency down below 20ms in order to help non musically trained
people play the instrument, as there is no difference in synchronisation er-
rors between 0ms latency and 20ms latency. The current implementation of
the Actuated Guitar is limited to a one dimensional input of a button press,
resulting in a full strum of all strings at the same velocity. This is a clear
limitation on the musical expressiveness of a normal functioning right hand.
Implementing a MIDI controller with pressure sensitive pads would extend
the guitar with another dimension that could be mapped to the velocity of
the strum, increasing expressiveness. However, including string skipping,
muting and single string actuation would require a complete redesign and
would be much more complex. The same is true for the input part of the gui-
tar: how to capture and map the interaction. Despite the limited expression
of the Actuated Guitar, my longitudinal case study showed that playing the
instrument yields a high amount of motivation even in the long term, which
is crucial in the scope of self rehabilitation.

It was extremely difficult to find literature within my research field of as-
sistive musical instruments (aIME). Either the field is highly fragmented in
both outlet and language or not much research has been conducted within
the field. Most of the existing literature I found have unfortunate tendencies
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in their studies. The definition of target groups is extremely broadly de-
fined, using single terms such as disabled or cerebral palsy but not describing
the intended user’s actual physical or cognitive disabilities. Loosely defined
goals such as to find new or alternative interactions or potential uses, often use
monophonic digital musical interfaces (DMI) locked into certain scales (the 5
note pentatonic scale). Despite the definition of a target group with disabil-
ities many studies make use of normal functioning people or single session
and/or single user studies. None of the instruments went through any lon-
gitudinal tests that could demonstrate whether the aIME had potential in
a real life scenario. A longitudinal study would have answered some key
points like whether the instrument could withstand prolonged use, whether
it was motivating to use, or whether it was abandoned.

In answer to the question regarding fragmentation and absence of a com-
mon language within the field, I propose a modelling approach to summarise
interactions with musical interfaces. The model builds on and extends the
ideas of Buxton’s original three state model and Hinckley’s extension. The
model uses text, symbols, and colours to convey the complex nature of an
instrument. The current state of the model still lacks the possibilities to visu-
alise the expressiveness and dynamic properties of an instrument. The model
is not an ’end all be all’ model but a wish that the community would come
together to find a common language creating a less fragmented field.

To sum up I will try to answer the hypothesis Enabling or re-enabling peo-
ple with disabilities to play an existing musical instrument can serve as a long-term
motivator for self-rehabilitation through musical activity and improve their quality
of life from the research questions and the knowledge gathered through my
research. Because of the small sample included in my research I cannot con-
clude that the hypothesis is true, but neither can I reject it. Taking all the
results from my research into account and all the people and therapists that
have contacted me, even from Germany, to buy an actuated guitar or to be a
part of future research, there is clearly something important and interesting
here that could be a game changer for many people. In terms of improve-
ments in quality of life I would need to do more studies because I cannot
draw concrete conclusions from the limited sample. There are strong indi-
cators, however, based on my research P2 and P7, that the Actuated Guitar
can improve quality of life for people with disabilities as the impact music
and playing music has on all people is at least as strong on them as it is on
regular people.

I hope that my research will convince others to go down this path and
look at how we can give access to the world of musical instruments and
enrich the lives of people with disabilities.

83



References

References

[1] “Årsager til hjerneskade,” http://www.neuropaedagog.dk/laes-haandbogen/
hvad-er-senhjerneskade-/aarsager-til-hjerneskade/.

[2] “Behandling ved apopleksi - Patienthåndbogen på sundhed.dk,”
https://www.sundhed.dk/borger/patienthaandbogen/hjerte-og-blodkar/
sygdomme/apopleksi/behandling-ved-apopleksi/.

[3] “Dansk Stroke Center - Aarhus Universitetshospital,” http:
//www.auh.dk/om-auh/centre/hoved-hjerte-centret/om-centret/
centre-under-hoved-hjerte-centret/dansk-stroke-center/.

[4] “Definition and Quotes about Music Therapy | Definition and Quotes about
Music Therapy | American Music Therapy Association (AMTA),” http://www.
musictherapy.org/about/quotes/.

[5] “Embodied interaction.” [Online]. Available: https://www.sciencedirect.com/
topics/computer-science/embodied-interaction

[6] “Epiphone: Performance is our Passion,” http://www.epiphone.com/.

[7] “Hjernesagen - livet med hjerneskade,” https://www.hjernesagen.dk/.

[8] “Hvad er cerebral parese?” https://www.spastikerforeningen.dk/
viden-om-cerebral-parese/hvad-er-cerebral-parese/.

[9] “My Breath My Music | The Magic Flute – The Head Sets the Tone,” http:
//mybreathmymusic.com/en/magic-flute.

[10] “Physical computing: Examples.” [Online]. Available: https://guides.temple.
edu/c.php?g=419841&p=2863656

[11] “Robo-Tar - Blue Ahuizote Robo-tar,” http://www.robo-tar.com/#/.

[12] “Skoogmusic | We create music technology that lets anyone make music,” http:
//www.skoogmusic.com/.

[13] “Soundbeam The Invisible Expanding Keyboard In Space,” http://www.
soundbeam.co.uk/.

[14] “Sundhedsstyrelsen,” https://www.sst.dk/.

[15] G. Alankus, R. Proffitt, C. Kelleher, and J. Engsberg, “Stroke therapy through
motion-based games: A case study,” ACM Transactions on Accessible Computing
(TACCESS), vol. 4, no. 1, p. 3, 2011.

[16] E. Altenmüller, J. Marco-Pallares, T. F. Münte, and S. Schneider, “Neural Re-
organization Underlies Improvement in Stroke-induced Motor Dysfunction by
Music-supported Therapy,” Annals of the New York Academy of Sciences, vol. 1169,
no. 1, pp. 395–405, Jul. 2009.

[17] G. Aschersleben, “Temporal Control of Movements in Sensorimotor Synchro-
nization,” Brain and Cognition, vol. 48, no. 1, pp. 66–79, Feb. 2002.

[18] G. Aschersleben and W. Prinz, “Delayed Auditory Feedback in Synchroniza-
tion,” Journal of Motor Behavior, vol. 29, no. 1, pp. 35–46, Mar. 1997.

84

http://www.neuropaedagog.dk/laes-haandbogen/hvad-er-senhjerneskade-/aarsager-til-hjerneskade/
http://www.neuropaedagog.dk/laes-haandbogen/hvad-er-senhjerneskade-/aarsager-til-hjerneskade/
https://www.sundhed.dk/borger/patienthaandbogen/hjerte-og-blodkar/sygdomme/apopleksi/behandling-ved-apopleksi/
https://www.sundhed.dk/borger/patienthaandbogen/hjerte-og-blodkar/sygdomme/apopleksi/behandling-ved-apopleksi/
http://www.auh.dk/om-auh/centre/hoved-hjerte-centret/om-centret/centre-under-hoved-hjerte-centret/dansk-stroke-center/
http://www.auh.dk/om-auh/centre/hoved-hjerte-centret/om-centret/centre-under-hoved-hjerte-centret/dansk-stroke-center/
http://www.auh.dk/om-auh/centre/hoved-hjerte-centret/om-centret/centre-under-hoved-hjerte-centret/dansk-stroke-center/
http://www.musictherapy.org/about/quotes/
http://www.musictherapy.org/about/quotes/
https://www.sciencedirect.com/topics/computer-science/embodied-interaction
https://www.sciencedirect.com/topics/computer-science/embodied-interaction
http://www.epiphone.com/
https://www.hjernesagen.dk/
https://www.spastikerforeningen.dk/viden-om-cerebral-parese/hvad-er-cerebral-parese/
https://www.spastikerforeningen.dk/viden-om-cerebral-parese/hvad-er-cerebral-parese/
http://mybreathmymusic.com/en/magic-flute
http://mybreathmymusic.com/en/magic-flute
https://guides.temple.edu/c.php?g=419841&p=2863656
https://guides.temple.edu/c.php?g=419841&p=2863656
http://www.robo-tar.com/#/
http://www.skoogmusic.com/
http://www.skoogmusic.com/
http://www.soundbeam.co.uk/
http://www.soundbeam.co.uk/
https://www.sst.dk/


References

[19] A. Askenfelt and E. V. Jansson, “From touch to string vibrations. I: Timing in
the grand piano action,” The Journal of the Acoustical Society of America, vol. 88,
no. 1, pp. 52–63, 1990.

[20] N. L. Bagalkot and T. Sokoler, “Designing for lived informatics in out-of-clinic
physical rehabilitation,” Human–Computer Interaction, vol. 33, no. 1, pp. 93–129,
2018.

[21] R. Bailey, “Human Performance Engineering: Designing High Quality Profes-
sional User Interfaces for Computer Products, Applications and Systems, 3/e,”
1996.

[22] M. Baskinger and M. Gross, “Cover story tangible interaction= form+ comput-
ing,” interactions, vol. 17, no. 1, pp. 6–11, 2010.

[23] E. Berdahl and A. Kontogeorgakopoulos, “The firefader: Simple, open-source,
and reconfigurable haptic force feedback for musicians,” Computer Music Jour-
nal, vol. 37, no. 1, pp. 23–34, 2013.

[24] S. Bhat, “TouchTone: An electronic musical instrument for children with hemi-
plegic cerebral palsy,” in Proc of TEI’10. ACM, 2010, pp. 305–306.

[25] D. Birnbaum, R. Fiebrink, J. Malloch, and M. M. Wanderley, “Towards a di-
mension space for musical devices,” in Proceedings of the 2005 Conference on New
Interfaces for Musical Expression. National University of Singapore, 2005, pp.
192–195.

[26] A. J. Blood and R. J. Zatorre, “Intensely pleasurable responses to music correlate
with activity in brain regions implicated in reward and emotion,” Proceedings of
the National Academy of Sciences, vol. 98, no. 20, pp. 11 818–11 823, 2001.

[27] L. O. Bonde, “Dansk musikterapis historie,” in Musikterapi. Dansk Psykologisk
Forlag, 2007.

[28] B. Bongers, “Physical interfaces in the electronic arts,” Trends in gestural control
of music, pp. 41–70, 2000.

[29] S. Brinkmann and L. Tanggaard, Kvalitative metoder: en grundbog. Hans Reitzels
Forlag, 2010.

[30] W. Buxton, “A three-state model of graphical input,” in Proc of INTERACT’90,
vol. 90, 1990, pp. 449–456.

[31] B. Challis, “Octonic: An accessible electronic musical instrument,” Digital Cre-
ativity, vol. 22, no. 1, pp. 1–12, Mar. 2011.

[32] K. M. Chase, “Music therapy assessment for children with developmental dis-
abilities: A survey study,” Journal of music therapy, vol. 41, no. 1, pp. 28–54,
2004.

[33] T. Chau, C. Eaton, A. Lamont, H. Schwellnus, and C. Tam, “Augmented envi-
ronments for pediatric rehabilitation,” Technology and Disability, vol. 18, no. 4,
pp. 167–171, 2006.

[34] Y. C. D. Chew and E. Caspary, “MusEEGk: A brain computer musical interface,”
in CHI’11 Extended Abstracts on Human Factors in Computing Systems. ACM,
2011, pp. 1417–1422.

85



References

[35] A. M. Cook and J. M. Polgar, Assistive Technologies: Principles and Practice. El-
sevier Health Sciences, 2014.

[36] A. G. D. Correa, I. K. Ficheman, M. do Nascimento, and R. d. D. Lopes, “Com-
puter Assisted Music Therapy: A Case Study of an Augmented Reality Musi-
cal System for Children with Cerebral Palsy Rehabilitation,” in Proc of ALE’09.
IEEE, Jul. 2009, pp. 218–220.

[37] D. D. Cowan, D. A. Turner-smith, and C. O. R. Engineering, “The role of assis-
tive technology in alternative models of care for older people, in [26,” Research,
HMSO, vol. 2, pp. 325–346, 1999.

[38] J. W. Creswell et al., “Qualitative, quantitative, and mixed methods approaches,”
2003.

[39] S. Dahl, “The Playing of an Accent ? Preliminary Observations from Tempo-
ral and Kinematic Analysis of Percussionists*,” Journal of New Music Research,
vol. 29, no. 3, pp. 225–233, Sep. 2000.

[40] S. Dahl and R. Bresin, “Is the player more influenced by the auditory than
the tactile feedback from the instrument,” in Proc. of the COST-G6 Workshop on
Digital Audio Effects (DAFx-01), Limerick. Citeseer, 2001, pp. 194–197.

[41] S. Davies, P. C. Naik, and A. S. Lee, “Environmental factors in stroke rehabili-
tation,” Bmj, vol. 322, no. 7301, pp. 1501–1502, 2001.

[42] C. Dobrian and D. Koppelman, “The’e’in nime: Musical expression with new
computer interfaces.” in NIME, vol. 6, 2006, pp. 277–282.

[43] P. Dourish, Where the action is. MIT press Cambridge, 2001.

[44] B. Farrimond, D. Gillard, D. Bott, and D. Lonie, “Engagement with Technology
in Special Educational & Disabled Music Settings,” Youth Music Report, pp. 1–40,
2011.

[45] S. A. Finney, “Auditory Feedback and Musical Keyboard Performance,” Music
Perception: An Interdisciplinary Journal, vol. 15, no. 2, pp. 153–174, Dec. 1997.

[46] C. Forlines, D. Vogel, N. Kong, and R. Balakrishnan, “Absolute vs. relative
direct pen input,” Mitsubishi Electric Research Labs Tech Report, TR2006-066, 2006.

[47] J. J. Gibson, “The theory of affordances,” Hilldale, USA, vol. 1, no. 2, 1977.

[48] R. D. Goodwin and D. P. Devanand, “Stroke, Depression, and Functional Health
Outcomes Among Adults in the Community,” Journal of Geriatric Psychiatry and
Neurology, vol. 21, no. 1, pp. 41–46, Mar. 2008.

[49] K. Graham-Knight and G. Tzanetakis, “Adaptive music technology using the
Kinect.” ACM Press, 2015, pp. 1–4.

[50] M. Grierson and C. Kiefer, “NoiseBear: A wireless malleable instrument de-
signed in participation with disabled children,” 2013.

[51] P. Grifoni, Multimodal Human Computer Interaction and Pervasive Services. IGI
Global, 2009.

[52] Z. Guan, S. Lee, E. Cuddihy, and J. Ramey, “The validity of the stimulated
retrospective think-aloud method as measured by eye tracking,” in Proceedings
of the SIGCHI conference on Human Factors in computing systems, 2006, pp. 1253–
1262.

86



References

[53] S. Guetin, F. Portet, M. Picot, C. Pommié, M. Messaoudi, L. Djabelkir, A. Olsen,
M. Cano, E. Lecourt, and J. Touchon, “Effect of music therapy on anxiety and de-
pression in patients with Alzheimer’s type dementia: Randomised, controlled
study,” Dementia and geriatric cognitive disorders, vol. 28, no. 1, pp. 36–46, 2009.

[54] Y. Guiard, “Asymmetric division of labor in human skilled bimanual action:
The kinematic chain as a model,” Journal of motor behavior, vol. 19, no. 4, pp.
486–517, 1987.

[55] S. Hakkennes and J. L. Keating, “Constraint-induced movement therapy fol-
lowing stroke: A systematic review of randomised controlled trials,” Australian
Journal of Physiotherapy, vol. 51, no. 4, pp. 221–231, 2005.

[56] S. Hamdy, J. C. Rothwell, Q. Aziz, K. D. Singh, and D. G. Thompson, “Long-
term reorganization of human motor cortex driven by short-term sensory stim-
ulation,” Nature neuroscience, vol. 1, no. 1, pp. 64–68, 1998.

[57] J. Harrison and A. McPherson, “An adapted bass guitar for one-handed
playing,” in Proceedings of the International Conference on New Interfaces for
Musical Expression. Copenhagen, Denmark: Aalborg University Copenhagen,
2017, pp. 507–508. [Online]. Available: http://www.nime.org/proceedings/
2017/nime2017_paper0102.pdf

[58] J. Harrison and A. P. McPherson, “Adapting the bass guitar for one-handed
playing,” Journal of New Music Research, vol. 46, no. 3, pp. 270–285, 2017.

[59] I. Hattwick and M. M. Wanderley, “A Dimension Space for Evaluating Collab-
orative Musical Performance Systems.” in NIME, vol. 12, 2012, pp. 21–23.

[60] S. L. Henry, S. Abou-Zahra, and J. Brewer, “The role of accessibility in a univer-
sal web.” ACM Press, 2014, pp. 1–4.

[61] K. Hinckley, M. Czerwinski, and M. Sinclair, “Interaction and modeling tech-
niques for desktop two-handed input,” in Proc of UIST’98. ACM, 1998, pp.
49–58.

[62] S. Hodges, S. Sentance, J. Finney, and T. Ball, “Physical computing: A key
element of modern computer science education,” Computer, vol. 53, no. 4, pp.
20–30, 2020.

[63] H. Holone and J. Herstad, RHYME: Musicking for All. Springer, 2012.

[64] A. Hornof and L. Sato, “EyeMusic: Making music with the eyes,” in Proceed-
ings of the 2004 Conference on New Interfaces for Musical Expression. National
University of Singapore, 2004, pp. 185–188.

[65] R. H. Jack, T. Stockman, and A. McPherson, “Effect of latency on performer
interaction and subjective quality assessment of a digital musical instrument.”
ACM Press, 2016, pp. 116–123.

[66] B. H. Kantowitz and R. D. Sorkin, Human Factors: Understanding People-System
Relationships. John Wiley & Sons Inc, 1983.

[67] C. I. Karageorghis and P. C. Terry, “The psychophysical effects of music in sport
and exercise: A review,” Journal of Sport Behavior, vol. 20, no. 1, p. 54, 1997.

87

http://www.nime.org/proceedings/2017/nime2017_paper0102.pdf
http://www.nime.org/proceedings/2017/nime2017_paper0102.pdf


References

[68] A. Karni, G. Meyer, C. Rey-Hipolito, P. Jezzard, M. M. Adams, R. Turner, and
L. G. Ungerleider, “The acquisition of skilled motor performance: Fast and slow
experience-driven changes in primary motor cortex,” Proceedings of the National
Academy of Sciences, vol. 95, no. 3, pp. 861–868, 1998.

[69] P. Kirk, M. Grierson, R. Bodak, N. Ward, F. Brander, K. Kelly, N. Newman, and
L. Stewart, “Motivating stroke rehabilitation through music: A feasibility study
using digital musical instruments in the home,” in Proceedings of the 2016 CHI
Conference on Human Factors in Computing Systems. ACM, 2016, pp. 1781–1785.

[70] J. A. Kleim, S. Barbay, and R. J. Nudo, “Functional reorganization of the rat
motor cortex following motor skill learning,” Journal of neurophysiology, vol. 80,
no. 6, pp. 3321–3325, 1998.

[71] V. Krause, B. Pollok, and A. Schnitzler, “Perception in action: the impact of
sensory information on sensorimotor synchronization in musicians and non-
musicians,” Acta psychologica, vol. 133, no. 1, pp. 28–37, 2010.

[72] J. Larsen and H. Knoche, “Hear you later alligator: How delayed auditory
feedback affects non-musically trained people’s strumming,” in Proceedings of
the International Conference on New Interfaces for Musical Expression. Copenhagen,
Denmark: Aalborg University Copenhagen, 2017, pp. 456–459. [Online].
Available: http://www.nime.org/proceedings/2017/nime2017_paper0086.pdf

[73] J. V. Larsen and H. Knoche, “States and sound: Modelling interactions
with musical user interfaces,” in Proceedings of the International Conference
on New Interfaces for Musical Expression. Copenhagen, Denmark: Aalborg
University Copenhagen, 2017, pp. 104–109. [Online]. Available: http:
//www.nime.org/proceedings/2017/nime2017_paper0021.pdf

[74] J. V. Larsen, D. Overholt, and T. B. Moeslund, “The Actuated Guitar: A platform
enabling alternative interaction methods,” in SMC Proceedings of the Sound and
Music Computing Conference, 2013, pp. 235–238.

[75] ——, “The Actuated Guitar: Implementation and User Test on Children with
Hemiplegia,” in Proc. NIME’14, 2014.

[76] M. Law, B. Cooper, S. Strong, D. Stewart, P. Rigby, and L. Letts, “The person-
environment-occupation model: A transactive approach to occupational perfor-
mance,” Canadian journal of occupational therapy, vol. 63, no. 1, pp. 9–23, 1996.

[77] D. J. Levitin, S. McAdams, and R. L. Adams, “Control parameters for musical
instruments: A foundation for new mappings of gesture to sound,” Organised
Sound, vol. 7, no. 02, Aug. 2002.

[78] W. Lidwell, K. Holden, and J. Butler, Universal principles of design, revised and
updated: 125 ways to enhance usability, influence perception, increase appeal, make
better design decisions, and teach through design. Rockport Pub, 2010.

[79] F. Liu, M. Zuo, and P. Zhang, “Human-Machine Function Allocation In Infor-
mation Systems: A Comprehensive Approach.” in PACIS, 2011, p. 117.

[80] I. S. MacKenzie, Human-Computer Interaction: An Empirical Research Perspective.
Morgan Kaufmann Publishers In, Feb. 2013.

88

http://www.nime.org/proceedings/2017/nime2017_paper0086.pdf
http://www.nime.org/proceedings/2017/nime2017_paper0021.pdf
http://www.nime.org/proceedings/2017/nime2017_paper0021.pdf


References

[81] Magee, Wendy L, Ed., Music Technology in Therapeutic and Health Settings. Jessica
kingsley publishers, 2013.

[82] C. Manresa-Yee and R. Mas, “Designing an accessible low-cost interactive multi-
touch surface,” Universal Access in the Information Society, vol. 15, no. 3, pp. 419–
429, Aug. 2016.

[83] A. Maratos, C. Gold, X. Wang, and M. Crawford, “Music therapy for depres-
sion,” The Cochrane Library, 2008.

[84] A. H. Maslow, “A dynamic theory of human motivation.” 1958.

[85] C. Medeiros and M. Wanderley, “A Comprehensive Review of Sensors and In-
strumentation Methods in Devices for Musical Expression,” Sensors, vol. 14,
no. 8, pp. 13 556–13 591, Jul. 2014.

[86] N. E. Miller and J. Dollard, “Social learning and imitation.” 1941.

[87] E. R. Miranda and M. M. Wanderley, New Digital Musical Instruments: Control
and Interaction beyond the Keyboard, ser. The computer music and digital audio
series. Middleton, Wis: A-R Editions, 2006, no. v. 21, oCLC: ocm62533819.

[88] R. Moog, “The musician: Alive and well in the world of electronics,” in The
Biology of Music Making: Proceedings of the 1984 Denver Conference. St Louis, MMB
Music, Inc, 1988, pp. 214–220.

[89] F. Morreale, A. De Angeli, and S. O’Modhrain, “Musical Interface Design: An
Experience-oriented Framework.” in NIME, 2014, pp. 467–472.

[90] C. Nicolle and J. Abascal, Eds., Inclusive Design Guidelines for HCI. CRC Press,
2001.

[91] D. Norman, The design of everyday things: Revised and expanded edition. Basic
books, 2013.

[92] D. A. Norman, The psychology of everyday things. Basic books, 1988.

[93] R. J. Nudo, B. M. Wise, F. SiFuentes, and G. W. Milliken, “Neural substrates for
the effects of rehabilitative training on motor recovery after ischemic infarct,”
Science, vol. 272, no. 5269, p. 1791, 1996.

[94] Z. Obrenovic, J. Abascal, and D. Starcevic, “Universal accessibility as a multi-
modal design issue,” Communications of the ACM, vol. 50, no. 5, pp. 83–88, 2007.

[95] A. Oulasvirta, S. Kim, and B. Lee, “Neuromechanics of a button press,” in
Proceedings of the 2018 CHI Conference on Human Factors in Computing Systems.
ACM, 2018, p. 508.

[96] D. Overholt, “The Musical Interface Technology Design Space,” Organised
Sound, vol. 14, no. 02, p. 217, Aug. 2009.

[97] J. L. Peterson, “Petri nets,” ACM Computing Surveys (CSUR), vol. 9, no. 3, pp.
223–252, 1977.

[98] P. Pfordresher and C. Palmer, “Effects of delayed auditory feedback on timing
of music performance,” Psychological Research, vol. 66, no. 1, pp. 71–79, Feb.
2002.

89



References

[99] B. Phillips and H. Zhao, “Predictors of assistive technology abandonment,” As-
sistive Technology, vol. 5, no. 1, pp. 36–45, 1993.

[100] R. A. Rasch, “Synchronization in performed ensemble music,” Acta Acustica
united with Acustica, vol. 43, no. 2, pp. 121–131, 1979.

[101] D. Register, A.-A. Darrow, O. Swedberg, and J. Standley, “The use of music
to enhance reading skills of second grade students and students with reading
disabilities,” Journal of Music Therapy, vol. 44, no. 1, pp. 23–37, 2007.

[102] B. H. Repp and R. Doggett, “Tapping to a very slow beat: A comparison of mu-
sicians and nonmusicians,” Music Perception: An Interdisciplinary Journal, vol. 24,
no. 4, pp. 367–376, 2007.

[103] B. H. Repp and Y.-H. Su, “Sensorimotor synchronization: a review of recent
research (2006–2012),” Psychonomic bulletin & review, vol. 20, no. 3, pp. 403–452,
2013.

[104] J. Rigler and Z. Seldess, “The Music Cre8tor: An interactive system for musical
exploration and education,” in Proceedings of the 7th International Conference on
New Interfaces for Musical Expression. ACM, 2007, pp. 415–416.

[105] D. Roberts, T. Duckworth, C. Moore, R. Wolff, and J. O’Hare, “Comparing the
end to end latency of an immersive collaborative environment and a video con-
ference,” in Proceedings of the 2009 13th IEEE/ACM International Symposium on
Distributed Simulation and Real Time Applications. IEEE Computer Society, 2009,
pp. 89–94.

[106] R. Rolvsjord, “Therapy as empowerment: Clinical and political implications of
empowerment philosophy in mental health practises of music therapy,” Nordic
Journal of Music Therapy, vol. 13, no. 2, pp. 99–111, 2004.

[107] D. Rubine and P. McAvinney, “Programmable Finger-Tracking Instrument Con-
trollers,” Computer Music Journal, vol. 14, no. 1, p. 26, 1990.

[108] E. Ruud, “Music and identity,” Norsk Tidsskrift for Musikkterapi, vol. 6, no. 1, pp.
3–13, Jan. 1997.

[109] ——, “Music and the Quality of Life,” Norsk Tidsskrift for Musikkterapi, vol. 6,
no. 2, pp. 86–97, Jul. 1997.

[110] A. Salado and R. Nilchiani, “Using maslow’s hierarchy of needs to define el-
egance in system architecture,” Procedia Computer Science, vol. 16, pp. 927–936,
2013.

[111] K. Saroha, S. Sharma, and G. Bhatia, “Human computer interaction: An intellec-
tual approach,” IJCSMS International Journal of Computer Science and Management
Studies, vol. 11, no. 02, pp. 147–154, 2011.

[112] D. Savarimuthu and T. Bunnell, “The effects of music on clients with learning
disabilities: A literature review,” Complementary therapies in nursing and mid-
wifery, vol. 8, no. 3, pp. 160–165, 2002.

[113] G. Schlaug, “Effects of Music Training on the Child’s Brain and Cognitive De-
velopment,” Annals of the New York Academy of Sciences, vol. 1060, no. 1, pp.
219–230, Dec. 2005.

90



References

[114] S. Schneider, P. W. Schönle, E. Altenmüller, and T. F. Münte, “Using musical
instruments to improve motor skill recovery following a stroke,” Journal of Neu-
rology, vol. 254, no. 10, pp. 1339–1346, Oct. 2007.

[115] S. Schneider, T. Münte, A. Rodriguez-Fornells, M. Sailer, and E. Altenmüller,
“Music-Supported Training is More Efficient than Functional Motor Training
for Recovery of Fine Motor Skills in Stroke Patients,” Music Perception, vol. 27,
no. 4, pp. 271–280, Apr. 2010.

[116] K. Takano and Y. Miyake, “Two types dynamics in negative asynchrony of syn-
chronization tapping,” in SICE-ANNUAL CONFERENCE-, vol. 2. SICE; 1999,
2004, p. 1792.

[117] E. Taub and D. M. Morris, “Constraint-induced movement therapy to enhance
recovery after stroke,” Current atherosclerosis reports, vol. 3, no. 4, pp. 279–286,
2001.

[118] M. Thaut, G. McIntosh, R. Rice, R. Miller, J. Rathbun, and J. Brault, “Rhythmic
auditory stimulation in gait training for Parkinson’s disease patients,” Move-
ment disorders, vol. 11, no. 2, pp. 193–200, 1996.

[119] M. H. Thaut, “Neurologic Music Therapy in Cognitive Rehabilitation,” Music
Perception, vol. 27, no. 4, pp. 281–285, Apr. 2010.

[120] M. H. Thaut and G. C. McIntosh, “Neurologic Music Therapy in Stroke Reha-
bilitation,” Current Physical Medicine and Rehabilitation Reports, vol. 2, no. 2, pp.
106–113, Jun. 2014.

[121] H. Thimbleby, Press on: Principles of Interaction Programming. The MIT Press,
2010.

[122] E. Trefler and D. Hobson, “Assistive technology,” Occupational therapy: Enabling
function and well-being, pp. 489–492, 1997.

[123] W. M. A. Van Der Slot, C. Nieuwenhuijsen, R. J. G. Van Den Berg-Emons, M. P.
Bergen, S. R. Hilberink, H. J. Stam, and M. E. Roebroeck, “Chronic pain, fa-
tigue, and depressive symptoms in adults with spastic bilateral cerebral palsy:
Pain, Fatigue, and Depressive Symptoms in CP,” Developmental Medicine & Child
Neurology, vol. 54, no. 9, pp. 836–842, Sep. 2012.

[124] B. Verplank, “Interaction design sketchbook,” Unpublished paper for CCRMA
course Music 250a, pp. 6–10, 2003.

[125] R. Vertegaal, T. Ungvary, and M. Kieslinger, “Towards a musician’s cockpit:
Transducers, feedback and musical function,” in Proceedings of the International
Computer Music Conference. INTERNATIONAL COMPUTER MUSIC ACCO-
CIATION, 1996, pp. 308–311.

[126] C. Y. Wan and G. Schlaug, “Music Making as a Tool for Promoting Brain Plas-
ticity across the Life Span,” The Neuroscientist, vol. 16, no. 5, pp. 566–577, Oct.
2010.

[127] J. G. Webster, Electronic Devices for Rehabilitation. John Wiley & Sons Incorpo-
rated, 1985.

91



References

[128] G. F. Wittenberg, R. Chen, K. Ishii, K. O. Bushara, E. Taub, L. H. Gerber,
M. Hallett, and L. G. Cohen, “Constraint-Induced Therapy in Stroke: Magnetic-
Stimulation Motor Maps and Cerebral Activation,” Neurorehabilitation and Neu-
ral Repair, vol. 17, no. 1, pp. 48–57, Mar. 2003.

[129] J. O. Wobbrock and J. A. Kientz, “Research contributions in human-computer
interaction,” interactions, vol. 23, no. 3, pp. 38–44, 2016.

[130] R. J. Zatorre, J. L. Chen, and V. B. Penhune, “When the brain plays music: Au-
ditory–motor interactions in music perception and production,” Nature Reviews
Neuroscience, vol. 8, no. 7, pp. 547–558, Jul. 2007.

[131] J. Zeisel, “Inquiry by design,” Environment/behavior/neuroscience in architecture,
interiors, landscape, and planning, 2006.

92



Appendix A

Schematics of Components

93



Strum 

Components P1, P2

Pedal

Momentary 
Button

Strumming Device

2Motor controller

Guitar Pick

Arduino Nano

Speed

Direction

Motorised Fader
Position 

Move 

Guitar Amplifier

Electrical Guitar

Appendix A. Schematics of Components

94



ONLY P6

FSR Pedal

Arduino UnoFSR

Pedal with data logger

Arduino Uno Adafruit Datalogger
Momentary 

Button

Data

Date/Time

Metronome

Arduino Uno

Buzzer

Strumming Device

2Motor controller

Guitar Pick

Arduino Nano

Speed

Direction

Motorised Fader
Position 

Move 

Components P6, P7

Guitar Amplifier

Electrical Guitar
Strum 

A.2. Schematic of the Actuated Guitar for P6 and P7

95



Appendix A. Schematics of Components

96



Appendix B

Code for Data Logger

97



02/01/2020, 12.22Untitled-1

Page 1 of 4http://localhost:49203/

1 //#include <TimerOne.h>
2 #include <SPI.h>
3 #include <SD.h> 
4
5 // Date and time functions using a DS1307 RTC connected via I2C and Wire lib
6 #include <Wire.h>
7 #include "RTClib.h"
8
9 RTC_DS1307 rtc;

10
11 File dataFile;
12
13 const byte chipSelect = 10;
14 unsigned long millisSinceBoot;
15
16 int arrayCounter;
17
18 //LOGGIN VARIABLES
19 int force = 0;
20 int pressureBtnForce = 0;
21 int buttonState = 0;
22 int pressureBtnState = 0;
23 //int beatState = 0;
24 //int tempoState = 0;
25 int delayState = 0;
26 int metronomeBeatAndTempo;
27
28 byte buffer0[512];
29
30 void setup()
31 {
32   //DO NOT USE DIGITAL PORT 1!!!
33   
34   // Open serial communications and wait for port to open:
35   Serial.begin(57600);
36
37 //METRONOME INPUTS
38   pinMode(5, INPUT); //TEMPO
39   pinMode(4, INPUT); // BEAT
40   
41  //MOMENTRAY BUTTON 
42   pinMode(2, INPUT_PULLUP); //FOR MOMENTARY BUTTON
43
44 //DELAY GUITAR
45  pinMode(3, INPUT_PULLUP); //DELAY
46  
47   //POWER FOR RED DIODE
48   pinMode(6, OUTPUT);
49   digitalWrite(6, LOW);
50

Appendix B. Code for Data Logger
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02/01/2020, 12.22Untitled-1

Page 2 of 4http://localhost:49203/

51 //PRESSURE BUTTON
52  pinMode(7, INPUT); //FOR PRESSURE BUTTON
53
54   //INTERNAL PRESSURE SENSOR
55 pinMode(8, OUTPUT); //5V
56 pinMode(9, OUTPUT); //GND
57   digitalWrite(8, HIGH); //5V
58   digitalWrite(9, LOW); //GND
59
60   Serial.print("Initializing SD card...");
61
62   // see if the card is present and can be initialized:
63   if (!SD.begin(chipSelect)) {
64     Serial.println("Card failed, or not present");
65     // don't do anything more:
66     return;
67   }
68   Serial.println("card initialized.");
69   
70   if (! rtc.begin()) {
71     Serial.println("Couldn't find RTC");
72     while (1);
73   }
74
75  if (! rtc.isrunning()) {
76     Serial.println("RTC is NOT running!");
77     // following line sets the RTC to the date & time this sketch was compiled
78     //rtc.adjust(DateTime(F(__DATE__), F(__TIME__)));
79     // This line sets the RTC with an explicit date & time, for example to set
80     // January 21, 2014 at 3am you would call:
81     // rtc.adjust(DateTime(2014, 1, 21, 3, 0, 0));
82  }
83
84   dataFile = SD.open("datalog.txt", O_CREAT | O_APPEND | O_WRITE);
85
86 }
87   
88 void loop()
89 {
90
91   //START MILLIS FOR COUNTING MILLIS SINCE BOOT
92   millisSinceBoot = millis();
93     
94   //Fetch the current date and time
95  DateTime now = rtc.now();
96   
97   //GET THE DATA
98
99   //MOMENTARY BUTTON

100   buttonState = digitalRead(2); //1 BYTE
101   force = analogRead(1); // 2 BYTE
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102
103   //PRESSURE BUTTON
104   pressureBtnState = digitalRead(7); //1 BYTE
105   pressureBtnForce = analogRead(0); // 2 BYTE
106
107   //METRONOME
108   metronomeBeatAndTempo = digitalRead(4) + 2* digitalRead(5); //1 BYTE
109   //beatState = digitalRead(4); //1 BYTE
110   //tempoState = digitalRead(19); //1 BYTE
111
112   //GUITAR
113  delayState = digitalRead(3); // 1 byte
114
115   
116   //ORDER OF DATA
117   // (YEAR, MONTH, DAY, HOURS, MINUTES, SECONDS, MILLISBOOT, FORCE, DISTANCE)
118   
119   //MILLISECONDS
120   //Unsigned Long (4 bytes)
121   buffer0[7  + arrayCounter]= millisSinceBoot;
122   buffer0[8  + arrayCounter]= millisSinceBoot  >> 8;
123   buffer0[9  + arrayCounter]= millisSinceBoot  >> 16;
124   buffer0[10  + arrayCounter]= millisSinceBoot >> 24;
125   
126   //Force 
127   //2 bytes (int)
128   buffer0[11 + arrayCounter]= force;
129   buffer0[12 + arrayCounter]= force >> 8;
130
131   //Pressure Button Pressure
132   // 2 bytes
133   buffer0[13 + arrayCounter]= pressureBtnForce;
134   buffer0[14 + arrayCounter]= pressureBtnForce >> 8;
135   
136   //Button
137   // 1 byte  
138   buffer0[15 + arrayCounter]= buttonState;
139   
140   arrayCounter +=16;
141 //Serial.println(arrayCounter);
142     
143  if (arrayCounter == 496)
144  {
145  
146   // if the file is available, write to it:
147   if (dataFile) {
148     
149   digitalWrite(6, HIGH);
150     
151     dataFile.write(buffer0, 512);
152
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153    dataFile.flush();
154       
155   }
156   // if the file isn't open, pop up an error:
157   else {
158     Serial.println("error opening datalog.txt");
159     delay(500);
160     digitalWrite(6, LOW);
161     delay(500);
162     digitalWrite(6, HIGH);
163
164   }
165   arrayCounter = 0;
166  }
167  //delay(200);
168 }
169
170
171
172
173
174
175
176
177
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1  
2 int dirPin = 4;  // Direction control of Motor A
3 int PWMpin = 5;  // PWM speed control of Motor A
4
5 int potPin = 3;  // for Nano v2.3 and 3.0, this is pin 3
6 int buttonPin = 3; 
7
8 int delayStatePin = 2;
9

10 int pushed = 0;
11
12 bool clickButton = false; 
13
14 bool delayState;
15
16 int delayTime = 177;
17
18 unsigned long timeStamp = 0;
19 unsigned long msEqual;
20 unsigned long compare = 0;
21
22 unsigned long ms;
23
24 int potValue;
25 int buttonVal;
26 int lastButtonVal;
27  
28 void setup()
29 {
30 //Serial.begin(9600);  
31
32 // On the Arduino nano, the following code sets the PWM frequency to 31250Hz on pins 

D5 and D6
33 // To remove unwanted audible noise from motor
34 TCCR0B = TCCR0B & 0b11111000 | 0x01;  
35
36 pinMode (PWMpin, OUTPUT);
37 analogWrite(PWMpin, 0);
38 pinMode (dirPin, OUTPUT);
39 pinMode (potPin, INPUT);
40 pinMode (buttonPin, INPUT_PULLUP);
41 pinMode(2, INPUT_PULLUP);//DELAY STATE
42 pinMode(12, OUTPUT); //SENDING OUT DELAY STATE
43
44 }
45
46 void loop()
47 {
48 delayState = digitalRead(2);
49 analogWrite(PWMpin, 0);
50
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51 if (delayState == HIGH)
52 {
53   buttonVal = digitalRead(buttonPin);
54   ms = millis()/64;
55
56
57
58   if(buttonVal != lastButtonVal)
59   {
60     if(buttonVal == LOW)
61     {
62     timeStamp = millis()/64;
63     pushed = 1;
64     }
65   }
66 lastButtonVal = buttonVal;
67       compare = ms - timeStamp;
68
69  if (compare >= delayTime && pushed == 1)
70  { 
71
72   if(potValue < 100){
73      clickButton = true;
74
75    while(potValue < 175){
76      digitalWrite(dirPin, HIGH);
77      analogWrite(PWMpin, 255);
78      potValue = (analogRead(3) >> 2);
79  } 
80     digitalWrite(PWMpin, 0);
81          pushed = 0;
82
83   } 
84   else if (potValue > 170) {
85     clickButton = true;
86    
87    while(potValue > 90){
88      digitalWrite(dirPin, LOW);
89      analogWrite(PWMpin, 255);
90      potValue = (analogRead(3) >> 2);
91     }
92            pushed = 0;
93
94   } 
95   else if (buttonVal == HIGH) {
96     clickButton = false;
97     analogWrite(PWMpin, 0); 
98
99     pushed = 0;

100   }
101
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  else
102   {
103     analogWrite(PWMpin, 0); 
104     pushed = 0;
105   }
106
107   //timeStamp = 0;
108  }
109
110 } else
111 {
112   int potValue;
113   int buttonVal;
114   
115   potValue = analogRead(potPin);
116   potValue = potValue >> 2;
117   
118   buttonVal = digitalRead(buttonPin);
119
120   if(buttonVal == LOW && potValue < 100 && clickButton == false){
121      clickButton = true;
122
123    while(potValue < 175){
124      digitalWrite(dirPin, HIGH);
125      analogWrite(PWMpin, 255);
126      potValue = (analogRead(3) >> 2);
127  } 
128     digitalWrite(PWMpin, 0);
129   } 
130   else if (buttonVal == LOW && potValue > 170 && clickButton == false) {
131     clickButton = true;
132    
133    while(potValue > 90){
134      digitalWrite(dirPin, LOW);
135      analogWrite(PWMpin, 255);
136      potValue = (analogRead(3) >> 2);
137       }
138   } 
139   else if (buttonVal == HIGH) {
140     clickButton = false;
141     analogWrite(PWMpin, 0); 
142   }
143   else
144   {
145     analogWrite(PWMpin, 0); 
146   }
147 }
148 }
149
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1
2 int tempo = 60;
3 int tempoDivisor;
4 int beat;
5 bool tempoState;
6
7 void setup() {
8   // put your setup code here, to run once:
9

10  // Serial.begin(9600);
11     pinMode(13, OUTPUT);
12     pinMode(2, OUTPUT);
13     pinMode(3, INPUT);
14     digitalWrite(5, INPUT_PULLUP);
15     pinMode(10, OUTPUT);
16 }
17
18 void loop() {
19   // put your main code here, to run repeatedly:
20 tempoDivisor = tempo/60;
21
22 tempoState = digitalRead(5);
23
24 if(tempoState == LOW)
25 {
26   tempo = 60;
27   digitalWrite(10, LOW);
28 }
29 else if(tempoState == HIGH)
30 {
31   tempo = 120;
32   digitalWrite(10, HIGH);
33 }
34
35 if (tempoState == HIGH)
36 {
37 //TEMPO 120
38 //tone(pin, frequency, duration)
39   //#1 & #3
40   digitalWrite(13, HIGH);
41   digitalWrite(2, HIGH);
42   
43   tone(8, 2100, 75);
44   delay(1000/tempoDivisor);
45   digitalWrite(13, LOW);
46   digitalWrite(2, LOW);
47
48   tone(8, 1700, 75);
49   delay(1000/tempoDivisor);
50
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51 }
52
53 if (tempoState == LOW)
54 {
55 //TEMPO 60
56 //tone(pin, frequency, duration)
57   //#1 & #3
58   digitalWrite(13, HIGH);
59   digitalWrite(2, HIGH);
60   
61   tone(8, 2100, 75);
62   delay(500/tempoDivisor);
63   digitalWrite(13, LOW);
64   digitalWrite(2, LOW);
65
66
67   tone(8, 1700, 75);
68   delay(500/tempoDivisor);
69
70    tone(8, 1700, 75);
71   delay(500/tempoDivisor);
72
73    tone(8, 1700, 75);
74   delay(500/tempoDivisor);
75
76 }
77
78 }
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ABSTRACT 
Playing a guitar is normally only for people with fully 
functional hands. In this work we investigate alternative 
interaction concepts to enable or re-enable people with 
non-functional right hands or arms to play a guitar via 
actuated strumming. The functionality and complexity of 
right hand interaction with the guitar is immense. We 
therefore divided the right hand techniques into three 
main areas: Strumming, string picking / skipping, and 
string muting. This paper explores the first stage, strum-
ming. We have developed an exploratory platform called 
the Actuated Guitar that utilizes a normal electrical gui-
tar, sensors to capture the rhythmic motion of alternative 
fully functioning limbs, such as a foot, knee or the head, 
and a motorized fader moving a pick back and forth 
across the strings. A microcontroller is utilized for pro-
cessing sensor data, which allows flexible mapping of 
user input to the actuation of the motorized fader. Our 
approach employs the flexibility of a programmable digi-
tal system, allowing us to scale and map different ranges 
of data from various sensors to the motion of the actuator 
– thereby making it easier adapt to individual users. 

Author Keywords: Interactive performance systems; 
Interfaces for sound and music; Music and robotics; So-
cial interaction in sound and music computing; Actuated 
instruments; Actuated guitar; Musical instruments for the 
disabled. 

1. INTRODUCTION 
Playing a musical instrument can be an interesting and 
worthwhile pursuit, but in many cases is impossible for 
someone with a disability. Those of us living without 
disabilities can just pick and choose an instrument of our 
liking. We may prefer the sound of a certain instrument, 
wish to follow in the footsteps of an idol, or learn to play 
specific songs from the radio. Some people succeed and 
actually learn to play an instrument, but many give up 
along the way when they realize what it takes in time and 
effort to learn to play an instrument well.  
 
What about people with disabilities that wish to play 
musical instruments? In this work, we begin to address 
the question via the development of alternative interac-
tion methods for playing the guitar. Disabilities can either 

be congenital, or caused by illness or accidents in any 
stage of life. If an arm or hand amputee, or anyone hav-
ing a medical problem such as cerebral palsy wishes to 
play a traditional instrument, it is likely that they will be 
unable to reach the instrument’s full potential (or possibly 
not be able to play an instrument at all). The obstacles 
while learning to play an instrument designed for those 
without disabilities can be too large to overcome. 
 
We focus here on the use of technology to enable alterna-
tive methods of playing the guitar, specifically for those 
who have limited or no use of one hand or arm. The use 
of actuators, feedback systems, and flexible interaction 
design techniques present a novel design optimized for 
easy customization. Furthermore, playing music can be a 
good activity for "Forced Hand Use" training [1]. This 
method encourages those with cerebral palsy or stroke 
patients, for example, to use their affected arm, with the 
aim that they will begin using that arm more in daily life 
or regain control with the arm or hand. 

2. RELATED WORK 
Related work has included a wide range of approaches to 
either customizing existing instruments, or designing 
entirely new music interfaces. These have ranged from 
simple mechanical aids [2] (sold by companies such as A 
Day’s Work, LLC1), to advanced bioelectric controllers 
allowing users to produce computer-generated music [3]. 
An example of a simple tap-pad interface developed for 
disabled users is the TouchTone [4]. However, we have 
chosen here to focus on string instruments – specifically 
the guitar – rather than percussion, wind, or other fami-
lies of musical instruments. 
 
Most traditional instruments require more than one limb 
to be used while playing. As there are millions of disa-
bled who lack the use of one or more of their limbs in the 
world today, these people are excluded from many types 
of music making. While quite a number of efforts have 
been undertaken in the past to modify existing instru-
ments for use by the disabled, there have not been many 
specifically targeting the guitar as an instrument for disa-
bled users. 
 
Our work involves creating a semi-robotic musical in-
strument. A historical view of robotic musical instru-

                                                             
1 http://www.adaysworkmusiceducation.com/ 
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credited. 

235

Proceedings of the Sound and Music Computing Conference 2013, SMC 2013, Stockholm, Sweden

114



ments is included in [5]. Robotic instruments focused on 
the guitar include the League of Electronic Musical Ur-
ban Robots (LEMUR’s) GuitarBot [6], among others. 
While the GuitarBot is much more capable of completely 
automating the motions needed to play a guitar than our 
current work, it discards any affordances of direct human 
playing skills, due to a design that places each string on a 
separate ‘neck’. We purposefully aim our development at 
more traditional guitar bodies, thus enabling users to 
develops skills that are as close to the normal techniques 
as possible. It follows in some of the author’s related 
work with actuated instruments [8]. 

3. INTERACTION METHODS 
Playing a guitar traditionally requires the use of both 
hands. The right hand does the strumming and or picking 
of the strings, and fingers of the left hand are used for 
fretting the strings. As stated in the introduction, the 
scope for this research is to enable or re-enable people 
who are not able (or lost the ability), to play the guitar. 
Our first approach focuses on the right hand, and how it 
interacts with the guitar. The common interactions of the 
right hand have been identified and divided into three 
stages: 
 

Stage 1: Strumming 
Stage 2: String picking and string skipping 
Stage 3: String muting 

 
The research is thus divided into the three stages, based 
on the dexterous complexity of each type of interaction. 
This paper elucidates only the first stage, strumming. 
Strumming is the most basic right hand interaction tech-
nique, making it a good place to start, as well as a prereq-
uisite for the following stages to build upon (see Figure 
1). Next we describe and discuss our approaches to 
strumming a guitar when the user does not have full con-
trol of the right hand. 
 

 
Figure 1. Strumming a guitar is the most basic right in-
teraction possible with a guitar. Strumming is a near-
perpendicular rhythmic motion across the strings. 

3.1 Candidates for Rhythmic Movement 

As the left hand is occupied fretting the strings, possible 
candidates for control of our motorized strumming actua-

tor include various portions of the legs, the head, or pos-
sibly the remaining part an amputated arm, see Figure 2. 
Without mechanical aids, these parts of the body do not 
offer any realistic means of physically strumming across 
the strings in a normal playing position. However, the 
remaining part of an arm, the head or part of a leg (even a 
foot or toe) do offer the possibility to move in a rhythmic 
pattern. 
 
Moving the arm or legs in a continuous rhythmic pattern 
are likely the best options, as humans are accustomed to 
naturally moving these body parts in rhythmic patters for 
long periods of time (for example when walking or run-
ning). For people with no control of their legs nor right 
arm, the head can also be used to move in a rhythmic 
pattern, albeit the muscles in the neck are not normally 
used for repeated rhythmic movements (and may quickly 
fatigue). Nevertheless, over shorter periods of time this 
would still give such individuals the ability to strum the 
actuated guitar. 

 
Figure 2. The different body parts that can be used in-

stead of a paralyzed limb to interact with the instrument. 

3.2 Gesture Capture and Motion Tracking 

Because the rhythmic movement of these alternative parts 
of the body are not able to physically strum the strings in 
a normal fashion, our system needs to capture the mo-
tions and translate them into control signals for the actua-
tor on the guitar. This can be done through the use of 
various sensors. The sensors can be mounted several 
different places on the body in order to optimize the ex-
perience for each individual. 
 
Our initial experiments have made use of a simple accel-
erometer sensor that might be ideal for a person with an 
amputated right hand. It is fitted with a velcro armband 
and strapped onto various parts of the body. Many other 
types of sensors can also work as input for the actuated 
guitar, such as gyroscope sensors, which capture rota-
tional movements. An individual that can only rotate their 
head, for example, could use this type of sensor, with the 
rotational input translated to the actuator’s linear output – 
robotic strumming of the strings via a motorized fader. 
 
The authors have considered many other options as well, 
such as a full Inertial Measurement Unit (IMU) that com-
bines data from an accelerometer, gyroscope and magne-
tometer to provide a more precise estimation of orienta-
tion and motion, or even commercial options such as the 
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Leap Motion device2, which could be mounted in various 
locations to capture player inputs. In the next phase of 
this research we plan to incorporate a single-chip IMU, 
the MPU-9150 released by Invense, Inc. It is a 9-axis 
motion tracking solution with built-in sensor fusion algo-
rithms combining data from a 3-axis gyroscope, a 3-axis 
accelerometer, and a 3-axis magnetometer. 

3.3 Mapping Sensor Input to Actuation 

When customizing the actuated guitar for people with 
various disabilities, our digital approach attempts to make 
it easy to perform the necessary mapping of data from 
various input sensors (simple filtering, scaling and offset 
operations) to control of the strumming actuator. This is 
especially true when compared to the wide variety of 
mechanical approaches that would be needed for different 
scenarios and users. At the moment, these changes are 
managed in the firmware of the microcontroller that our 
system uses, but these parameters could also be changed 
graphically via a visual programming environment such 
as MaxMSP3 or PureData4. This approach, based on the 
FireFader system [8] would likely be preferable for indi-
viduals who wish to modify the system themselves. 
 
One example would be a user with a partly paralyzed leg, 
but who can still stomp their foot. Mounting our sensor 
on the foot will translate that motion into input for a mi-
crocontroller, which can then map the input to fit the 
actuator’s full range of motion. This gives us the possibil-
ity of amplifying small motions to move the output actua-
tors an entire strum-length, translate rotation motions into 
linear motions (if using a gyroscope sensor), etc. Doing 
this by purely mechanical means will be a highly com-
plex construction and difficult to quickly modify to fit 
different users with different needs. 

4. LIMITATIONS 
The fine motor control exhibited by a normal human arm, 
hand and fingers will be difficult if not impossible to 
replicate via low-cost robotic actuation. A human hand 
can move in almost a hemispherical fashion at the end of 
the wrist. Fingers can stretch, bend and move sideways. 
In addition to the physical movements, we also receive 
sensory feedback from our hands and fingers. Although 
we are in the initial stages of this research (focused only 
on strumming to date), it is already clear that custom 
actuators would need to be designed, if attempting to 
truly approach this kind of control and feedback. There-
fore, we have so far only researched the types of move-
ments that are the most crucial to maintain, in order to 
design a substitution for the hand strumming a guitar.  
 
It is worth noting that we are working with an electrical 
guitar for this prototype, and that the actuator we are 
using (a small motorized fader) can cause electrical noise 
to bleed from the motor’s electromagnetic field into the 

                                                             
2 Leap Motion, http://www.leapmotion.com/ 
3 MaxMSP, http://cycling74.com/ 
4 PureData, http://puredata.info/ 

guitar’s pickups. This occurs due to the proximity of the 
electrical guitar pickup, be it single coil or humbucker 
design, near the plucking location on the strings (a posi-
tion required to best capture the sound). This electromag-
netic noise problem can be substantially circumvented by 
running the pulse-width modulation (PWM) signal that 
controls the motorized fader at a frequency higher than 
normal human hearing (more than 20kHz). While an 
acoustic guitar would not have this problem, the more 
fragile body makes it somewhat difficult to mount actua-
tors on the guitar’s body without damaging or compro-
mising its ability to produce a good acoustic sound. 

5. EXPLORATORY PLATFORM 
To help us explore the possibilities offered by this re-
search, a proof-of-concept guitar was created as described 
below (see Figur 3). The device consists of an Epiphone 
SG Standard electrical guitar, Arduino Nano V.3 board 
with an ATmega328 microcontroller, a "2motor" control-
ler board from Gravitech with an L298 dual H-Bridge 
driver, an Analog Devices ADXL322 accelerometer, and 
a Penny+Giles PGFM3200 motorized fader. 
 
The Arduino Nano sits on top of the 2motor board, both 
of which are plugged into a breadboard that is adhered to 
the guitar’s body. The accelerometer is connected to the 
microcontroller’s analog input ports for processing. A 
USB cable powers the Arduino, motor board and the 
motorized slider, and allows for quick data access and 
easy upload of software to the Arduino during our devel-
opment process. The system can also be battery powered. 
 

 
Figur 3. Implementation of the proof-of-concept guitar, 
which consists of an accelerometer, guitar, microcon-
troller, motor controller, motorized fader, and a pick.  

 
The data flow throughout the system is shown in Figure 
4. A user interacts with the accelerometer, which sends a 
signal to the Arduino. The ADXL322 is capable of sens-
ing two independent axes, but as seen on Figure 1 the 
type of movement we are most interested in when ap-
proximating traditional playing technique is just a single 
axis of motion. We therefore omit one axis entirely. The 
axis in use is averaged over 30 samples, as the sensor 
produces somewhat noisy data, and we are primarily 
interested in lower frequency information. The microcon-
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troller also reads the current position from the fader’s 
potentiometer. 
 
The feedback from the fader position in combination with 
the target value from the low-pass filtered accelerometer 
data determines what control data to send to the motor 
controller, for example in which direction and how fast to 
move. To avoid jitter while the fader is idle, the micro-
controller only commands it to move when a sufficient 
G-force threshold is applied to the accelerometer in a 
given direction. The motor controller then turns on the 
motor in the given direction, and the fader strums the 
guitar. This is similar to the ‘Real-Time Feed-Forward 
Control paradigm’ outlined in [9].  
 

 
Figure 4. The data flow throughout the system. The us-
er interacts with the sensor, which allows them to ‘re-
mote control’ the position of the actuator – via internal 
feedback in the microcontroller that steers the system’s 
output – thereby producing sound perceived by the user, 
completing the outer (interaction) feedback loop. 

6. FUTURE WORK 
There are many avenues of future work that would be 
interesting to pursue. For example, the initial studies 
shows that using a single accelerometer brings limita-
tions. The constant pull of gravity of 1G is impossible to 
remove from such a sensor’s output, making it difficult to 
get the same reading when strumming up and down (lat-
eral motions are therefore preferable). The IMU men-
tioned in section 3.2 will help to resolve this issue, by 
allowing us to remove gravity effects through a calcula-
tion of the residual accelerations after subtracting the 
gravity vector. It should also enable us to explore much 
more detailed interaction due to the greater number of 
sensor types. 
 
Trying completely different types of sensors, as men-
tioned in section 3.2, is also something we plan to pursue. 
Standard ‘sip and puff’ or simple force-sensitive resistor 
types of sensors would facilitate entirely different types 
of input, and could be interesting helps for more severely 
disabled people to strum the guitar. 

7. CONCLUSIONS 
We have shown that it is possible to enable or re-enable 
people to strum a guitar using an accelerometer as input 
controlling an actuated guitar using different body parts. 
Drawing on a range of inspiration we have shown that 
disabilities does not need to stop people to explore and 
experience normal instruments made for people without 
disabilities. 
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ABSTRACT 
People with a physical handicap are often not able to engage and 
embrace the world of music on the same terms as normal functioning 
people. Traditional musical instruments have been refined over the 
last centuries, developing highly specialized and powerful interfaces; 
but nearly all require two functioning hands. In this study we try to 
enable people with Hemiplegia to play a real electrical guitar, by 
modifying it in a way that allows people with Hemiplegia able to 
actually use the instrument. We developed a guitar platform utilizing 
sensors to capture the rhythmic motion of alternate fully functioning 
limbs, such as a foot, knee or the head to activate a motorized fader 
moving a pick back and forth across the strings. This approach 
employs the flexibility of a programmable digital system which 
allows us to scale and map different ranges of data from various 
sensors to the motion of the actuator, thereby making it easier to 
adapt to individual users. To validate and test the instrument platform 
we collaborated with the Helena Elsass Center in Copenhagen, 
Denmark during their 2013 Summer Camp, to see if we actually 
succeeded in creating an electrical guitar that children with 
Hemiplegia could play. The initial user studies showed that children 
with Hemiplegia were able to play the actuated guitar by producing 
rhythmical movement across the strings, enabling them to enter a 
world of music they so often see as closed. 
 
Keywords 
Interactive performance systems; Interfaces for sound and 
music; Music and robotics; Social interaction in sound and 
music computing; Actuated instruments; Actuated guitar; 
Musical instruments for the disabled. 
 

1. INTRODUCTION 
Music is a big part of human culture. Music is consumed, 
performed and enjoyed by nearly everyone in every layer of 
society. But the feat of performing music is more of a challenge 
to some than others. Those of us living without disabilities can 
just pick and choose an instrument of our liking and start 
learning. Some people succeed and actually learn to play an 
instrument, but many give up along the way when they realize 
what it takes in time and effort to actually learn to play a 
musical instrument well. People with disabilities might not be 
able to use an arm or a leg, and thereby are unable to use the 
instrument. 

 In this work, we continue the development of the Actuated 
Guitar [1] that began to address these issues via development of 
a solution for people with one side of their body paralyzed – for 
example, those with Cerebral Palsy Hemiplegia or stroke 
victims – to start learning to play the guitar or regain the ability 
to play. While it is still likely that they will be unable to reach 
the instrument's full potential, just enabling them to actually 
play a guitar that otherwise would be out of reach is viewed as 
a huge accomplishment. 
 The focus of this research is to use technology in combination 
with existing instruments to enable alternative methods of 
playing the guitar for people with cerebra Palsy Hemiplegia. By 
using small linear actuators, feedback systems, and flexible / 
adaptive interaction design techniques, we present a novel 
design optimized for easy customization.  
 In terms of therapy, playing music can be a good activity for 
"Forced Hand Use" training [2]. This method encourages those 
with Cerebral Palsy or stroke patients, for example, to use their 
affected arm, with the aim that they will begin using that arm 
more in daily life or regain control with the arm or hand. 

1.1 Related Work 
A wide range of approaches to either customizing existing 
instruments, or designing entirely new music interfaces exists. 
These range from simple mechanical aids [3] to advanced 
bioelectric controllers allowing users to produce computer-
generated music [4]. Many of the customized instruments focus 
on percussion-like input modalities, such as simple tap-pad 
interfaces developed for disabled users. One such example is 
the TouchTone [5]. However, our research focuses on stringed 
instruments, in this case the electric guitar, not percussion, 
wind, or other families of musical instruments. 
 The work described here involves creating a semi-robotic 
musical instrument. A historical view of robotic musical 
instruments is included in [6]. Robotic instruments focused on 
the guitar include the League of Electronic Musical Urban 
Robots (LEMUR’s) GuitarBot [7], among others. While the 
GuitarBot is much more capable of completely automating the 
motions needed to play a guitar than our current work, it 
discards any affordances of direct human playing skills, due to 
a design that places each string on a separate ‘neck’. We 
purposefully aim our development at traditional guitar bodies, 
thus enabling users to develops skills that are as close to the 
normal techniques as possible. This also follows in some of the 
author’s related past work with actuated instruments [8]. 

2. METHODS 
Playing a guitar traditionally requires the use of both hands. 
The right hand does the strumming and the fingers of the left 
hand are used for fretting the strings. As stated in the 
introduction, the scope for this research is to enable or re-
enable people who are not able (or lost the ability), to play the 
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guitar. This approach focuses on the right hand's strumming 
motion, and how it interacts with the guitar. The are some 
common and complex interactions of the right hand that have 
been divided into three stages: 
 
Stage 1: Simple strumming up and down movement 
Stage 2: Individual string picking and string skipping 
Stage 3: String muting both multiple and individual strings 
 
The research approach has been divided into the above stages, 
based on their complexity where stage 1 is the simplest form of 
interaction and stage 3 the most difficult. We have focused on 
the strumming as the best candidate for a proof of concept to 
investigate the possibilities, before including the other types of 
right hand interaction. Next we describe and discuss our 
approaches to strumming a guitar when the user does not have 
full control of the right hand. 
 

2.1 Suited Body parts for Rhythmic 
Movement 
As one hand, right or left depending on the user, is occupied 
fretting the strings, possible limbs for control of our actuated 
strumming include the legs, feet, head or neck. These parts of 
the body do not offer any realistic means of physically 
strumming the strings in a normal playing position. One of the 
simpler main tasks of the strumming hand is moving in a 
continuous rhythmic pattern. While most limbs can offer a 
similar type of motion, the feet or legs are likely the best 
options, as humans are accustomed to naturally moving these 
body parts in rhythmic patters for long periods of time (e.g. 
when walking, running or dancing). For people with no control 
of their legs nor right arm, the head could also be used to move 
in a rhythmic pattern, but as the muscles in the neck are made 
for stabilizing the head and not for prolonged rhythmic 
movements, this is not optimal due to possible fatigue or injury. 
Nevertheless, over shorter periods of time this could still give 
such individuals the ability to strum the guitar. 

2.2 Interpreting Rhythmic Motion 
Because rhythmic movement of the suited parts of the body is 
not able to physically strum the strings in a conventional 
fashion, the system somehow needs to capture and interpret the 
motions. This can be done through the use of various sensors 
that can be mounted on the desired parts of the body, in order to 
capture the rhythmic moment made by the user. One example 
would be a user with a partially paralyzed leg, but who can still 
stomp their foot. Mounting a sensor on the foot will translate 
that motion into input for a microcontroller, which can then 
map this input to control the actuator's full range of motion. 
This gives us the possibility of amplifying small motions to 
move the output actuators an entire strum-length, translate 
rotation motions into linear motions (if using angular sensors 
such as a gyroscope), etc. Doing such by purely mechanical 
means would require highly complex constructions and  be 
difficult to quickly modify to fit different users with different 
needs. Therefore electronic sensors and actuators prove very 
useful when combined with programmable microcontrollers in 
this eontext. 

2.3 Implementation of Development Platform 
One of the most important aspects when working with any form 
of interaction design is latency. This is even more important 
when you need to control the sound produced by your 
interactions. To determine which sensor was the best fit for 
realizing the construction and playability of the guitar, we ran a 
series of prototype development iterations with each sensor. 

The three initial candidates were an infrared distance sensor 
from Sharp (GP2D12), an accelerometer from Analog Devices 
(ADXL322) and a simple momentary push button, see Figure 1. 
 For prototyping, sensors can be fitted, with e.g. a velcro 
armband and strapped onto various parts of the body. Many 
other types of sensors can also work as input for the actuated 
guitar, such as Inertial Measurement Units (IMUs), which 
capture orientation changes, sensors to capture blinking, etc.. 
An individual that can only rotate their head, for example, 
could use an IMU, with the orientation data translated to the 
actuator’s linear output. However, the chosen candidates were 
used because of availability and time constraints in this initial 
prototype implementation. 
 To interpret the sensor signals an Arduino Nano V.3 board 
with an ATmega328 microcontroller was used, because of its 
small form factor and simple usage. To drive the actuator, we 
used a ‘2motor’ controller board from Gravitech, Inc., which 
has an L298 dual H-Bridge driver on-board. For the actuator, 
we chose a Penny+Giles PGFM3200 motorized fader due to 
it’s specification with the strongest linear force we could find. 
The firmware used on the Arduino in order to drive the 
motorized fader was inspired by the FireFader project [3]. 
 
 

 
Figure 1: The three candidates for acquiring motion 

information from the user. To the left a Sharp GP2d12 IR 
Distance sensor, in the middle a momentary pushbutton 
and to the right the ADXL322 tilt sensor from Analog 

Devices. 
 
 

 
Figure 2: Motorized fader used as the actuator for driving 

the pick back and forth over the strings of the guitar. 
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Figure 3: Top, the Arduino Nano V. 3. Bottom, the 2Motor 

controller. 
 
 

2.3.1 Linear Mapping and sensor selection 
The accelerometer (see Figure 1) was tested in a first iteration 
with a simple linear mapping between its tilted position and the 
fader’s position. When the accelerometer pointed straight up, 
the actuator was at one of its extremes and when the 
accelerometer pointed straight down the actuator was at its 
other extreme. A problem became apparent right away, which 
is the inability of an accelerometer to separate accelerations due 
to dynamic motion from accelerations due to gravity (tilt 
angle). While an IMU would have solved this issue, we did not 
have easy access to one – so we moved on to the next prototype 
iteration, even though filtering of the raw sensor data was 
attempted. Filtering did solve the problem partially, but it also 
introduced a slight latency. This was still playable, but at the 
same time noticeable and annoying. As mentioned above, this 
is not optimal considering the context of its use in a musical 
application. 
 The first tests using the distance sensor (see Figure 1) showed 
that it had less initial problems when compared to the 
accelerometer, but still had some needed of filtering. A simple 
linear mapping was applied but the filtering again introduced a 
noticeable latency, so it turned out to be difficult to do a 
difficult to play with. 
 A solution instead of the linear approach to mapping, would 
be to set a threshold for actuation. This was tried with both of 
the above described sensors. It worked in such a way that when 
e.g., the accelerometer exceeded a certain g force it would 
trigger the motor to run the fader to the opposite extreme, 
thereby strumming the strings. The same was applied to the 
distance sensor. This worked a lot better in terms of playing, 
and seemed a lot more stable. However, these two sensors were 
still prone for accidental activation of the fader, which resulted 
in unwanted output. This threshold approach is really similar to 
a simple binary trigger, which led us to consider the next sensor 
type.. 
 The last prototyping test used a simple push button. There are 
of course two types of buttons, latching and momentary. The 
latching type hold its state until changed again and momentary 
only changes state while being pressed. Momentary behavior is 
appropriate in this context, as there is simply no need for 
latching 
 The motorized fader itself is driven by a rubber band to pull 
the fader back and forth. However, the rubber band is able to 
stretch a bit, which results in a small overshoot of the fader’s 
position on the linear potentiometer. This feedback is what tells 
the microcontroller its current position, so this needs to be 
taken in to consideration in the final implementation. 
 

2.3.2 Final Development Platform 
The final development platform ended up consisting of an 
Epiphone SG Standard electrical guitar, the Arduino Nano V.3 
board, "2motor" controller board from Gravitech as described 
in section 2.3, a 3D printed foot pedal pushing a momentary 
button, see Figure 9 and a 3D printed mount used for mounting 
the Penny+Giles PGFM3200 motorized fader, see Figure 5. 
 
 

 
Figure 4: The guitar used for this project is an Epiphone 
SG. [12] 
 
 

 
Figure 5: The finished system with the actuator mounted in 

the customized mount on top of the guitar body. 
 
 
The Arduino Nano sits on top of the 2motor board, both of 
which are plugged into a simple breadboard that is adhered 
inside the guitar's body (part of the control cavity). The foot 
controller is connected to the microcontroller's input pin via 
connectors mounted in the existing holes (where the volume 
and tone knobs sat). An external power supply is plugged into 
the guitar body, again through one of the spare holes, which 
powers the Arduino, motor board and the motorized slider. The 
USB port on the Arduino is still accessible and allows for quick 
data access and easy upload of software to the Arduino during 
development. With a few simple modifications, the system 
could also be battery powered. The electronics are all protected 
by covering them with the original backplate on the guitar. This 
makes the system robust enough for testing purposes. 
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Figure 6: The Arduino and motorcontroller mounted on a 

breadboard inside the guitar’s empty control cavity for 
protection (but still providing easy access to the electronics). 
 
 

2.3.3 Dataflow 
When a user presses the foot pedal’s momentary button, the 
signal is sent to the Arduino. The microcontroller then reads the 
current position of the pick by checking the value of the fader’s 
potentiometer. Depending on the position, it reverses the 
direction of the motor and drives the pick the opposite direction 
across the strings. The microcontroller continues reading the 
potentiometer’s value as it moves, and stops the motor when it 
reaches the other end. Once there, it waits on further messages 
via interaction from the user. An illustration of the data flow 
throughout the system is shown in Figure 7. 
 
 

 
Figure 7: Simple dataflow throughout the system. 

 
 

2.4 Test method 
The user test was conducted at the Helena Elsass Center in 
Charlottenlund, Copenhagen, during the 2013 Summer Camp. 
This is an annual week-long camp for children with Cerebral 
Palsy. The goal of the summer camp is for the kids to challenge 
themselves through various activities, proving that they can be 
more physically capable than they might think. The test was not 
an actual part of the summer camp, but was conducted when 

the staff and children could find enough time in the busy 
schedule. 
 The test tried to investigate if children with Hemiplegia 
Cerebral Palsy were able to play the actuated guitar. It was 
expected that the children have no previous experience with 
playing traditional musical instruments; this was of course 
verified by asking them as well. The success criteria was two 
fold. The first success criteria was if they could sit with the 
guitar, position their hand and fingers of their non-paralyzed 
side on the guitar neck, fret a chord and press the foot switch 
producing some sound (it was not needed or expected to be 
pristine sounding). The second and more demanding criteria 
was if they were able to take it a step further and produce a 
continuous rhythmic motion, which might indicate an inherent 
musicality. 
 For testing these criteria, a qualitative method was used. It 
included observations using video and sound recordings for 
later in-depth observation and analyses. The observations were 
followed by semi-structured interviews that were used to 
investigate the children’s familiarity and use of music. E.g., 
have they taken guitar or piano lessons, or if and how they 
listen to and use music, or if they have ever imagined/dreamed 
of themselves performing music and if so, what song they 
would like to perform. 
 The guitar was tuned in an open-G tuning for easier fretting 
of chords. This means that if you do not fret any strings and 
strum all strings you play a G-Major chord, and if you want to 
fret another Major chord you simply press all the strings on the 
same fret. Further simplify chording and fretboard navigation, 
the neck was color-coded with stickers beneath the strings to 
indicate certain chords. The color-coding was combined with a 
sheet of paper telling the children how to play “Sweet Home 
Alabama” by Lynyrd Skynyrd, which was chosen because of its 
simplicity. It only contains three Major Chords: D, C and G. 
 

3. RESULTS 
The children attending the Summer Camp were between 11 and 
13 years old. They had different types of Cerebral Palsy, but 
mainly Hemiplegia. Because of the tight schedule and planning 
of the summer camp, there was only enough time for testing 
with five children, from ages 11-13, all with Hemiplegia, but in 
different sides of the body and severity stages. The semi-
structured interview focused on three main areas: The 
children’s knowledge about their own condition, their musical 
experience, and their own and their family’s use of music in 
their every day life. All of the children except for one didn’t 
know what type of paralysis they had but simply responded: “I 
just know I have Cerebral Palsy.” This was a bit problematic, 
because then they were not able to answer on what level they 
were according to the Gross Motor Function Classification 
System – Expanded and Revised (GMFCS - E&R) that ranges 
from Level 1, best functioning to Level 5, worst functioning 
[11]. Based on observations during the Camp and the user tests, 
the children attending the Summer Camp and the test were 
either level 1 or 2. 
 None of the children had attended any prior instrument 
lessons, besides the mandatory music lesson at their schools. 
Four of the children had a desire to start learning to play an 
instrument, and when asked what type it ranged from guitar, 
piano, and drums to tambourine. None of the test participants 
came from homes where their parents or siblings played any 
instruments. Only one had a mother that had attended some 
piano lessons when she was younger. When asked if they 
listened to music, they all responded ‘yes’, and two said that 
they listened to music quite a lot. When asked how they used 
the music (to see if it was something that the whole family 
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used), most answers were “just in my room, on my iPad, on 
youtube,” etc. Only one said “on the radio and in the car”. 
 The children were introduced to the actuated gjuitar with a 
brief explanation on how the instrument worked, and how they 
could operate the it. They got the sheet music showing the 
simplified view of how many times they should play a color to 
play Sweet home Alabama (1 x Green, 1 x Yellow, 2 x Blue) 
The instrument was placed so that their good side operated the 
guitar’s neck for fretting the strings and pressing the   pedal. 
One of the children insisted on doing the opposite and using his 
weakened side. He was also by far the least affected child in the 
test, and had nearly the same strength in both sides. 
 From notes during the test and review of the recordings, it 
became clear that all of the test participants are able to interact 
with the guitar. They could fret the guitar and press the foot 
pedal to produce sound. It was obvious that it would take time 
to gain speed along the fret board and foot, hand and eye 
coordination (to lower the time between fretting and striking 
the strings, etc.), but nothing more substantial than normal 
children have when they interact with a new and unfamiliar 
instrument. One child stood out in the test. He was actually the 
most severely paralyzed. He had never played a normal 
instrument before, but was able to play Sweet Home Alabama 
by following the color-coded chart. After the test he said his 
mind was blown. In his wildest fantasies, he had never 
imagined that he would be able to play guitar and even actually 
able to play a song. Compared to the others rhythmic 
tendencies, he seemed to have an inherent musicality or talent. 
This does not mean that the other children couldn’t maintain 
consistent rhythms, but that they maybe needed a bit more 
convincing. Overall, the test has shown that these children are 
able to produce rhythmic motion, and would be able to start 
learning basic chords by going to regular guitar lessons like 
normal children. 
 
 

 
Figure 8: A user with Hemiplegia Cerebral Palsy playing 
the guitar for the first time. It can be seen that the user is 

partially paralyzed in his right side. 
 

4. DISCUSSION 
There are many possible directions for future work that would 
be interesting to pursue, following this initial research. One 
example would be to experiment further with different types of 
sensors. It is likely worth pursuing Inertial Measurement Units 
(IMUs) that combines data from an accelerometer, gyroscope 
and magnetometer to provide a more precise estimation of 
orientation and motion. This would allow us to remove the 
coupling effects between gravity and dynamic motion 
experienced in the initial test with the accelerometer. 
Commercial sensor options such as e.g. the Leap Motion 
device, could also be interesting. This could be mounted in 
various locations, because if its small size, to capture player 
inputs.  
 The current implementation of the guitar foot pedal, using the 
momentary push button, does not facilitate coarse motor control 
exercises of paralysed limbs (unless it happens to be that leg). 
Using the pushbutton approach also limits the range of motion 
which might be unwanted in a rehabilitation perspective. In 
fact, therapeutic use may purposefully require larger motions 
for successful interaction. However, the system at this stage is 
very flexible and can easily be adjusted to accommodate many 
diiferent styles of interaction that might be more focused on 
training and rehabilitation of the paralysed or affected limb. 
This could e.g. be done with the alternative sensors as 
suggested in the interaction methods in section 2.3 or above. 
 When customizing the actuated guitar for people with various 
disabilities, our digital approach attempts to make it easy to 
perform the necessary mapping of data from various input 
sensors (simple filtering, scaling and offset operations) to give 
control of the strumming actuator. This is especially true when 
compared to the wide variety of mechanical approaches that 
would be needed for different scenarios and users. At the 
moment, these changes are managed in the firmware of the 
micro-controller that our system uses, but these parameters 
could also be changed graphically via a simple GUI presented 
via a small screen or a laptop running visual programming 
environments such as MaxMSP  or PureData . This approach, 
which could easily be based on the FireFader system [9] would 
likely be preferable for individuals who wish to modify the 
system themselves. 
 
 

 
Figure 9: The 3D printed foot pedal used to activate the 

actuator strumming the strings of the guitar. The print is 
fitted with a momentary button that is connected through 

wires to the Arduino inside the guitar. 
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4.1 Limitations 
The fine motor control of a normal functioning human arm, 
hand and fingers will be extremely difficult if not impossible to 
replicate via this low-cost approach. A human hand can move 
in almost every direction of the wrist. Fingers can stretch, bend 
and move sideways and the hand can bend and rotate at the 
wrist. Furthermore, we receive sensory feedback from our 
hands and fingers that help immensely when touching or 
operating objects. As we are still in the initial stages of this 
research, and in this installment only focuses on strumming 
(coarse movements), it is clear that custom actuators would 
need to be designed and implemented, if more advanced and 
hand-like interaction should be possible (finger-picking or other 
playing styles). 
 It is also worth noting that we are working with an electrical 
guitar for this prototype, and that the actuator we are using can 
cause electrical noise in form of a electromagnetic field and 
audible motor noise to bleed from the motor into the guitar’s 
pickups. This occurs due to the proximity of the electrical 
guitar pickup, be it single coil or humbucker design, near the 
plucking location on the strings (a position required to best 
capture the sound). This noise problem can be substantially 
circumvented by running the pulse-width modulation (PWM) 
signal that controls the motorized fader at a frequency higher 
than normal human hearing (more than 20kHz). While an 
acoustic guitar would not have this problem, the more fragile 
body makes it somewhat difficult to mount actuators on the 
guitar’s body without damaging it, or compromising its ability 
to produce a good acoustic sound. 
 

5. CONCLUSION 
The results clearly points in a direction that children or adults 
with Hemiplegia can play an actuated guitar, potentially even 
bringing it to a traditional guitar teacher and start learning basic 
chord shapes with their good hand (with standard tuning). In 
the prototype’s current state – where string skipping and muting 
is not possible – it has to be limited to things possible only with 
strumming. Nonetheless, is it a huge step for people with 
disabilities to simply be able to play a real guitar. It is also 
possible to use it as a training and rehabilitation instrument for 
the affected arm as a therapeutic tool with a few more iterations 
of prototype development. Using the motivating factor that 
playing guitar and learning new tunes can be fun possibly leads 
to more consistent training the affected arm, and thereby 
hopefully increase the dexterity of the affected limb more 
quickly. 
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Abstract— This paper is a suggestion on how to improve or 
extend a known method of exercising the tibialis anterior 
muscle for improved mobility for children with cerebral 
palsy through neuroplasticity. We suggest that by using 
slightly altered existing devices, in this case the Actuated 
Guitar, it is possible to motivate children to do functional 
activities as regular exercises and that it will provide better 
results when compared to traditional exercises. 

Keywords: Rehabilitation, Musical Instrument, 
Neuroplasticity, Motivation, Cerebral Palsy. 
 

I. INTRODUCTION 

People with Cerebral Palsy often have lowered 
functionality of the tibialis anterior muscle, which is the 
front facing muscle on the lower leg covering the length of 
the shin. Having problems to activate the tibialis anterior 
muscle results in difficulty doing dorsiflexion of the foot, 
that is, lifting the tip of the foot upwards. Normally 
dorsiflexion is working in tandem with plantarflexion, that 
is stretching the foot away from the knee. This is for 
example used when walking, and help positioning the foot 
in the right angle producing a smooth and normal gait 
cycle. Lack of control or strength in the tibialis anterior 
muscle can results in the characteristic tiptoe gait often 
seen on children with cerebral palsy. What happens is that 
following a planterflexion the tibialis anterior muscle is 
not strong enough or not activated properly and a full 
dorsiflexion is not executed causing the toe to touch the 
ground first when walking. This makes it difficult to walk 
and even more difficult to walk in rough or non flat 
terrain. This uneven gait makes it extra tiring for children 
with cerebral palsy to follow along in the tempo of normal 
children. Therefor rehabilitation of children with cerebral 
palsy has often focus on training the tibialis muscle to 
improve gait and mobility. 

II. METHODS 

A. Traditional Training of the Tibialis Anterior Muscle 
A common technique used to strengthen the tibialis 

anterior muscle is a simple repetitive exercise of the 
isolated muscle using a device designed for the purpose, 
see figure 1. You simply put weight on the front of the foot 
and the user lifts the foot as high and as many times he or 
she can. The device is often used in combination with other 
exercises such as long walks or walking in different and 
difficult terrains.  

 
J. V. Larsen, T. B. Moeslund and D. Overholt are with the Institute of 

Architecture, Design and Media Technology at Aalborg University, 
Frederik Bajers Vej 5, 9200 Aalborg Ø, Denmark (e-mail: 
jvl@create.aau.dk; tbm@create.aau.dk; dano@create.aau.dk). 

 

 
Figure 1: An example of a device used to train the tibialis anterior 

muscle. The heel is placed in the cutout and the tip of the foot under the 
strap. Weight and size can be customized. - Image provided by Jakob 

Lorentzen from the Helena Elsass Centret 

B. Rehabilitation and neuroplasticity 
Neuroplasticity refers to the brain’s remarkable ability 

to rearrange areas in the brain previously used for other 
specific tasks. The idea is that if an area of the brain has 
been damaged that information or functionality can 
relocate to an undamaged area of the brain. Advances 
within this area will be extremely important and helpful for 
people with brain injuries like cerebral palsy or stroke 
victims. Studies show that by doing 400 – 600 repetitions a 
day exercise can lead to structural neurological changes 
[1][2][3]. There is still a lot to discover regarding 
neuroplasticity and how to optimize and target specific 
areas and functionality of the brain. 

The type of repetition used in rehabilitation is also 
important. Passive exercise is where a therapist is 
performing or aids the patient in moving a limb opposed to 
an active exercise where the patient performs a conscious 
action himself. When talking neuroplasticity active 
exercise is the only type that have showed any results. [1]. 

C. Motivation through functional activity 
 For children repetition without any apparent goal is 

quickly becoming a boring task. The best rehabilitation is 
the exercises that the child will do by itself in his or her 
own context and by own free will. As stated in the section 
above a high number of repetitions every day is needed to 
achieve the desired results and therefor motivation is the 
key for a positive result. An indirect way to accomplish this 
is by functional activity exercise [1]. A functional activity 
is an exercise that has a purpose e.g. picking up a glass. If 
the active exercises can be either replaced or supported by 
functional activities in their everyday lives and interests or 
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hobbies of the child the chances for self supported 
continuous rehabilitation will be a lot higher. 

D. The Actuated Guitar 
Musicians’ brains have often been used as models for 

neuroplasticity because the plasticity is rather extreme in 
the brains of musicians [5]. One of the reasons why the 
changes are more pronounced can be because music 
performance requires, that a high number of areas of the 
brain are working simultaneous to coordinate the body and 
on the same time interpreting what it is hearing and 
reacting accordingly [5].  

An example of a device that can be used to do 
functional exercise in a musical context is the Actuated 
guitar [4], see figure 2. The actuated guitar was developed 
to give people with hemiplegia cerebral palsy, stroke 
victims or similar disabilities the ability to play on a real 
electrical guitar. User studies were conducted during the 
2013 Summer Camp at the Helena Elsass Center[6] and 
showed that children with no prior musical training were 
able to produce rhythmic strumming patterns using their 
non affected foot and thereby over time be able to operate 
and play the instrument. 

The system allows for a wide variety of input devices 
that make an expandable and divers rehabilitation tool that 
can be used in many different areas. 

 
Figure 2: The Actuated Guitar. The actuator pulling the pick across the 

strings is a motorised fader from a mixing console. The motor is 
controlled via a Arduino microcontroller and a 2Motor motor controller 

mounted inside the guitar’s body. 

E. Functional Activity-Based Training of the Tibialis 
Anterior Muscle  

Our hypothesis is that, using a foot pedal as input to 
control the Actuated Guitar, see figure 3, it is possible to 
setup at functional activity that will facilitate the same 
movement patterns as the traditional exercise. The goal is 
to compare if the functional activity’s effect on 
neuroplasticity is greater than the traditional exercise, not 
the muscle building capabilities. 

The studies should be longitudinal when dealing with 
neuroplasticity networks because it is time consuming, 
probably 3 – 6 months. First part of the evaluation will be a 
qualitative evaluation focusing on how the different 
exercises motivate the children. Are the guitar and its 
possibilities more motivating over time compared to the 
traditional exercise? The second part will be a series of test 

to determine if the children’s has gained better control of 
the tibialis anterior muscle. 

 

 

Figure 3: The pedal used for strumming the guitar. The height of the 
pedal will increase or decrease the angle X and thereby alter the difficulty 

and the intensity of the exercise. 

III. DISCUSSION 

The idea of using existing or slightly altered 
technologies to replace or improve existing rehabilitation 
has numerous benefits. First of all, making people able to 
rehabilitate through existing devises and initiatives can 
significantly cut down costs. Enabling people with e.g. CP 
to play a real guitar opens up a world of opportunities they 
would otherwise not be able to explore. If they got a one of 
a kind custom made instrument, there will be no one to 
teach them how to play the custom made instrument. They 
will not be able to identify with artists playing that 
instrument, they will not be able to identify their instrument 
in popular music, they will not be able to find inspiration, 
sheet music or watch videos of performances the internet. It 
will be more or less impossible to keep up a long-term 
motivation. With a solution like the Actuated Guitar, 
people can use all the initiatives like every normal child. 
By doing just enough scaffolding long-term motivation is 
possible and will be fed by the children’s own desire for 
learning and through that continuous exercise with a high 
number of repetitions which will increase the benefits of 
neuroplasticity. 
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ABSTRACT 
Many forms of enabling technologies exist today. While 
technologies aimed at enabling basic tasks in everyday life 
(locomotion, eating, etc.) are more common, musical 
instruments for people with disabilities can provide a chance 
for emotional enjoyment, as well as improve physical 
conditions through therapeutic use. The field of musical 
instruments for people with physical disabilities, however, is 
still an emerging area of research. In this article, we look at the 
current state of developments, including a survey of custom 
designed instruments, augmentations / modifications of existing 
instruments, music-supported therapy, and recent trends in the 
area. The overview is extrapolated to look at where the research 
is headed, providing insights for potential future work. 
 
Author Keywords 
Interactive performance systems; Interfaces for sound and music; 
Music and robotics; Social interaction in sound and music 
computing; Actuated instruments; Actuated guitar; Musical 
instruments for the disabled.  
 
ACM Classification 
H.5.2 [Information Interfaces and Presentation] User Interfaces --- 
Haptic I/O. H.5.5 [Information Interfaces and Presentation] Sound 
and Music Computing. K.4.2 [Social Issues] Assistive technologies 
for persons with disabilities. 

1. INTRODUCTION 
Many countries in the world today face an aging population, 
meaning an increase in the average age of the population in the 
coming years. Old age brings with it the risk of diseases and 
general decline in health. Therefore, rehabilitation methods are 
quickly becoming increasingly important. We focus here on 
therapy and rehabilitation methods for those affected by 
physical disabilities, using music as a motivational factor to 
incentivize user engagement with the process. Our approach 
has been described in [33, 34], but here we focus on the field in 
general – as an emerging set of techniques and technologies 
enabling those with physical disabilities to improve their 
condition, both physically and psychologically. 
 

2. PHYSICAL DISABILITIES 
A physical disability can be caused by a number of different 
things. It can be inherent, acquired, disease-born, or caused by 

an accident. We start by examining the most common causes 
for physical disabilities within Denmark. Here we focus only 
on Denmark as a sample population, due to the local 
availability of statistics and information available to us as 
researchers. 

2.1.1 Cerebral Palsy 
In Denmark (population 5.6 million), about 10,000 people have 
been diagnosed with Cerebral Palsy (CP), with approximately 
33% under 18 years old. These numbers suggest that around 2 
percent every year are confirmed CP patients, or around 180 
children every year [1]. 
Cerebral Palsy is a type of brain damage, and 90% of the cases 
are caused by damage or disorders to the immature brain during 
pregnancy. However, precisely what causes the brain damage is 
not clear. It can be caused by many different complications, 
such as infection during pregnancy, lack of oxygen, small blood 
clots or cerebral hemorrhages. In 10% of cases, it is estimated 
that injuries during birth or shortly thereafter were the cause. 
There are three primary types of CP: spastic, dyskinesia, and 
ataxia. There is a fourth category as well, in which there is a 
mix of the three primary types. Spastic Cerebral Palsy is by far 
the most dominant type, covering 75 – 80% of the cases. In this 
type of CP, increased muscle tone causes stiffness in the 
muscles, making movements with the affected body part(s) 
awkward. Spastic CP is categorized by what body parts are 
affected. Monoplegia is when a single arm or leg is affected, 
diplegia is when mainly both legs are affected, hemiplegia is 
when one side of the body is affected, and quadriplegia, which 
is the most severe, means the entire body is affected. 
Dyskinesia CP causes uncontrollable movements, which can be 
either slow or rapid. Finally, ataxic CP causes problems with 
the coordination of the limbs.  
Aside from difficulties in controlling limbs or other affected 
body parts, CP can also (depending of the severity or the 
damage) have a great impact on cognitive abilities. 

2.1.2 Stroke 
In Denmark, about 12,000 people per year have strokes, and 
about 75,000 people live with complications caused by strokes 
[2]. Worldwide, it is estimated that one in six people will suffer 
a stroke in their lifetime [3]. The term stroke covers two types 
of strokes, both causing damage to the brain. The most 
common comes from blood clots that block vessels and prevent 
blood from reaching the brain, thereby causing brain damage. 
The other type is a cerebral hemorrhage, in which an aneurism 
bursts or a weak blood vessel leaks, and the pressure from the 
blood causes damage to areas of the brain. For those who 
survive a stroke, some of the most common physical effects 
include: 

• Hemiparesis (Weakness on one side of the body) 
• Hemiplegia (Paralysis on one side of the body) 
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• Dysarthria (Slurred speech or difficulty swallowing) 
 
Along side any physical effects, there are many times cognitive 
and behavioral changes as well [4].  

2.1.3 Disease, Accidents and Amputation 
Accidents at home, in traffic or at work with trauma to the head 
(and /or severe damages to the extremities) can lead to physical 
disabilities as well. Diseases may also cause amputation, or 
brain damages that can lead to physical disabilities. Whatever 
the cause – be it Cerebral Palsy, a stroke, or anything else – the 
possibilities of improving and enjoying ones life with a 
physical disability are not static, and can potentially be 
enhanced through music. 
 

3. BRAIN PLASTICITY AND MUSIC 
Our brains are capable of continual change via plasticity, which 
is a fundamental (re)organizational function of the human 
brain. Throughout our lifespan, the brain responds and changes 
its functional and structural organization [5] through events like 
maturation, learning and memory, adopting physical skills, 
recovery form injury, or coping with loss of sensory input like 
auditory or visual input, and much more [6]. This amazing 
function is extremely important throughout life, both when 
growing up and learning, but also following a brain injury.  
Medical knowledge about plasticity is used in many different 
ways in rehabilitation, following strokes or accidents. Several 
studies have shown that intensive practice with e.g. constraint-
induced therapy (CIT) [7] [8] with an impaired limb, can result 
in further recovery, even after reaching a plateau with less rapid 
progress in rehabilitation [7]. A change in the paradigms used 
within Music Therapy came from research in the mid-1990s 
focused on the relationship between brain functioning and 
music, demonstrating the experience-dependent plasticity [9] 
[10], and suggesting that music stimulates complex, cognitive, 
affective and sensorimotor processes in the brain [11] [12].  
 
Why is music interesting when talking about plasticity? Music 
performance is one of the most demanding cognitive challenges 
that the human brain can endure. Music performance requires a 
number of advanced and precise skills involving auditory-
motor interactions, activating areas in the brain such as the 
Motor Cortex, Dorsal and Ventral Premotor Cortex, Frontal 
Cortex, Superior Temporal Gyrus, and the Audio Cortex [13]. 
This broad exercise of the brain is why musicians are often 
used as examples of brain plasticity, with clear differences 
between a musicians and non-musicians brain. G. Schlaug et al. 
[14] compares the brain and cognitive effects on young children 
who had instrumental music training with children without any 
prior training. The research shows that certain transfer effects 
start to emerge in an early age, and get more and more 
pronounced as training continues. It comes as no surprise that 
structural changes appear in the areas linked to musical 
training, however very interesting structural differences occur 
outside these areas as well. This is an indication of transfer 
effects, which may indicate that playing a musical instrument 
would benefit other areas as well. Such research shows that 
playing music could be important for general cognitive 
rehabilitation purposes, as well as pure enjoyment and physical 
rehabilitation. 
 

4. MUSIC-SUPPORTED THERAPY 
The increased interest and research within the field of 
neuroscience and plasticity has altered the perspectives of 
traditional music therapy, that usually is connected with topics 
like well-being, emotional response and relationship building – 

to a new model called Neurologic Music Therapy [9]. NMT has 
its focus on rehabilitation following e.g. strokes, and has grown 
rapidly over the last 20 years. In a series of papers [15][16][17] 
S. Schneider et al. compares a widely used rehabilitation 
method to improve motor skill recovery following a stroke, 
with a music-oriented approach. The method often used in 
rehabilitation is called CIT, which stand for Constraint-Induced 
Therapy. CIT is a standardized intensive rehabilitation 
intervention where the healthy extremity is in constraint several 
hours a day, thereby forcing the person to increase the use of 
the impaired extremity. The goal is through a high increase in 
use and thereby repetitive usage trying to cause plastic 
reorganization of neural networks in the brain [8]. 
Schneider et al. suggest a method they call Music-Supported 
Therapy (MST), which still builds on repetition but at the same 
time draws upon the additional benefits of active music 
making. They designed a training program according to the 
following principles: 
 

• Repetition: Repetitive exercising of simple finger and 
arm movements. 

• Auditory Feedback: Reinforcement of movement effect 
due to immediate auditory feedback supporting the 
precise timing control of movements.  

• Shaping: Adapting the complexity of the required 
movements according to the individual progress. 

• Emotion: Increased motivation of the patients due to 
the playfulness and emotional impact of making 
music and acquiring a new skill. 

 
Their results compare conventional (CG), functional (FG) and 
music-supported therapy (MG) in a variety of tests. The results 
show MG as a substantial improvement in most test parameters 
pre- and post-test, when compared to CG and FG. However, 
their results are not conclusive as single variables need to be 
identified and further test will show which are significant, but 
there are clearly some aspect of music creation that yield far 
better results than conventional CG and FG rehabilitation 
methods [17]. 
 
 

5. MUSICAL INSTRUMENTS FOR 
PEOPLE WITH PHYSICAL 
IMPAIRMENTS 
The musical instruments used in S. Schneider et al.’s research 
are two commercially available products. One is a standard 
MIDI keyboard, and the other an electric drum set. The position 
of these devices was altered to fit the disabilities of the 
individual users in the test, but the devices themselves were not 
altered or modified in any way. 
 

5.1 Example of Custom Instruments 
S. Schneider et al. uses existing products for their research, 
which can work in certain cases. But it is also possible to create 
custom musical instruments designed for people with physical 
disabilities. Historically speaking, there have been a small 
number of such musical instruments targeting users with 
physical disabilities. We exclude instruments for those with 
cognitive disabilities, as it can often be the case that cognitively 
impaired users still have good enough motor skills to physically 
engage and play normal musical instrument as intended. 
Instruments for physically disabled users have come from 
either researchers or commercial vendors, as described below 
(in order of publication/release date). 
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Soundbeam (1989) [18] is a well known and well established 
commercial product for music creation for people with 
disabilities. It is also called ‘the invisible expanding keyboard 
in space’. The soundbeam can use up to four beams that each 
consist of a housing containing an ultrasonic range sensor. The 
beams are connected to a hub that interprets the signals and 
extracts note and velocity for each beam and converts to MIDI. 
MIDI signals are then sent to a DAW or other music software 
that can playback samples. The beams have a range from 15 cm 
to 6 meters and can be divided in 64 notes. 
 
EyeMusic (2004) [19] is both a performance and a playback 
instrument. EyeMusic uses an eyetracker that output the gaze 
position (x, y) 60 times pr. Second. Max/MSP is used for grabbing 
the eyetracker data. It operates with eye fixation, that has two 
parameters, deviation and duration. An obvious target group is 
people with severe disabilities or spinal injury, who may not able to 
move their body at all.  
 
Movement-to-music computer technology: a developmental 
play experience for children with severe physical disabilities 
(2007) [20]. The MTM system consist of a web camera, screen 
and speakers connected to a computer. The camera captures the 
movement of the user. Tiny movements such as raising an 
eyebrow, to big movements such as waiving the arms are 
captured alike by the system. The screen shows the user, with 
colored shapes superimposed around their silhouette. These 
shapes correspond to a region of physical space surrounding the 
user, and a note is triggered when part of the body penetrates 
the boundary of one of the coloured shapes. This gives a visible 
and auditory feedback to the user, indicating that the shape has 
been activated. This adaptive approach is highly useful for a 
broad range of users. 
 
Skoog (2008) [21] is an musical interface that where you can 
push 5 pads, hit it, squeeze it and twist it. It can play sounds 
using its own software or hook up to other software using its 
MIDI capabilities. It can expressively play five pre-defined 
notes that can be changed using the following software. 
 
Beamz (2009) [22] is a controller consisting of four IR-beams. Each 
beam can be set to send a MIDI signal, thereby triggering any music 
software or hardware that supports MIDI. As the Beamz design only 
catches users interrupting the IR-beams, it is only trigger events that 
are generated (no velocity), and is also not able to take advantage of 
e.g. modulation that MIDI offers. However, Beamz is rather 
inexpensive, and targets schools for beginners to start experimenting 
with music, or as a tool for therapy and rehabilitation to inspire to 
movement and the enjoyment of music creation. 
 
Computer Assisted Music Therapy: a Case Study of an 
Augmented Reality Musical System for Children with Cerebral 
Rehabilitation (2009) [23] uses an augmented reality system 
where coloured markers in front of a webcam represent a 
certain instrument and a particular note of that instrument. A 
note is played when a hand is in the centre of the marker. The 
use of the augmented graphics of the system is somewhat 
unclear from the publication, and the system is tested on a 
single individual, a child with CP of an unknown age, in a 
music therapy session.  However, is suggested that he system 
could be used in daily sessions and clinical use. 
 
TouchTone (2010) [24] is design for children with hemiplegic 
cerebral palsy. The unaffected hand triggers pitches using 
pressure sensitive pads, and the affected hand is used to shift 
pitches by invoking a momentary switch. The pressure pads are 

arranged in two rows of five where one row is a pentatonic 
scale and the other row can ad a note there has a pitch 
difference of a 3rd or a 5th of a corresponding pad. There is a 
LED on each pad to signal if it is active. This can be used as a 
learning mode, that allow the user to follow the LEDs. It was 
tested as an individual instrument with 6 children between 8 
and 12 years of age, for 15 minutes each, as well as a group 
instrument with 12 children accompanying a music therapist. 
 
Tongue Music (2010) [25] uses Hall sensors placed on a 
custom headset which acts as receiver for a magnet affixed to 
the tip of the tongue. The changing magnetic field is used as 
input. Moving the tongue creates different magnetic fields, 
which are interpreted by a microprocessor before being sent to 
a computer for sound creation. The instrument can play 10 
minor and major notes as well as ambient sound, as designed. 
Tongue Music was demonstrated and 25 couples participated in 
what seems to be an unstructured test. 
 
EyeGuitar (2010) [26] uses Eye Gaze as a mean of simplified 
input to play a guitar hero style game for people with 
disabilities. It is not a true musical instrument, as it can only 
play the selected song. However, it is a showcase of how to 
approach eye gaze/tracking for people with disabilities. 
 
MusEEGk: A Brain Computer Musical Interface (2011) [27] 
creates a BCI using EEG to measure the P300 response. The 
BCI controls a sequencer, where the user can select notes on a 
matrix on a screen and position them in the sequencer grid. The 
sequencer itself has no latency, but current BCI technologies 
have a high latency. This leads to a limitation that the user at 
most can select or change 3 notes per minute with an average 
accuracy of 86%.  
 
Robot-Assisted Guitar Hero for Finger Rehabilitation after 
Stroke (2012) [28] is a lightweight robot assisting the user in a 
naturalistic grasping movement of individual fingers. As the 
title states, a variant of the guitar hero theme was used to test 
the robot. 
 
Rhyme: Musiking for All (2012) [29]. The RHYME project is a 
project that investigates the term musicking through 
Participatory Design and Design for All. The project has made 
two prototypes called ORFI and WAVE. “ORFI is a set of co-
creative tangibles: The ORFI modules, or cushions, 
communicate wirelessly with each other. They can be freely 
built, thrown, played in and with as the user like. ORFI 
responds with changeable graphics, light, and music when the 
wings of the modules are bent, or the microphone is 
activated.”[29].  
 
Brainfingers (2013) [30] is a hands-free computer control 
developed by Brain Actuated Technologies Inc. A headband 
fitted with sensors detects electrical signals from facial 
muscles, eye movement and brain waves. Brainfingers does not 
directly target music creation, as it can solve many tasks such 
as simple clicking, to complex combinations of controls. It is 
software that converts all the sensor input data into controls 
termed Brainfingers. This software is useful for a broad range 
of users, especially people with severe disabilities. 
 
“Musical co-creation”? Exploring health-promoting potentials 
on the use of musical and interactive tangibles for families with 
children with disabilities (2013) [31] is an article building upon 
the RHYME project. The article focuses on actual interaction 
with ORFI and co-creative tangibles. It has a primary focus on 
two users, a boy and a girl, and it discusses the theories behind 
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the project, and how the children with their cognitive and 
physical disabilities interact with the system. The focus is on 
how users can benefit, but the article also discusses what might 
need to be changed in a future context. 
 
The Actuated Guitar: A platform enabling alternative interaction 
methods (2013) [33], The Actuated Guitar: Implementation and User 
Test on Children with Hemiplegia (2014) [34]and Exercising the 
Tibialis Anterior Muscle of Children with Cerebral Palsy for 
Improved Neuroplasticity Using an Electrical Guitar (2014) [35] is a 
series of papers describing a project with focus on enabling or re-
enabling people to play a real electric guitar. The guitar is a fully 
functional guitar that can be hooked up to a guitar amplifier.  The 
system uses a linear actuator for strumming the strings, and the neck 
is operated as usual by forming normal chords. In its current state, it 
is not able to mute individual strings or skip strings. The idea of 
modifying existing instruments is to open up the existing musical 
world for people who are not able to use their strumming hand, either 
as beginners or people who have played all their life and after a 
stroke or similar, are not able to play normally any more.  
 
RoboTar (2013) [36] started as a kick-starter project, but was 
cancelled because of the low interest in the project. The device 
was finished anyway and is now a product you can by from the 
inventors’ site. RoboTar is a device you strap on the neck of the 
guitar that can press down notes on all six strings along the first 
four frets. It is replacing the fretting hand/left arm for people 
with injuries and or disabilities. The device can be programmed 
from an app and you can cycle through pre-programmed chords 
via a foot pedal. 
 

6. CONCLUSTION / DISCUSSION 
Performing music may or may not be inspiring for a particular 
person, no matter if it is during rehabilitation or not. However, it has 
enough potential benefits to justify that music-focused rehabilitation 
should be offered to those who would be interested in music-based 
therapy. That said, some are more into football, biking or running – 
and the broader the support within rehabilitation, the better. In the 
long run, it should be whatever motivates the individual to keep them 
on the path to rehabilitation.  
The main criteria of Schneider et al. [15][16][17] was that the 
patients should have residual function of the affected extremity 
above a certain threshold, before they could contribute to the 
research. This makes sense, as the goal was to investigate if 
MST would improve the dexterity and motor function of an 
effected extremity, compared to traditional methods. 
Using existing musical instruments for people with residual 
function in one or more extremities is an interesting approach, 
and opens up for a broad range of possibilities. Taking a drum 
kit as an example, this could be well suited for people with 
residual function in both upper and lower extremities, since 
they need to use both hands and feet when playing a drum kit. 
Drums could also be a good place to start for exercising coarse 
motor skills, rhythm, memory and timing. For exercising fine 
motor skill in the upper extremities (hands and fingers), piano 
or keyboard may be a good choice, as it gives the same benefits 
such as motor skills, rhythm, memory and timing.  
But what is equally important is motivation and goal-setting 
[37]. It is well known that for improvement, practice is key. 
Practice without motivation is difficult and often results in 
skipping practice, meaning users will not reach their goals. By 
using (potentially modified) existing musical instruments, 
however, the benefit of constant inspiration from music on the 
radio, songs played in TV or on the Internet becomes present. 
In addition, existing musical instruments can potentially open 
up for social activities more easily than entirely new 

instruments. When using existing musical instruments 
(modified or not), one can bring their instrument to normal 
instrument lessons, or even join a band. Socializing is a crucial 
part of music, and is highly motivational (just as playing in 
team sports is for some).  
But what about people with no residual movement in the 
effected extremities? What options do they have for exploring 
the joys of playing a real musical instrument, and gaining some 
of the same benefits as described above? Looking at the review 
of instruments designed specifically for people with disabilities, 
there are not a lot of existing / modified musical instruments. 
The development of instruments for people with disabilities 
often follows the trend of technological advances, which of 
course make sense to explore the new frontier technologically, 
and see if that can solve what other technologies before could 
not. But there is a remarkable lack of interest in making 
existing musical instruments accessible for people with 
moderate physical disabilities, who are well functioning enough 
to still have a social life and do self rehabilitation. People who 
have played music their whole life, but are then hit by a stroke 
end up from one day to the next e.g., not being able to move 
one arm. Only three papers in this survey, and one commercial 
product focus on an existing musical instrument. 
If one follows the newest technological solutions, it might be argued 
that the “Holy Grail” within musical instruments for people with 
physical disabilities, would be a 100% adaptive instrument. Such an 
instrument would always fit the user, and give them the degrees of 
freedom and expression that people without disabilities would have. 
However, it is our suspicion that after an initial honeymoon with such 
an instrument, most would lose interest in it. People often learn by 
imitating other people like their parents, siblings, friends, teachers or 
coworkers. But an adaptive instrument would give different gestures 
for a given sound for different users, meaning that it will never be 
able to be replicated in the same way as another user.  This isolates 
players, making it impossible to learn from each other directly. One 
of the most exiting and challenging parts of playing a musical 
instrument is to learn from others playing the same instrument.  
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ABSTRACT
Musical instruments and musical user interfaces provide rich
input and feedback through mostly tangible interactions, re-
sulting in complex behavior. However, publications of novel
interfaces often lack the required detail due to the complex-
ity or the focus on a specific part of the interfaces and ab-
sence of a specific template or structure to describe these
interactions. Drawing on and synthesizing models from in-
teraction design and music making we propose a way for
modeling musical interfaces by providing a scheme and vi-
sual language to describe, design, analyze, and compare in-
terfaces for music making. To illustrate its capabilities we
apply the proposed model to a range of assistive musical in-
struments, which often draw on multi-modal in- and output,
resulting in complex designs and descriptions thereof.

Author Keywords
Sound; Assistive Musical Instruments; ADSR; Three-State-
Model; Modeling; Gestures.

ACM Classification
H.5.5 [Information Interfaces and Presentation] Sound and
Music Computing, I.6.5. [Simulation and Modeling] Mod-
eling Methodologies

1. INTRODUCTION
The unambiguous and complete description of interactions
with and feedback from musical interfaces is important for
1) designers to analyze and publish their designs, and 2) re-
searchers intending to compare different designs and repro-
duce results from interactions with these interfaces. Frame-
works and taxonomies for musical interface design have been
proposed before [2, 7, 12, 14]. However, publications of
novel interfaces still lack the required detail due to the com-
plexity of the focus on a specific part of the interface and the
absence of specific templates or structures to describe these
interactions for easier comprehension and visual compari-
son. The interactions and feedback the musical interface
provide can be difficult to describe with the existing vocab-
ulary, which prompted Buxton to formulate his three-state
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model of interaction for input devices. However, musical in-
struments include a temporal course of sound that cannot
be described by Buxton’s model and its extensions alone;
rather, it requires a temporal notion. We suggest a way
of modeling musical instruments that draws on and syn-
thesizes models from interaction design and music making.
We apply the proposed model to a range of examples in
the domain of assistive musical instruments, which often
draws on multi-modal in- and output that complicates de-
signs and their descriptions. All of these IMEs lack interac-
tion/feedback details in their respective publications, which
are representative of publications/descriptions of IMEs in
general. The analysis of the resulting model allows for a vi-
sual comparison of the interfaces in terms of where and how
input can manipulate the expressive parameters of sound
and which feedback modalities the system employs when
transitioning between states.

2. BACKGROUND
Buxton’s Three-State Model of Graphical Input [3] intro-
duced a vocabulary and modeling template to better de-
scribe interactive techniques vis-a-vis the technologies that
implement a graphical user interface. His model draws on
the notion of finite state machines consisting of labeled
states (circles) and transitions (arrows) between them that
describe how user input (labels on the transitions) from one
input device changes the state of a system (see Figure 1).
State 0 denotes an out-of-range state in which the user has
not acquired the input device or control, state 1 allows for
movement of a cursor (tracking), and state 2 allows the ma-
nipulation of objects (dragging). The transitions between
states model discrete events, whereas the self-loop transi-
tions model continuous input or non-input (in state 0).

Many instruments involve more than one input device
or extremity. Hinckley et al. extended Buxton’s model to

State
0

State
1

State
2

Stylus On

Stylus Lift

Tip Switch Close

Tip Switch Open

Out of Range Tracking Dragging

Figure 1: Buxton’s Three-State Model with stylus
and a tablet.
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Figure 2: Hinckley et al.’s two-handed input exam-
ple of stylus and o puck on a tablet.

address a wider range of design problems, multiple effec-
tors through input devices, and interaction technologies [8]
by drawing on Petri net representations [15] and including
continuous properties. Hinckley’s model uses tokens (repre-
sented as circles inside states in Figure 2) to express which
state the system is in. The tokens can move along through
the transitions to states that have the same outline (solid
or dashed). Instead of Buxton’s self-loops, (see arrows un-
der each state in Figure 1), the model relies on the notion
of sensing continuous input, like position, angle, force, or
torque, within a state expressed through a named italicized
property in the lower half of the state in Figure 2. Hinckley
further added a prefix to state 0 to distinguish between the
two out-of-reach states - touch (T0) and proximity (P0).
Different formatting (dashed or solid lines Figure 2) of the
states, tokens, and transitions indicate the devices. A state
name postfix distinguishes between the respective effectors,
i.e. input hands (p for the preferred and n for the non-
preferred hand in Figure 2).

Apart from providing a language and notation for user
interface interaction concepts, state modeling allows for vi-
sually inspecting the model and spotting asymmetries in the
design in case certain states exhibit different behaviours [20].
Figure 1 is a case in point of symmetry, and Figure 2 illus-
trates that state 2np is special in terms of the larger number
of transitions to and from it and its overlap.

Obrenovic and Starcevic created a modeling framework
for specifying multimodal systems. Their model draws on
the Unified Modeling Language (UML) and focuses on the
inner workings and effectors of the system and its modali-
ties [13]. Our work focuses on modeling the states the sys-
tem can be in, how user input affects transitioning between
states, and the feedback they receive from the system while
doing so.

Birnbaum et al. suggest a dimension space for musical
devices using a spider web representation [2]. The axes
in the spider web have different representations, e.g. re-
quired expertise, musical control, feedback modalities. The
axis values vary, e.g. high/low, none/extensive, few/many,
etc., depending on what they are describing. Hattwick and
Wanderlay further expand the dimension space for evalu-
ating collaborative music [7]. Vertegaal and Ungvary in-
vestigate the relationship between body parts, transducers,

and feedback modalities [21] in music controllers. Over-
holt presents the Musical Interface Technology Design Space
(MITDS), which provides a theoretical conceptual frame-
work and guidelines for describing, analysing, designing,
and extending the interfaces, mappings, synthesis algorithms,
and performance techniques for interactive musical instru-
ments [14]. Morreale et al. also present a conceptual model
called MINUET, which offers a way to understand the el-
ements involved in musical interface design [12]. Most
of these frameworks, however, do not provide a sufficient
graphical representation of the musical interfaces and do
not model different states and feedback to user interac-
tions. MIDI, for example, does not concern itself with how
users actuate sounds and what feedback the system provides
apart from the generated sound.

2.1 Musical Control and Expression
A number of major components are used to describe musi-
cal control and expression. For music making, the attack,
decay, sustain, and release (ADSR) envelope [16] describes
the volume of a generated sound over time (c.f. Figure 3).
We draw on Swink’s visual depictions of these ADSR parts
(the arrows) in our musical interface models. Goldstein [5]
used a state transition diagram to model both sustaining
and percussive instruments. The diagram describes how
an instrument produces sounds and the different modes of
control. Francoise et al. [4] also used ADSR to decom-
pose gestures into four phases of sound control: preparation
(P), attack (A), sustain (S), and release (R). Levetin et al.
described musical control through more explicitly detailed
steps called: beginning, middle, ending, and terminus [10].
These steps roughly map to the ADSR envelope. The begin-
ning combines ADSR’s attack and decay, the middle maps
to sustain, and the ending paired with terminus makes up
release. Levitin’s beginning distinguishes how energy en-
ters into the system through either continuous excitation
(CE) or impulsive excitation (IE). Continuous excitation
stems from continuously, e.g. bowing or blowing. Plucking
a guitar string or pressing a key on a piano yields impul-
sive excitation. Levitin further classified instruments into
two types of middle: the non-excited middle (NEM), e.g.
a guitar, and the continuous excited middle (CEM), e.g.
an organ. During middle (sustain) CEM instruments al-
low for gestures to control expressive parameters such as
pitch, loudness, and timbre. NEM instruments usually do
not support these manipulations during this step since the
musician cannot manipulate the energy source. NEM and
CEM instruments further differ in how a note can end. Mu-
sicians of NEM instruments, e.g. a guitar, can either let the
impulse energy reach terminus (no sound) through gradual
decay or actively terminate the note by muting the string.
CEM musicians cannot employ gradual decay as the energy
abruptly ends when the musician stops bowing or blowing.

2.2 Assistive Musical Instruments
Advances in technology have created opportunities for new
assistive interfaces that make musical instruments accessi-
ble to people with impairments. Such assistive musical in-
struments have to overcome different challenges depending
on the type of impairments [6, 9, 11]. Obrenovic classified
constraints that hamper accessibility as user, device, envi-
ronment, and social constraints. Users can be impaired in
terms of their senses, perception, motor or linguistic skills,
and cognition [13].

Designing musical interfaces for people with impairments
requires design tools and a language to ensure the best solu-
tion and to convey the design in a clear and detailed fashion.
We follow Buxton’s lead and argue that state models are a
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Figure 3: The ADSR Model (black text and arrows)
overlaid with Levetin’s stages (gray text labels) be-
low and on the ADSR arrows.
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Finger On To Key

Finger Off From Key

Key Press

Key Release

OUT-OF-RANGE STATES POSITION STATES MANIPULATION STATES

Ø
no sound sound

Key Press

Key Release

Gradual Decay

Figure 4: A piano key (CEM instrument) with
sound states.

good basis to start from in this case. While our proposed
model can be applied to any instrument, we believe that
designing for impaired users, which requires attention to
detail about which modalities are employed as input and
feedback, can benefit especially from a tractable tool and
the rigorous approach it promotes.

3. MODELING MUSICAL
USER INTERFACES

The model in Figure 4 shows the physical properties of a
piano key, but due to the temporal quality of music - specif-
ically for NEM instruments - the model needs to be able to
express time. If we imagine an organ instead of a piano we
would have a continuous excited middle and thereby infinite
sustain. When the organ key is pressed down we have the
attack of the note and transition to state 2k. As long as the
model is in state 2 we have sound, but on release, i.e. once
we lift our finger off the key, there is no sound as we tran-
sition back to state 1 or state 0k. Just as with the organ,
after the attack the piano is in state 2k but with a piano
we have a non-excited middle. This results in a gradually
decaying sustain, which will eventually fully decay while the
key is still down. In that case, we would end up with no
sound but still be in state 2k. Timed Petri nets [22] model
time in the transitions, but this does not align with the
temporal behaviors in music making such as preempting a
current guitar chord with a new strum. Therefore, we pro-

pose to model the temporal course of a generated sound in
states and transitions in a separate sub-model for sound.
We will from hereon refer to the sub-models for sound and
the interactions as the sound model and interaction model.

In the sound model, based on and-states [20], we reuse the
transition labels from the interaction model to make explicit
how user input changes sound. To visually distinguish be-
tween the two sub-models we include a dotted line between
the models and a gray fill for the sound model states. To
specify the temporal properties of sound we incorporate the
ADSR stages on the transitions together with the labels.
We use attack (↗) for the onset of the note, sustain (→)
for the length of the note, and release (↘) for the end of
the note. These are not used on the interaction model as
that would be redundant information that would bloat the
model. Sustain is a special case when trying to model a
musical instrument. The white token indicates what state
the sound model is in. On key press and (↗) we transi-
tion from no sound to sound. When in sound there are
two ways to transition to no sound depending on Levitin’s
type of middle. The first is to release a key, dampening a
string or stop bowing. This would cause a (↘) and stop the
sound moving us back to no sound. The second possibility
is through gradual decay when a key or a string is pressed
down until the sound decays fully, see Figure 4. To de-
scribe what type of middle or sustain the musical interface
or modelled instrument has, a horizontal arrow is used for
CEM interfaces and a slightly tilted arrow is used for NEM
instruments. Preempting chords and gestures are shown
with a curled arrow returning to the same state just as the
loops in Buxton’s original model. The loops use the same
type of line and color as the effector to which they belong.

3.1 Logical and Relational Conditions
To better explain and control the flow and transitions in
our model we draw on logical and relational conditions to
express exceptions and special cases throughout the inter-
action with a given musical interface. We also add a new
effector so that our model consists of a single piano key, a
sustain pedal, and the sound states. When playing a piano
releasing the key dampens the sound, but a sustain key can
avoid stopping the sound when releasing the key. To be able
to model this we have used if and NOT to express when
we get a release and transition to no sound.

3.2 Feedback
In Figure 5 we have added information about the type of
auditory, haptic, and visual feedback the system provides in
states (at the bottom) and during transitions (on the inside
of the arc). Assistive devices can often benefit by improving
or adding additional feedback to better signal when certain
interactions occur that otherwise would be missed or cause
the user to doubt. We focus on the auditory (illustrated
through an ear), haptic (hand), and visual feedback (eye)
shown as icons.

4. ANALYSIS OF ASSISTIVE
MUSICAL DEVICES

In this section we apply our suggested model to analyze five
assistive musical interfaces to illustrate its expressive capa-
bilities. We highlight both the value in the design stages
of a musical interface and in the analytical or comparative
stages to ensure a complete description of a MUI.

4.1 Soundbeam
Soundbeam (SB) is a commercially available assistive mu-
sical (NEM) instrument using an ultra-sonic range finder
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Figure 5: A model of a piano key and a sustain
pedal with the use of logical, relational conditions
and icons for type of feedback.

(range between 23 cm and 6 meters with a conical shape
of diameter of 90 cm and height of 4 meters) to expand an
area in front with virtual notes [18, 17]. By interrupting
the invisible beam, e.g. with a body part, the user triggers
a note, the discrete pitch of which depends on the distance
to the range finder. We have modeled SoundBeam in one
of its nine settings called multi, and Figure 6 illustrates the
absence of a state 1.

As a touch-less device using an ultra sonic range finder it
plays one note when breaking the beam at a given distance
to the sensor and a different note at discrete distances as it
moves closer to or farther away from the sensor. There is
no intermediate or positioning state like the piano key and
sustain pedal in Figure 5 and therefore no state 1. Sound-
beam gives only auditory feedback at the attack/onset of a
note; it uses no other modalities or feedback. The sound

0p
out of range

2p
play note

Move Into Beam

Move Out Of Beam

Ø
no sound sound

MIB

MOB

gradual decay

Move back/forth

MIB

MBF

(MOB)

(MIB)

(MBF)

OUT-OF-RANGE STATES MANIPULATION STATES

MOB

Figure 6: In Soundbeam (NEM) there is no state 1
and therefore no resting position.

states in Soundbeam are different from other instruments.
It provides no gesture for stopping a sound, so the only way
to stop a sound is to let the note decay fully. It has no
resting (position) state but is either on or out of range.

4.2 Movement-To-Music
The movement-to-music (MTM) prototype [19] - a CEM
instrument - combines exercising and music making. It
uses computer vision to capture body movement, renders
the user’s body on a screen, and superimposes a number of
colored shapes around the user. When the rendered body
intersects with the shapes, they change transparency and
trigger a musical note.

The Movement-To-Music Instrument is like the Sound-
Beam - a touch-less device without any haptic feedback.
MTM can track more than one limb, but every limb would
have an identical but independent model. So we only model
one effector here as an example. Unlike Soundbeam, MTM
has a state 1, which tracks the coordinates of the user, see
Figure 11. In state 1 the instrument gives visual feedback
when tracking the user and when entering and exiting the
predefined trigger regions. The sound state illustrates a con-
tinuous instrument where the attack and onset of the sound
start when entering the region and stop when exiting.

4.3 The Actuated Guitar
The Actuated Guitar (AG) [9] allows people with hemiple-
gia to play a real electric guitar. The fretting hand takes
regular chords, and a foot pedal, when pressed down, trig-
gers an actuator to strum the strings. The actuated gui-
tar has multiple effectors that interact with one another.
The instrument consists of seven effectors, six strings, and
a pedal-controlled strum actuator. However, Figure 8 only
consists of two effectors, one exemplary string, and the foot
pedal because the strings are independent and identical in
behaviour. To distinguish between the two effectors we color
the string blue and the pedal red.

When looking at the string effector the feedback is pri-
marily tactile. When sound is present in the system we
have auditory feedback when sliding or bending the string
in state 2 or transitioning to state 1, which dampens the
string and stops the sound. The pedal effector offers pri-
marily haptic feedback except at Pedal Down, which also
gives visual and auditory feedback. When the pedal is en-

0p
out of range

1p
track x, y

2p
play note

Step Into View

Step Out Of View

Penetrate Region

Exit Region

Ø
no sound sound

SIV PR

SOV ER

(SIV) (PR)

(ER)(SOV)

OUT-OF-RANGE STATES POSITION STATES MANIPULATION STATES

Figure 7: The Movement-To-Music instrument uses
computer vision to capture the movement of the
user.
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Figure 8: Model of the Actuated Guitar with a sin-
gle string and a foot pedal.

gaged the actuator drags the pick across the string/s, giving
clear visual and auditory feedback. The sound states illus-
trate an impulse (NEM) instrument in which the attack
occurs when pressing the pedal down (PD). Gestures such
as sliding or bending can manipulate the sound but the ex-
act mappings of gestures to sound modification are outside
the scope of our interaction model. The sound can either
decay fully over time, be actively stopped by String Up, or
be renewed when the string is strummed again (PD).

4.4 TouchTone
TouchTone (TT) lets children with cerebral palsy engage
in musical composition [1]. The instrument consists of 10
pressure sensitive pads, in two rows of five, with associated
LED indicators for the unaffected hand and a momentary
switch for the affected hand. The pads allow for playing
a note while the switch modulates the pitch frequency by
one octave up when pressed. Figure 9 shows the model of
a multi-effector interface with a single pad and a switch.
What is noticeable right away is the shared state 2ps - the
combined solid and a dashed circle. A shared state shows
that when both effectors are in state 2 they manipulate the
same note. This results in a note playback raised by an oc-
tave. This shared state gives some more explicit connections
between the states instead of using conditions like if and if
NOT. The pad effector has haptic and auditory feedback.
The switch effector is purely haptic unless we move into the
shared state when sound is present. The sound states illus-
trate the creation of sound by putting pressure on the pad
(PP). The instrument has continuous (CEM) non-decaying
sound as long as the pad is pressed, requiring a release of
the pad (RP) to stop the sound.

5. COMPARISON & DISCUSSION
A visual comparison shows a big difference between the
modeled instruments from simple (SoundBeam) to more
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rest on pad

2p
pad pressed

Finger On To Pad

Finger off from pad

Pressure On Pad

Release Pad

0s
out of reach

1s
rest switch

2s
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OUT-OF-RANGE STATES POSITION STATES MANIPULATION STATES
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Ø
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RP

SE

PPRP

(PP)

(RP)

FOTP, FOFP  

(FOTP)

(FOFP)

(SE)

(SR)

SE, SR

(FOFF)

(FOS)

FOS, FOFF 

SE, SR

SR

Figure 9: Touch Tone has a shared state shown as
the two states overlap.

complex (Actuated Guitar). A visual comparison is much
faster than reading through and comprehending large amounts
of text. It is quick and easy to compare the different models
and it unveils differences and similarities.

But all models describe all meaningful interactions, pres-
ence of sound, and feedback. The actuated guitar is the only
system that is a hybrid of assistive and existing instruments
evident from the different colors of the model effectors. Sim-
ple asymmetries, in TT’s sound model in Figure 9, allow for
verification that the actions FOTP and FOFP can only oc-
cur when there is no sound in the system. This is due to
the fact that the user releases the pad (RP) prior to taking
their finger off the pad (FOFP) and RP stops the sound. A
designer pondering whether to add some auditory feedback
in response to Finger onto Pad (FOTP) can thereby verify
that this does not conflict with sound from the system. The
sound model allows for checking completeness as all transi-
tions should either be represented and emanate from each
state or not be possible. Take Figure 8 as an example. The
only transitions from the interaction model missing from
the sound state are FOS and SD. Both transitions originate
from state 1h (muted note), which, by definition, does not
allow for sound. The absence of self-loops in the sound state
for AR and MTM illustrate that these MUIs do not allow for
further manipulation or pre-empting of sounds through ges-
tures unlike SB, TT, and AG. Manipulation using gestures
would be particularly interesting for assistive musical inter-
faces that need to be tailored to perceptual, cognitive, and
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motor abilities of their users. Preconception would also be
interesting to add to the model as remote sensing technolo-
gies completely remove the tactile feedback channel; how-
ever, proprioception are indirectly shown in our model by
the absence of tactile feedback (the hand symbol).

Designers can harness the model as a design tool to help
identify requirements, incorporate desired gestures, and ma-
nipulate expressive parameters (pitch, timbre, and loud-
ness) of the musical interface. It can be used for docu-
menting, discussing, and publishing new musical interfaces
and gives a birds eye view of the current design and fa-
cilitate a much more efficient and less error prone design
process as discussed. Further benefits are easier checks for
completion, e.g. by checking that in each state we have
all eligible actions represented in transitions. We can use
visual asymmetries to verify and potentially re-think de-
sign choices. For the merits of state diagrams for modeling
we refer the reader to e.g. Thimbleby’s work [20]. Using
conditional logic helps control the flow of the model, but
it could be further extended to include a weighting factor
to state transitions to quantify cognitive and motor costs
of actions as suggested by Hinckley et al. [8]. Researchers
can more easily establish an overview and compare a range
of instruments allowing for a faithful reproduction of re-
search results. In further research we would like to explore
if the model might require further extensions to incorpo-
rate more gestures to capture the expressiveness of musical
devices from velocity, vibration, tempo, etc. In the cur-
rent state of the model we cannot tell if certain interactions
in sound state actually manipulate sound and, if so, how.
Such information could be included by further enhancing
the self-loops of the sound states with additional modifiers.
Including these could help when comparing the different de-
vices and evaluating whether the chosen interaction comes
with an expressiveness cost.

6. CONCLUSION
We have described a novel way of modeling musical inter-
faces and provided a visual vocabulary and method for sys-
tematically describing and analyzing existing musical in-
terfaces in terms of their actions and feedback, as well as
how they manipulate sound. The modelling framework pro-
vides a quick overview that allows for easier collaboration
when designing or analyzing musical interfaces. The model
has been shown to work on CEM and NEM instruments
in general and, more specifically, on a wide range of differ-
ent assistive musical instruments. It allows for a complete
description of the individual instrument’s interaction possi-
bilities with respect to sound.
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ABSTRACT
Many musical instruments exhibit an inherent latency or
delayed auditory feedback (DAF) between actuator activa-
tion and the occurrence of sound. We investigated how
DAF (73ms and 250ms) affects musically trained (MT) and
non-musically trained (NMT) people’s ability to synchro-
nize the audible strum of an actuated guitar to a metronome
at 60bpm and 120bpm. The long DAF matched a sub-
division of the overall tempo. We compared their perfor-
mance using two different input devices with feedback be-
fore or on activation. While 250ms DAF hardly affected
musically trained participants, non-musically trained par-
ticipants’ performance declined substantially both in mean
synchronization error and its spread. Neither tempo nor
input devices affected performance.

Author Keywords
Latency, compensation, music, guitar, assistive technology

ACM Classification
H.5.5 [Information Interfaces and Presentation] Sound and
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1. INTRODUCTION
Delayed auditory feedback (DAF) between activation of con-
trols and production of sound can be disruptive, and reduce
expressiveness and synchronization performance. DAF in-
creases synchronization errors but musicians can use sub-
divisions of the overall tempo to reduce synchronization
errors. Regardless of musical training, slow tempos re-
duce synchronization performance with an increased bias to
tap before the beat. Studies conducted until now have fo-
cused mostly on how DAF affects musically trained people.
The synchronization performance of people with no musical
training under DAF and at different tempos is unknown. It
is also unclear whether actuator feedback can help to cope
with DAF. This is particularly important for assistive in-
terfaces for musical expression (aIMEs), which often incur
additional latencies, e.g. from filtering or verifying gestures

Licensed under a Creative Commons Attribution
4.0 International License (CC BY 4.0). Copyright
remains with the author(s).

NIME’17, May 15-19, 2017, Aalborg University Copenhagen, Denmark.

to improve accessibility, and are used by people with less
musical training, e.g. in musical therapy.

2. BACKGROUND
Many instruments exhibit an inherent latency or delayed au-
ditory feedback (DAF) between actuator activation and the
occurrence of sound. For example, by moderating velocity
a pianist can manipulate the latency by pressing (activat-
ing) a piano key to the audible onset of a soft note by as as
much as 100ms [2]. While some musicians can detect laten-
cies as low as 7-10ms [5], people tapping along to a beat on
average have a tendency to tap before the actual beat. This
anticipation bias amounts to around 50ms for non-musically
trained people and about 14ms for musically trained people
[1]. This bias, however, does not affect the ability to keep
a continuous and steady beat. Highly skilled musicians can
deviate from inter-tap intervals as little as 4ms [11]. In-
creased DAF can lead to note errors (sequencing of notes),
prolonged play time, erratic changes in key stroke veloc-
ity, and errors in inter-hand coordination. This disruption
increases with delay and its effect peaks at 200ms, after
which it decreases again [5, 9]. DAF can degrade the per-
ceived quality of an instrument [6]. Pfordresher and Palmer
showed that DAF disruption in a rhythmical sequence using
professional pianists could be lowered if the DAF was close
to a subdivision of the overall tempo [9].

The average flutter, i.e. the differences between adjacent
Inter-Onset-Intervals (IOI), of the hits by a professional
percussionist playing along to a metronome ranged between
10 and 40ms or between 2-8% of the associated tempo in
relative terms [4], suggesting that tempo moderated antici-
pation bias. Takano defined synchronization error (SE) as
the difference between the point in time from a metronome
beat and the activation of a note [12].

Asynchronies of 50ms or more between different orches-
tra members are common already from the spatial arrange-
ments, e.g. a distance of 10 meters adds 30ms due to the
speed of sound [10].

Interfaces for musical expression (IMEs) can provide pri-
mary feedback such as visual, auditive (instrument noise),
tactile, and kinesthetic or secondary feedback (the gener-
ated sound). Bongers described passive feedback as the feed-
back produced by the physical characteristics of the system
(clicking noise of a button etc.) or as active feedback pro-
duced in response to a certain gesture [3].

3. STUDY
The test investigated how precisely musically trained (MT)
(regardless of instrument) and non-musically trained (NMT)
people could synchronize the audible strum of the actuated

456

P.6. Hear You Later Alligator: How delayed auditory feedback affects non-musically
trained people’s strumming

137



guitar [7] to a metronome given either a small (73ms) in-
herent system delay (from triggering the input device to
sound) or a large delay of 250ms. We compared two foot
pedals providing different haptic feedback to investigate if
earlier haptic pre-activation feedback could help the partic-
ipants to better synchronize the strum to the metronome
beat.

3.1 The Strumming Device
The aIME used was the Actuated Guitar [7], which is an
off-the-shelf electrical guitar (Epiphone SG) fitted with a
strumming device operated by a foot pedal for improved
accessibility. The strumming device was made from a mo-
torised mixing desk fader positioned above the bridge pickup
(see Figure 1) to drive a glued-on pick across the strings.
Foam stoppers at each end of the fader shortened the dis-
tance the pick had to travel, lowering latency and reducing
noise when the pick hit the end of the fader. An Arduino
controlled motor managed the speed and direction of the
pick. Two different foot pedals activated a strum of all
strings. The first consisted of a momentary button mounted
in a plastic housing, which raised the button 5.5cm above
the ground. The button provided haptic feedback (resis-
tance) from the time it was first touched to when it was
fully depressed taking typically around 30ms. The second
input device, made from a force sensitive resistor (FSR)
taped flush to a surface board, only provided haptic feed-
back when the foot hit the wooden backboard, see Figure 2.

3.2 Data Logging
The momentary button, FSR and metronome were all con-
nected to their own separate Arduino to avoid increasing the
computations on the Arduino in the guitar and thereby in-
creasing the latency of the guitar strum. An Adafruit Data
Logging Shield with a built in clock and SD-card reader
logged timestamps, metronome, sensor, and button data
with millisecond precision. These components were built
into the casing that held the momentary button.

Figure 1: The motorised fader mounted above the
bridge pickup. Gray foam stoppers on each side
reduced noise and the pick’s travel distance.

A custom-built Arduino-based metronome generated pri-
mary beats at 2.1kHz and the supporting beats at 1.7kHz
with a buzzer at either 60bpm or 120bpm. It provided no
visual indication of the beat. Each high beat was sent to
the data logger that allowed for the computation of synchro-
nization errors between the generated beats and the push

Figure 2: A momentary button in a plastic cas-
ing containing the data logger (left) and a force
sensitive resistor button mounted flush on a board
(right) to trigger strums

.

data from the two input devices.
Using a 240 frames per second GoPro camera we deter-

mined a 45ms system latency between activation of the mo-
mentary button and the plectrum picking the first string
and 73ms for the pick to reach the last string. For more
precise alignment and verification of activations a camera
recorded an LED that lit up when the button closed the
circuit. The participants had no access to this visual feed-
back.

At both 60bpm and 120bpm, 250ms was the subdivision
closest to Finney and Pfordresher’s most disruptive delay
(200ms). To yield a 250ms delay between activation and
strum the Arduino controlling the motor added 177ms to
the system’s inherent 73ms delay.

3.3 Participants
We recruited twelve participants (n=12, age= 39.9 years,
from 16 to 65 years old, four women) - three from cam-
pus and nine without ties to higher education. Half of the
participants had at least five years of musical training or
experience from paid tuition or regular band practice - re-
ferred to as musically trained (MT) - the other half had
no musical training or experience - referred to as as non-
musically trained (NMT). All participants wore flat soled
shoes. Guitar play experience was not required as the par-
ticipants merely strummed through foot activations and did
not ’play’ the guitar, e.g. fretting chords.

3.4 Procedure
The test participants were divided into two groups, each of
which consisted of three participants with musical training
and three without musical training. The first group played
at a tempo of 60bpm and the second at a tempo of 120bpm
- the between subjects factor. Each participant played in
four conditions of both delays (73ms, 250ms) combined with
each input device (momentary button, FSR) as within sub-
ject factors. The orders of the input device and delay were
counterbalanced. At 60bpm the participants played four
minutes and at 120bpm two minutes at each condition to
ensure that each participant got the same amount of train-
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ing, i.e. the number of times they triggered the input device.
We observed, video recorded, timed, and helped change

input devices and delays during each session. Before start-
ing in each condition, the participants were allowed a few
strums on the input device. The delay condition was not
disclosed to the participants, who had to adapt their timing
to synchronize to the metronome beat in each condition.

For each participant and condition we computed the me-
dian synchronization error (SE) - the time difference be-
tween the audible strum (derived from the activation times
tamp plus the system latency) and the metronome beat.
Negative values indicate strums before and positive values
indicate strums after the metronome beat. We computed
the SE spread as the difference between the third and the
first quartile of the synchronization errors. The partici-
pants’ median synchronization errors and synchronization
error spreads - our dependent variables - were subjected to
four-way ANOVA tests with delay and input type as within
and musical training and tempo as between subject factors.

4. RESULTS
We found a significant main effect for delay, F(1, 36)=26.7,
p�0.001, and an interaction between musical training and
delay, F(1, 36)=27.3, p�0.001 on synchronization error.

While the mean synchronization error of musically trained
participants was close to constant, irrespective of delay, the
non-musically trained participants’ mean synchronization
error increased from −8.5ms for short (73ms) to 51ms for
long (250ms) delay, see Figure 3.

Figure 3: The mean synchronization error of mu-
sically trained (MT) and non-musically trained
(NMT) participants (N=6+6) by delay including
0.95 confidence interval error bars.

Similarly, the ANOVA test of the spread of the partic-
ipants’ synchronization error found the same effects - for
delay, F(1, 36)=21.7, p�0.001, and the interaction (see Fig-
ure 4) between musical training and delay, F(1, 36)=10.6,
p=0.002. While musically trained participants had an in-
creased synchronization spread from 44ms to 55ms, this dif-
ference was not significant according to a t-test (t(5)=0.71,
p=0.51). In comparison to the low delay, the high delay al-
most doubled the mean spread of the synchronization error
(from 73ms to 137ms) of the non-musically trained partici-
pants. The density plots in Figure 5 for 60bpm, momentary
button, 73ms and 250ms delay illustrate the bigger spread
for the non-musically trained participants.

For tempo we found no effect on the mean synchroniza-
tion error but the ANOVA on its spread bordered signif-

Figure 4: The mean spread of synchronization er-
rors of musically trained (MT) and non-musically
trained (NMT) participants (N=6+6) by delay in-
cluding 0.95 confidence interval error bars.

icance F(1, 36)=3.57, p=0.067. At 120bpm the spread of
synchronization errors was larger (88ms) than at 60bpm
(67ms). Neither on synchronization error nor on its spread
did we find significant effects for input type. Regarding in-
put devices all participants mentioned the lack of primary
feedback (haptic, visual, auditive) [8] when using the FSR,
which made correct positioning of the foot difficult. This
lack of feedback prompted them to bend down and lift their
foot to use the eyes for guidance. Three users lost the posi-
tion during the test and struggled to quickly find the resting
position again before continuing the test.

Moreover, seven participants (all male) with bigger feet
initially needed some time to find a comfortable foot po-
sition on the enclosure with the momentary button as the
physical dimensions in height and length of the casing con-
taining the momentary button made it difficult to quickly
find a good pivot position. Four participants found that the
passive feedback [3] (clicking sound) from the momentary
button distracted them from focusing on the metronome.
The height of the momentary button, combined with the
short length of the housing, made it impossible to rest the
heel on the floor while pushing the button, which forced the
participants to position their foot on the edge of the hous-
ing to get a good pivot point. That caused some starting
issues, but after a few minutes it was not an issue. Four
participants (mixed) complained that it was difficult to fo-
cus on the metronome as some felt it was drifting, others
locked on to an off-beat, and some felt the passive feedback
from the momentary button was distracting.

5. DISCUSSION
Figure 3 shows that NMT participants performed better
(with smaller synchronization errors) than MT participants
with the short delay (73ms). At first glance this seems to
contradict that musicians tend to have smaller synchroniza-
tion errors (in the form of a small negative anticipation bias)
compared to non-musically trained. However, remember
that the synchronization error was computed as the distance
from the strumming of the last string to the metronome
beat. If we computed the synchronization error from the
first string (45ms) the mean synchronization error would
be -36ms for NMT and -10ms for MT. These values are a
lot closer to what previous research has found [1, 4]. This
shows that the participants were, in fact, trying to synchro-
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Figure 5: Density plots of six participants playing
at 60bpm using the momentary button. Participant
(1-3) non-musically trained and participant (4-6)
musically trained with 73ms delay (top) and 250ms
delay (bottom).

nize to the beginning of the strum and could factor in the
system delay (45ms to first string). The results indicate MT
participants were not affected by the large delay, but NMT
participants’ synchronization error was increased by 60ms.
While the NMT’s mean synchronization error of 50ms seems
low, as these are common in musical performances [10], the
actual spread of their synchronization errors at 250ms DAF
was rather large (138ms) (see Figure 4 and 5), which shows
that NMT participants were struggling to reliably synchro-
nize to the beat. The MT participants performed equally
well under both delays with a small increase in spread, sug-
gesting that they could time their activations consistently,
unaffected by the 250ms DAF. Asked about their strategy
for coping with the long DAF, two MT participants explic-
itly mentioned recognising hitting the subdivision of the
beat in this setting - in line with Pfordresher’s findings.
The two tempos used in our study did not affect synchro-
nization error spread substantially (11ms difference), but
the trend was in the opposite direction of previous findings
by Dahl [4]. Her participants, however, did not play along
to a metronome, played at faster tempo, and experienced
no DAF. Future research needs to address this further.

While the input devices had some notable differences and
participants struggled to a small degree with them, this

did not affect the participants’ performance. They per-
formed equally well using the momentary button and the
FSR to control the strumming. The qualitative feedback
highlighted confusions stemming from the auditory pre–
activation feedback that might have negated the tactile feed-
back benefits of the momentary button before activation.

6. CONCLUSION
Delayed auditory feedback has detrimental effects on syn-
chronization performance of non-musically trained people.
Unlike for musically trained people this cannot be overcome
by increasing system delays to subdivisions of the overall
tempo. When building assistive instruments for rehabili-
tation purposes designers should strive to minimize system
latency. While our healthy participants’ synchronization
performance did not benefit from an input device with pre-
activation feedback, this might not hold in musical ther-
apy due to other benefits these controls provide. Musically
trained people can be subjected to longer DAF if they are
close to subdivisions of the overall tempo, which implies
that aIMEs should allow for adjusting activation latency.
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ABSTRACT
Common emotional effects following a stroke include de-
pression, apathy and lack of motivation. We conducted a
longitudinal case study to investigate if enabling a post-
stroke former guitarist re-learn to play guitar would help
increase motivation for self rehabilitation and quality of life
after suffering a stroke. The intervention lasted three weeks
during which the participant had a fully functional electri-
cal guitar fitted with a strumming device controlled by a
foot pedal at his free disposal. The device replaced right
strumming of the strings, and the study showed that the
participant, who was highly motivated, played 20 sessions
despite system latency and reduced musical expression. He
incorporated his own literature and equipment into his play-
ing routine and improved greatly as the study progressed.
He was able to play alone and keep a steady rhythm in time
with backing tracks that went as fast as 120bpm. During
the study he was able to lower his error rate to 33% and his
average flutter decreased.

Author Keywords
Motivation, Stroke, Hemiplegia, Re-enabling, Music, Gui-
tar, Actuation, Assistive Technology

CCS Concepts
•Applied computing→ Sound and music computing; Per-
forming arts; •Hardware → Sensors and Actuators;

1. INTRODUCTION
Every year 15 million people worldwide suffer strokes, of
whom 33% survive with permanent disabilities. Demographic
projections show a likely increase in this trend. Common
emotional effects following a stroke include depression, apa-
thy and lack of motivation [34, 9], which are a major prob-
lem in the later stages of home-based rehabilitation. An
increasing amount of research has been dedicated to the po-
tential role of music and music performance in helping peo-
ple cope with the physical and emotional effects of a stroke.
Performing music exercises the brain, increases quality of
life through a sense of agency, empowerment, and belong-
ing [27], and provides intrinsic motivation [33] to engage in
the activity. The intrinsic motivation is an important factor

Licensed under a Creative Commons Attribution
4.0 International License (CC BY 4.0). Copyright
remains with the author(s).
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to help stroke survivors stay motivated in order to encour-
age to self-rehabilitation and combat the life-long physical
and emotional effects of a stroke.

Musicians hit by a stroke find themselves suddenly un-
able to play a musical instrument with one side of their
body. While their musical knowledge remains intact, they
can no longer use it to play an instrument. Enabling for-
mer musicians to play their instrument by making their in-
strument accessible would likely improve their motivation.
However, it is unclear how the reduced musical expression in
assistive interfaces for musical expression (aIME) from e.g.,
added latency, the simplification of input gestures, custom-
made interfaces, and change in feedback modalities, affects
long-term motivation as aIME research typically focuses on
short-term proof of concept evaluations [6, 30, 35, 20].

This paper investigates how latency, delayed auditory
feedback and reduced expressiveness affects long term mo-
tivation using the Actuated Guitar [15, 16].

2. BACKGROUND
2.1 Musical Benefits in Rehabilitation
People who listen to or perform music use several mental
registers that trigger a coordinated action of multiple mech-
anisms [1], including the motor cortex, cerebellum, sensory
cortex, visual cortex and the audio cortex [17]. In gait train-
ing acute stroke patients using simple Rhythmic Auditory
Stimuli (RAS) (prerecorded music with metronome over-
lay) showed significant improvements in gait velocity, stride
length and stride symmetry compared to normal gait train-
ing for stroke victims [31]. In addition to listening or moving
to music, performing music is one of the most challenging
and complex tasks for the brain as it requires precise tim-
ing, hierarchically organised actions, precise pitch interval
control, and rhythm [38]. Studies with stroke patients suf-
fering from a moderate impairment of motor function of the
upper extremities show that playing an instrument for three
weeks results in more improved motor function than with
conventional therapies [28]. This music-supported therapy
builds on repetition and draws on the additional benefits of
the playfulness and emotional impact of active music mak-
ing, which increases the participant’s motivation. Besides
the physical and motivational benefits, performing music
has also positive effects on memory, attention, neglect, ex-
ecutive function, and emotional adjustment [32]. Even in
short interventions music reduces depression, anxiety, and
hostility [32].

2.2 Gestures and Mapping
The separation of the sound source from the control inter-
face gives more possibilities when designing Digital Musi-
cal Interfaces (DMI) than with traditional acoustic instru-
ments whose sound source is an integrated part of the in-
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terface [23, 22]. However, designing musical instruments -
whether acoustic or DMI - is still a lesson in how to avoid
frustration and boredom. If the instrument is too simple
it might not provide rich musical expression and result in
boredom, but if it is too complex it could cause frustration
and scare away the user before they were able to achieve
any rich musical expression [36][21].

A gesture is a human action used to generate sounds [22]
and a common DMI model [22] splits the instrument into
two parts: a gestural controller and a sound generator. A
gesture when referring to DMI is a human action used to
generate sounds [22]. The gestural controller takes these
gestures as inputs. The gestural interface does not emit
any sound besides what is called primary feedback (visual,
auditive i.e., instrument noise, tactile, kinesthetic). The
gestures are mapped to the sound generator, which can fa-
cilitate outcomes that would otherwise be impossible with
existing acoustic instruments either because of user limita-
tions or because of the instrument itself. The sound gener-
ator outputs the sound of the DMI, also called secondary
feedback. Bongers further expands the description of feed-
back with passive feedback that is produced by the physical
characteristics of the system (i.e., clicking noise of a button)
or active feedback that is produced in response to a certain
gesture [7]. The acquisition of gestures can be accomplished
by six different types of interfaces [11]: distance sensing in-
terfaces (DSI), motion tracking interfaces (MTI), tangible
interfaces (TI), biometric interfaces (BI), touch screen in-
terfaces(TSI), and wind controller interfaces (WCI) each or
in combination allowing for certain interactions.

2.3 Musical Expression
Levitin et al. describe gestures, and hence musical expres-
sion, through what they call the musical control space where
the performer can control the temporal stages - the begin-
ning, middle and end of a musical event [18]. During the
three stages the performer can, depending on musical in-
strument or DMI, vary the expressiveness through pitch (se-
lected note, vibrato, slide etc.), loudness (attack, tremolo,
bowing etc.) and timbre (bow or pick angle, bow or pick
position, palm muting, etc.).

2.4 Latency and Synchronisation
Many instruments exhibit an inherent latency between ac-
tuator activation and the occurrence of sound. For exam-
ple, by moderating the velocity a pianist can increase the
latency from pressing a piano key to the audible onset of a
soft note by as as much as 100ms [4].

While musicians detected latencies as low as 7-10ms [12],
people tapping along to a beat had, on average, more ten-
dency to tap before the beat. This anticipation bias amounted
to around 50ms for people without musical training and
about 14ms for musically trained people [2]. This bias
does not affect the ability to keep a continuous and steady
beat where variation in inter-tap intervals can be as low as
4ms [26]. Increased delayed auditory feedback from activa-
tion causes disruption and leads to note errors (sequencing
of notes), elapsed time, key stroke velocity, and inter-hand
coordination. It peaks at 200ms whereupon it diminishes
again [12, 24].

In terms of evaluating temporal accuracy Pfordresher [24]
used the coefficient of variation (CV) and the standard de-
viation of inter-onset-intervals (IOIs/mean IOI) computed
for each trial as the primary measure of timing variabil-
ity. The average flutter (differences between adjacent Inter-
Onset-Intervals) of the hits from a professional percussion-
ist ranged from 10 to 40ms between 2-8% of the associated
tempo [10], suggesting that tempo affects the anticipation

bias. The relative size of the flutter increased with smaller
tempos, which suggests that the inter-onset-intervals of the
consecutive onsets varied substantially. Flutter resulted in
an offset or difference between the inter stimulus onset in-
terval (ISI), e.g. a metronome beat, and the IOI, e.g. hit
on a drum, resulting in synchronisation errors (SE) [29].

People are more sensitive to auditory advance than audi-
tory delay as they can detect auditory advance asynchronies
between video and sound at around 20 - 75ms and audi-
tory delays from 100 - 188ms [3]. Asynchronies of 50ms or
more between different orchestra members are common in
musical performances due to, e.g. flutter, but even the spa-
tial arrangements increase asynchronies, e.g. a distance of
10 meters adds 30ms delay to the sound because of travel
time [25].

2.5 Function allocation and Control Site
A general Human Factors design approach is Human-Machine
Function Allocation in which the functions are divided be-
tween the human user and the machine [19]. Bailey [5]
defines several approaches to function allocation where the
leftover allocation in aIME design is interesting. In leftover
allocation as many functions as possible are given to the
user to emphasise the natural movements of the user, and
the leftovers are to be handled by the technology. When de-
signing aIMEs the human body offers several different con-
trol sites that can be used for controlling a device. Webster
et al. identify commonly used sites for controlling assistive
devices: hand/finger, arm, head, forehead, eye, leg, knee,
foot and mouth [37]. The control sites for aIMEs should
have precise rhythmical motion within the latency limits.
In addition, the control site should be suited to prolonged
used.

3. STUDY METHOD AND aIME DESIGN
We planned a three week case study using a mixed meth-
ods approach to allow for an in-depth and long-term inves-
tigation. The methods used were observations, interviews,
and detailed data logging of the participants usage of the
Actuated Guitar. Before the intervention we conducted
a pre-intervention interview to collect general health and
background information about the participant. We used
the World Health Organisation Quality of Life question-
naire (WHOQOL-100) on both the participant and his wife
before and after the intervention to compare the Quality of
Life scores and to see if there are any increase in QOL or
if any crossover QOL effects happened during the interven-
tion. The domains within Physical Health, Psychological,
Level of Independence and Social Relationships were of par-
ticular interest. We determined that it was the Psychologi-
cal Domain where the study might have the biggest impact
as the participant could become more positive as he gained
or re-gained functions and abilities, experienced greater self-
esteem, and saw an increase in thinking, learning, memory,
and concentration because of repeated practice.

The Functional Independence Measure (FIM) question-
naire is a widely used questionnaire for determining a per-
son’s performance of self-care, bowel-bladder control, trans-
fer, locomotion, communication, and cognition to indicate
how independent and well functioning the person is in a
given setting [13]. We used this to get a more thorough
understanding of the participant’s general level of function
and Independence at the start of the intervention.

3.1 The participant
A 64-year-old male former school teacher participated in the
study. At the time of the intervention he was 15 years post-
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stroke and a right-side hemiplegic with complete paralysis
of his right arm. He was still able to walk using an ankle
bracelet and shoes but had a significant limp. He lived at
home with his retired wife who was the primary care taker.
Before the stroke he had been a avid organ, piano, and
guitar player in different semi-professional bands since his
teens. After the stroke he was unable to play any instru-
ments but had relearned to some extent how to play melody
on the piano with the left hand instead of the normally used
right hand. The aIME had to take into account his disabili-
ties as well as his remaining abilities. Using the principle of
leftover allocation the full functioning left hand could fret
chords as usual, but the assistive part had to substitute the
typical gestures of the strumming hand.

3.2 aIME Design
The study used the Actuated Guitar [15, 16, 14] there is a
regular off-the-shelf electrical guitar (Epiphone SG) fitted
with a motorised fader that strums the guitar when a pedal
is pressed. The current implementation of the Actuated
Guitar only allow for the simplest right hand gesture on
a guitar, (strumming of all strings), as it requires lower
precision than, e.g. picking or plucking, but still allows the
player to play most chords. The actuator is placed above
the strings and drive a pick across the strings to strum the
strings when a footpedal is pressed, see Figure 1.

3.2.1 Modifications and Data Logging
A few important changes were made to the Actuated Guitar
before the the longitudinal field trial began.

A new foot pedal was developed as the original 3D-printed
prototype was worn out from previous tests showing that
the current components and design was too fragile for lon-
gitudinal use. To ensure that the pedal could withstand
prolonged use we installed a rugged momentary button in
a hard plastic enclosure, see Figure 1. The plastic enclo-
sure also served as enclosure for additional components for
collecting data from the user during use of the Actuated
Guitar.

For registering button pushes the existing momentary
button was used. We measured how hard the button was
pushed with a force sensor sandwiched between the button
and the casing. We also fitted a distance sensor in front of
the button to measure how high the participant lifted his
foot from the button, if he did so at all. All the sensors
were connected to their own Arduino to avoid increasing
the latency of the guitar strum. An Adafruit Data Logging
Shield with a built in clock and SD-card reader was used to
log the date, sensor and button data at each millisecond for
the highest precision.

The change to the foot pedal did not alter how the guitar
performed and a button press still resulted in a strum of all
strings.

Two foam stoppers were installed at each end of the fader
to shorten the distance the pick had to travel, which lowered
latency, and to reduce noise when the pick hit each end of
the fader.

The new footpedal and the motorised fader with foam
block can be seen on Figure 1.

3.3 System Latency
By using a GoPro camera that recorded 240 frames per
second we found a 45ms system latency between the closing
of the pedal button and the plectrum picking the first string.
For more precise alignment the camera recorded an LED
that lit up when the button closed the circuit. The complete
six string strum (from hitting the first to leaving the last
string) took 28ms. See Figure 2.

Figure 1: The pedal with the momentary button
and built-in datalogger (left) and the electrical gui-
tar with the motorised pick (right).

Figure 2: The total amount of time it takes from
the button being pressed to the pick moving to the
pick movement stopping.

4. THE INTERVENTION
The intervention lasted three weeks, throughout which the
participant had the guitar at his home to play whenever he
chose. The set-up consisted of the Actuated Guitar, gui-
tar amplifier, guitar tuner, the pedal, a note stand, clear
instructions and a video camera to record all sessions. The
pedal and tuner were attached to a wooden board with Vel-
cro for fastening and easy re-positioning. The equipment
was set up in the living room and was able to remain there
for the entire intervention without being moving or disas-
sembled.

The questions going into the intervention centred on whether
the participant could do the following despite the inherent
system delay and reduced expressiveness:

• play a song without support?

• play along to a slow backing track with bigger antici-
pation bias?

• play along to a fast backing track?

• stay motivated and play during the free session?

During the intervention the participant could play vol-
untarily, while twice a week he played in a researcher-led
mandatory session. During the mandatory sessions he played
the same song of his own choosing at his own tempo, and
then played along to a simple four chord backing track first
at 60 beats per minute (bpm) and then at 120bpm. The
researcher, who observed the sessions, noted down any in-
teresting observations. The remaining time was a so-called
free session without any restrictions during which he could
play whatever and whenever he wanted. During the free ses-
sions his wife helped equip the guitar, since the soft guitar
strap prohibited the participant from equipping the guitar
himself, and turned the video camera on and off. The reg-
ular strap was replaced with a strap with clips at each end,
which made it easier for her to help equip the guitar.

307

P.7. A Longitudinal Field Trial with a Hemiplegic Guitarist Using The Actuated
Guitar

143



Figure 3: The participant playing the guitar during
a free session.

5. RESULTS
During the three-week intervention the participant played a
total of 20 sessions (14 free, 6 mandatory). We counted the
duration of a session from the point at which the participant
was ready to play in the chair with an equipped guitar to
the moment he put the guitar down again,

see Figure 5. On average, a mandatory sessions lasted 14
minutes and the free sessions 31 minutes.

Figure 4: The total time spent per session during
the three weeks of the intervention.

During the first few days the participant investigated the
guitar and its potential by playing different chords up and
down the fretboard.

From the third day he included an iPad running YouTube
for backing track support for the mandatory children’s song.
Around the same time he started to include his own musical
tools - an old metronome and old books about guitar chords
- and continued to challenge himself and expand his musical
repertoire.

He used his piano playing ability to create supporting
backing tracks, which gave him drum and bass to play along
to. The backing tracks were not random chords but actual
full-length songs he had played along to on the piano be-
fore he had the stroke. He played entirely from memory.
The chords he played included extended, major and minor
chords.

Based on both the logged data and observations the gen-
eral design of the guitar and pedal worked well for a long-
term study, and the delay and reduced musical expression

Figure 5: The percentage of synchronisation errors
exceeding ±50ms in the mandatory sessions.

were not a problem. The momentary button itself got worn
out because of the extended use. This required the par-
ticipant to press harder and harder to strum the guitar.
However it did not alter his motivation to play the guitar.

We visually inspected the audio wave to determine the er-
ror rate during the intervention. The flutter or beat offset
were evaluated by comparing the beat to the actual strum-
ming of the strings.

According to [25] we labelled strums that occurred more
than 50ms before or after the backing track beat as errors.
We obtained the onsets from visual inspection of the audio
wave form. This was done by inspecting the audio wave
form the video recordings of the participant playing along
to the 60bpm and 120bpm backing track and comparing the
peaks. The error threshold was set to a flutter of 50ms [2,
10], see Figure 5.

Figure 5 shows the percentage of synchronisation errors
exceeding the threshold of ±50ms for each mandatory ses-
sion and tempo. We reviewed the video of six strum outliers
exceeding 200ms and excluded these from the data set. The
outliers we removed were caused by small readjustments to
the guitar position (n2), button interaction error (n2), or
lack of concentration during play, e.g. looking at the re-
searcher (n2). The synchronisation errors showed a steady
decline during the intervention from 39 to 22% for 60bpm
and from 51 to 17% for 120bpm, which conforms to the
power law of learning [8].

The participant generally strummed later when playing
to the 120bpm track than when playing to the 60bpm track,
see Figure 6. The first session average from the 60bpm ac-
tually shows that he was also late compared to the follow-
ing averages, and with anticipation bias in mind it is clear
that this was not a sign of better performance. On day 17
of the intervention the final mandatory session had to be
stopped as the participant struggled to activate the button
to strum the guitar and gave up on finishing the session. It
was decided that he could stop using the guitar and pick
it up 5 days later when the intervention was scheduled to
end. However, his motivation to play the guitar was so
strong that he kept playing despite the failing button, see
Figure 4. Logged data from the force sensor shows that
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the force required to activate a strum slowly increased dur-
ing the intervention and during the sixth mandatory session
required more than three times the force.

Figure 6: The synchronisation error averages per
day in milliseconds from the mandatory sessions at
60 and 120BPM.

The QOL questionnaire showed a small QOL improve-
ment in Pain and Discomfort, Positive Feelings, Thinking,
Learning, Memory and Concentration, no change in Sleep
and Rest and Self-Esteem, and a small QOL decrease in
Energy and Fatigue, Bodily Image and Negative Feelings.

The results of the FIM test (108 out of 123) placed the
participant on step 6 as a person having ’modified inde-
pendence’ on a scale going from 1 (Total Assistance) to 7
(Complete Independence). The score matched the partici-
pant’s inability to use his right arm. He needed assistance
with such tasks as buttering bread, cutting up meat, and
putting on a t-shirt. The cognitive sub-part of the FIM test
focusing on problem solving and memory showed that he
needed supervision or assistance less than 10% of the time
and that he often used an iPad or similar device to solve
cognitive challenges.

6. DISCUSSION
The participant showed strong motivation to play the gui-
tar long-term despite the inherent delay and reduced ex-
pressiveness as he played 14 free sessions over a total of
7.2 hours spread out across the three-week intervention. In
addition to the time spent playing the guitar he also incor-
porated his former backing tracks stored in his old keyboard
setup, which showed an even higher degree of motivation.
We used a Synchronisation Error (SE) threshold of 50ms
which was rather strict, as normal anticipation bias can be
±50ms. The participant learned to incorporate the inher-
ent delay of the system as the SE showed a clear decline
throughout the intervention. Fewer SE during the 120bpm
backing track can partly be explained by the fact that the
relative size of flutter increases with slower tempos [10] and
thereby produces more SE when playing along to the 60bpm
backing track. The SE average also supports the conclu-
sion that he gradually learned the interface and the built-in
delay, see Figure 6. The figure also reveals that he strug-
gled more with the 120bpm tempo since the averages are
higher (later) overall. According to anticipation bias [2],
they should be around -14 to -50ms early.

In the future the data logger should be able to log the
MIDI tempo data to get more precise and extensive data.

We did not consider the quality of the chords played,
which could potentially tell a lot about how the participant
coordinated the strum and chords. Any mismatch could
affect rhythm and timing if the participant experienced it

as disruptive and might have lost focus, which would af-
fect the results. A visual and auditive comparison of the
recorded video from the beginning and the end of the inter-
vention reveal that his ability to coordinate the strum and
and the fretting of chords improves immensely. Despite the
profound latency of the system and the worn out button.

According to the power law of learning the SE should con-
tinue to decline based on the amount of practice/learning,
but as seen in Figure 6 the SE average increased a lot during
the fifth and last mandatory session. Figure 5 also shows
an increase from 7 to 16% in the 120bpm tempo in SE per-
centage, exceeds the threshold. The increased force needed
to activate the button most likely affected the data and
could explain why the averages in both 60bpm and 120bpm
increased in the last mandatory session.

The QOL questionnaire showed an increase in positive
feelings, which fits well with how the participant used the
guitar during the intervention and indicates that he was
highly motivated and enjoying himself. Thinking, learning,
memory and concentration also increased, which also fits
well with the many sessions and hours played. Bodily Ap-
pearance and Negative Feelings decreased, which can seem
contradictory as he was able to perform a task that he could
not do before. The lower scores might indicate an increased
awareness of his own situation and limitations. The QOL
questionnaire did not have the sensitivity to reveal any con-
clusive improvements or changes in quality of life. In coming
studies a more suitable questionnaire should be used.

While the current design was good for short-term use
longer term trials would need to resort to higher quality
to avoid wear.

7. CONCLUSION
The participant was able to play the guitar without support
and only needed help for equip the guitar as it used a reg-
ular guitar strap. The mandatory session showed that the
participant was able to play along to both the slow and fast
backing track lowering his synchronisation errors with 17%
at 60bpm and 34% at 120bpm. This showed that the partic-
ipant was able to learn and compensate for the system delay
of 45ms from pushing the foot pedal to the pick reaching the
first string. Playing 14 free sessions for a combined total of
more than 7 hours is a clear indication of the participant’s
motivation to use the Actuated Guitar despite the latency
and limited expressive possibilities. Other indicators of a
high degree of motivation was how the participant incorpo-
rated his own devices into the study. He used his iPad to
find tunes on YouTube to play along too and used his old
piano setup and P.A. with the backing tracks from the time
before his stroke.
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