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1 INTRODUCTION

Over the past few years, significant advancements were made in the development of smart grids, capable of balancing supply and demand and maximising the utilization of renewable energy sources (RES). The majority of recent research focuses on flexibility based demand response mechanisms for shifting energy supply and demand according to the availability of RES and other factors. Previous research has identified and built on various aspects of energy flexibility, such as: aggregation and disaggregation of flexibility [29], frameworks and architectures for flexibility data management [4, 25], flexibility modeling [26], measurement and comparison [33], and trading in energy markets [34].

Heat pumps have seen a significant rise in adoption in Europe [6]. They offer an attractive alternative to conventional electrical heating solutions due to their substantially higher efficiency and, therefore lower carbon footprint [11, 22, 35]. With heating constituting the largest part of energy demand for both residential and commercial sectors, heat pump installations are key sources of potential energy flexibility [23]. One way of harnessing potential flexibility is allowing deviations in building indoor temperature within predefined user comfort bounds. The heat pumps could then be controlled to increase or decrease power consumption for a period of time while still maintaining indoor temperature within given bounds [23]. In order to utilize available flexibility a remote control mechanism is required which would allow dynamic modification of heat pump operation. Also, an indoor temperature forecasting model would be required to estimate how the modified operation will impact indoor temperature to make sure it does not violate the user defined comfort bounds.

In recent years, an interface specification known as Smart Grid Ready (SG-Ready) has been developed enabling heat pump operation to be adjusted using an external signal. It has seen widespread adoption among manufacturers and is available in more than 1200 heat pump models [11]. As seen in Table 1, SG-Ready defines 4 supported operating modes. Out of the 4 specified operation modes, Off and ForcedOn enforce deterministic, implementation-agnostic
heat pump behaviour. Mode Off interrupts heating and reduces heat pump power consumption to a minimum, where as ForcedOn forces the heat pump to consume the maximum amount of power, increasing the heat. These two modes enable the utilization of heat pump flexibility, as they allow to temporarily decrease power consumption with mode Off or increase power consumption with ForcedOn mode.

<table>
<thead>
<tr>
<th>Operating mode</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Off</td>
<td>Heat pump operation actively switched off, using minimal power (limited to 2 hours a day)</td>
</tr>
<tr>
<td>Normal</td>
<td>Heat pump operation is normal</td>
</tr>
<tr>
<td>RecommendedOn</td>
<td>Heat pump operation is set to prefer switching on (interpreted as a recommendation)</td>
</tr>
<tr>
<td>ForcedOn</td>
<td>Heat pump (and auxiliary heaters, if applicable) operation actively switched on, using maximum power</td>
</tr>
</tbody>
</table>

However, there are no known scalable, data-driven methods for individual smart heat pump flexibility prediction that estimate what heat pump operation is possible given user predefined temperature comfort bounds. Previously conducted studies utilize physical models to forecast thermal response, however, these methods require exact heat pump specifications, detailed information about the building and its layout which are unique to each deployment [23]. Furthermore, these methods use a lot of monitored variables which are not always available due to lack of sensors [15, 24].

This paper aims to address these limitations by proposing a novel data-driven flexibility prediction method HeatFlex for individual smart heat pumps and makes the following contributions: (1) Proposes HeatFlex, the first, to the authors’ knowledge, fully data-driven flexibility prediction method for smart heat pumps based on modern machine learning methods. (2) Introduces novel flexibility metrics, enabling quantitative evaluation of predicted flexibility. (3) Experimental qualitative and quantitative evaluation of HeatFlex using real world heat pump data from three deployments. HeatFlex is fully data-driven and does not require a predefined physical model of the deployment environment or exact specifications of the heat pump and only uses 3 monitored variables for prediction: indoor temperature, heat pump power consumption and outdoor temperature, which are widely available from most modern energy management systems and open-access weather information providers. Our experimental evaluation shows that HeatFlex, utilizing modern recurrent neural networks, significantly outperforms multivariate linear regression and SARIMAX time series forecasting model baselines in terms of prediction error. Results show that HeatFlex is capable of accurately predicting over 90% of available flexibility throughout different seasons and heat pump deployments.

The paper is structured as follows: Section 2 describes related work. Section 3 defines the flexibility prediction and indoor temperature forecasting problems. Section 4 provides an outline of the proposed method HeatFlex for flexibility prediction. Section 5 describes used indoor temperature forecasting models and metrics. Section 6 describes our proposed algorithm for predicting flexibility and proposed flexibility metrics. Section 7 describes setup for the experiments. Section 8 shows the results of the experiments. Finally, Section 9 concludes the paper and outlines directions for future work.

2 RELATED WORK

In previous work, several methods have been proposed for flexibility prediction. A regression and temporal sequence matching based method has been proposed for predicting device activation time and energy demand of electric vehicles and wet-devices (washing and cleaning devices that use water, like dishwashers or washer dryers) [20, 21]. A physical model based energy demand prediction algorithm has been proposed for shifting demand of electrical vehicles and heat pumps to minimize the cost of consumed electricity [23]. Another study proposes a physical modelling approach for estimating the energy profile of a building with an installed heat pump expressed as a first order linear time invariant system [21]. In comparison, this paper proposes HeatFlex, a model-free, fully data-driven method for predicting flexibility from individual smart heat pumps.

Traditionally, physical modelling through parametrized differential equations was used to model building’s thermal response to change in heating operation of HVAC systems, including heat pumps [23]. However, this approach requires prior knowledge about the heating installations, building layout, precise device specifications and a significant number of monitored variables through installed sensors, which are not typically available in real world deployments. Furthermore, the physical modelling approach requires defined equations describing the exact environment configuration for each individual deployment and is also heavily reliant on constantly available high frequency, accurate sensor readings [15, 24].

Alternative data-driven methods, such as regression methods or time-series forecasting models do not have such strict prerequisites and have been applied to solve load forecasting problems [10]. However, regression methods do not capture temporal dependencies and most cannot model non-linear relationships, whereas time series forecasting models tend to underperform on highly non-linear, non-stationary data [18, 30]. HeatFlex utilizes modern data-driven modeling methods that can capture both sequential and complex, non-linear relationships.

Over the past few years, machine learning based approaches have been successfully adopted and achieved state-of-the-art performance for various prediction problems in the energy domain [2, 12, 14]. Modern machine learning methods like deep neural networks are capable of modelling complex, non-linear relationships between variables, having much greater applicability and, usually, higher performance than traditional regression or time series forecasting algorithms [24]. Recently, these methods have been applied for load and thermal response prediction in buildings equipped with HVAC systems. Traditional neural networks have been used for single step ahead humidity and indoor temperature forecasting in households [31], indoor temperature forecasting for several areas of a school building [1]. More advanced recurrent
neural networks, such as the Long-Short Term Memory (LSTM) network have also been used for indoor temperature forecasting in a building with an installed air handling unit [17], outperforming traditional neural network models. LSTM based models have also been used for heating load forecasting for combined heating and power plants, yielding significant performance gains compared to traditional regression approaches [18]. This paper improves on previous research by effectively applying modern neural networks for smart heat pump indoor temperature forecasting and flexibility prediction.

### 3 PROBLEM DEFINITION

This section formally describes the preliminaries and provides a problem definition for the paper.

\[
X = [X(t-m+1) \ldots X(t-1) X(t)]
\]

(1)

\(X\) is a regular time series holding historical data of past observed parameter values with record count \(m\) (known as memory) defining how many past records will be used for prediction. \(X\) is composed of vectors \(X(t)\):

\[
X(t) = [T_{ind}(t) \quad T_{out}(t) \quad P_{hp}(t) \quad DT(t)]
\]

(2)

where \(T_{ind}(t)\) is the indoor temperature in a selected environment at time \(t\), \(T_{out}(t)\) is the outdoor (external) temperature at time \(t\), \(P_{hp}(t)\) is the average power consumption by the heat pump in the time interval \([t - s; t]\), and \(DT(t)\) is the date and time at which \(T_{ind}(t), T_{out}(t),\) and \(P_{hp}(t)\) were gathered. Variables \(T_{ind}(t)\) and \(P_{hp}(t)\) can be retrieved from the energy management system of the heat pump, variable \(T_{out}(t)\) can be retrieved from a locally installed sensor or an open access weather service, and \(DT(t)\) can be retrieved along with the other variables or be generated.

\[
U = [P_{hp}(t+1) \ldots P_{hp}(t+h-1) P_{hp}(t+h)]
\]

(3)

\(U\) is a one-dimensional vector of length \(h\) called the control signal. It contains planned heat pump power consumption values \(P_{hp}(t+i)\), where \(i \leq h\). \(h\) is known as prediction horizon and defines how many time steps of indoor temperature will be predicted by the model.

\[
Y = [T_{ind}(t+1) \ldots T_{ind}(t+h-1) T_{ind}(t+h)]
\]

(4)

\(Y\) and \(\hat{Y}\) are one-dimensional vectors of length \(h\), containing ground-truth and predicted indoor temperatures, respectively.

In this paper heat pump flexibility is denoted as \(F\). Flexibility \(F \in \mathbb{Z}, F > 0\) is a positive integer scalar, representing how many timesteps the user predefined lower temperature bound \(T_{ind, lower}\) and upper temperature bound \(T_{ind, upper}\) will not be violated if the heat pump is operating according to the control signal \(U\). Predicted flexibility is defined as \(\hat{F}\), whereas existing potential flexibility is denoted as \(F\).

**Problem definition.** Let \(FLEX\_PREDICT\) be a function taking predicted indoor temperature \(\hat{Y}\), lower temperature bound \(T_{ind, lower}\) and upper temperature bound \(T_{ind, upper}\), returning predicted flexibility \(\hat{F}\), such that:

\[
FLEX\_PREDICT : (\hat{Y}, T_{ind, lower}, T_{ind, upper}) \mapsto \hat{F}
\]

(5)

Let \(TEMP\_FORECAST\) be a function taking historical readings \(X\), control signal \(U\), returning forecasted temperature \(\hat{Y}\), such that:

\[
TEMP\_FORECAST : (X, U) \mapsto \hat{Y}
\]

(6)

Given historical data \(X\), control signal \(U\), lower user defined temperature bound \(T_{ind, lower}\) and upper user defined temperature bound \(T_{ind, upper}\), find the two functions \(FLEX\_PREDICT\) and \(TEMP\_FORECAST\), such that prediction errors for predicted flexibility \(|\hat{F} - F|\) and forecasted indoor temperature \(|\hat{Y} - Y|\) are minimized.

### 4 HEATFLEX OVERVIEW

This section outlines the flexibility prediction method HeatFlex proposed in this paper. HeatFlex utilizes data-driven predictive models to learn \(TEMP\_FORECAST\), an indoor temperature forecasting function used to accurately forecast indoor temperature \(\hat{Y}\) given historical data \(X\) and control signal \(U\) for prediction horizon \(h\). As seen in Figure 1, HeatFlex has two phases: indoor temperature forecasting and flexibility prediction.

For the indoor temperature forecasting phase, the historical \(X\) and \(U\) data are preprocessed (see Section 7.2). Afterwards, the machine learning algorithm for the temperature forecasting model (see Section 5) and its parameters are selected, including memory parameter \(m\), horizon parameter \(h\) and model-specific hyper-parameters (such as cell count for neural networks). Once the model is selected, the preprocessed historical data is used to train the selected model to predict indoor temperature \(\hat{Y}\), with the training goal of minimizing error \(|\hat{Y} - Y|\). The trained model is then used to forecast indoor temperature \(\hat{Y}\) in two scenarios. The first scenario \(Off\) assumes that the heat pump will be switched to mode \(Off\), interrupting heating.
As shown in Figure 2, all models apart from linear regression use data. Long Short-Term Memory (LSTM) was introduced to solve the problem of long-term dependencies in sequential data, inputs for them are formed by flattening each time step in matrix $X$. For example, in the LSTM architecture, the memory cell has parameters that include the long-term memory $l_m$, instead of two separate hidden states $h_s$. This change results in a simplified structure of the memory cell and a slight decrease in required computation. As seen in Figure 2, an LSTM neural network uses multiple memory cells (denoted by $c$) as inputs and predict how the temperature will change, returning predicted temperature $\hat{Y}_{off}$. In the second scenario $\text{ForcedOn}$, using historical data $X$ and control signal $U_{on}$ to predict $\hat{Y}_{on}$.

During the flexibility prediction phase, the forecasted temperatures are used to predict flexibility. In both scenarios $\text{Off}$ and $\text{ForcedOn}$, the predicted temperature along with user defined temperature bounds $T_{\text{ind}_\text{lower}}, T_{\text{ind}_\text{upper}}$ are used to predict flexibility, using function $\text{FLEX\_PREDICT}$ as described in Section 6. In scenario $\text{Off}$, $\hat{Y}_{off}$ is used to predict $\hat{F}_{off}$, whereas in scenario $\text{ForcedOn}$, $\hat{Y}_{on}$ is used to predict $\hat{F}_{on}$. The average forecasting error $\varepsilon$ calculated during model training can be optionally used in $\text{FLEX\_PREDICT}$ to adjust for forecasting error when predicting flexibility (see Section 6).

## 5 INDOOR TEMPERATURE FORECASTING

In this paper, predictive models are used to learn the function $\text{TEMP\_FORECAST}$ to accurately forecast indoor temperature $\hat{Y}$ for horizon $h$, given $X$ and $U$. Metrics are used to quantitatively evaluate prediction accuracy.

### 5.1 Predictive models

Four different models were analyzed for indoor temperature forecasting. These include two modern recurrent neural networks: Long Short-Term Memory (LSTM), Gated Recurrent Unit (GRU), and two baseline models: Multivariate Linear Regression, Seasonal Auto-Regressive Integrated Moving Average with eXogenous variables (SARIMAX). As shown in Figure 2, all models apart from linear regression use concatenated matrices $X$ and $U$ as inputs, where $U$ is repeated for each time step in matrix $X$. Because linear regression models cannot handle sequential data, inputs for them are formed by flattening matrix $X$ and then concatenating with $U$.

The Long Short-Term Memory (LSTM) was introduced to solve the original recurrent neural network’s (RNN) inability to capture long-term non-linear dependencies in sequential data [3]. The LSTM architecture utilizes an improved hidden unit, called memory cell, which calculates hidden state $h_s$ and long term memory $l_m$ from previously seen sequential data. The memory cell has parameters which define how the cell attains, updates and discards information from $h_s$ and $l_m$, which get learned during training. As seen in Figure 2, during inference, $h_s$ and $l_m$ are recursively calculated using input vector $x_i$ from concatenated matrices $X$ and $U$ at time step $i \in [1, m]$ and previously calculated hidden state $h_{s_{i-1}}$ and long term memory $l_{m_{i-1}}$ [13]. As seen in Figure 2, an LSTM neural network uses multiple memory cells (denoted by $c$). The output of the network is calculated by using a fully connected layer, calculating a weighted sum of the final values of $h_s$ from all of the cells for each value in output vector $\hat{Y}$.

Gated Recurrent Unit recurrent neural networks. These networks were introduced as a potential improvement to the LSTM neural network [8, 9]. Like the LSTM, GRU uses a memory cell to calculate a hidden state from previously seen sequential data. The key difference is that GRU does not use two separate hidden states $h_s$ and $l_m$, instead using only one: $h_s$. This change results in a simplified structure of the memory cell and a slight decrease in required computation. As shown in Figure 2, the GRU neural network also uses multiple memory cells and the output $\hat{Y}$ is calculated using a fully connected layer. Previous studies suggest that GRU performance is similar to LSTM and which network is superior depends on the specific dataset used [9].

Multivariate Linear Regression. Linear regression (LR) is a predictive modelling method which assumes a linear relationship between input and output. Linear regression models are often used as performance baselines for many prediction tasks due to their relatively low complexity and reasonable accuracy in some cases [16, 19]. In this paper, multivariate linear regression models are be used, since traditional LR can only use a single input variable for prediction. Because LR can only predict a single value at a time, a separate regressor is trained for each individual forecasted value $T_{\text{ind}_i}(t+i), i \in [1, h]$ in the predicted horizon. Output of the model

$\text{SARIMAX}$

\[
\begin{align*}
\text{SARIMAX} & (p, d, q) (P, D, Q)_{m} \\
& Y(t) = \sum_{i=1}^{P} \phi_i Y(t-i) + \sum_{i=1}^{D} \psi_i \nabla^d Y(t-i) + \sum_{i=1}^{Q} \omega_i \nabla^D Y(t-i) + \epsilon(t) \\
& \text{where } \phi_i, \psi_i, \omega_i \text{ are coefficients } \\
& \text{and } \epsilon(t) \text{ is an error term.}
\end{align*}
\]

Figure 2: Overview of used indoor temperature forecasting models (visualized in order starting from the left: LSTM, GRU, Multivariate Linear Regression, SARIMAX)
is calculated by passing the input to each of the trained regressors and then collecting their results into the output vector \( \hat{Y} \).

SARIMAX. Autoregressive Integrated Moving Average (ARIMA) is a classical, widely used and explored time series forecasting model first introduced more than 4 decades ago [5, 27]. SARIMAX is an extension of classical ARIMA models, improving on them by adding additional parameters, accounting for repeating trends in the time series. Also, unlike ARIMA, SARIMAX are multivariate models, capable of using more than one input variable to predict the output [10, 32]. SARIMAX models have several parameters which define the relationship between input and output. Non-negative integer parameters \( p, d, q \in \mathbb{Z} \) define the relationship between past observations and the output. Non-negative parameters \( P, D, Q, m \in \mathbb{Z} \), known as seasonal terms, define the seasonal trends within time series as well as the number of time steps in a single season. Traditionally, optimal parameter values are found by manually analysing the time series with statistical methods [10]. However, modern time series forecasting libraries automate this process by performing a parameter search without requiring human intervention [27].

5.2 Metrics for quantitative evaluation
Several metrics have been selected for quantitative evaluation of indoor temperature predictive models trained during experiments. Widely used Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) metrics have been selected for evaluating average predictive model performance over the test set [7]. Maximum error metric (MAXE) has been selected to showcase the worst-case predictive error of the model.

\[
RMSE(Y, \hat{Y}) = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2}
\]

(7)

\[
MAE(Y, \hat{Y}) = \frac{1}{n} \sum_{i=1}^{n} |Y_i - \hat{Y}_i|
\]

(8)

\[
MAXE(Y, \hat{Y}) = \max(|Y - \hat{Y}|)
\]

(9)

where \( y \) and \( \hat{y} \) are ground truth and predicted one-dimensional vectors, \( y_i \) is the \( i \)-th element in the vector (starting from 1), \( n \) is the number of elements in \( y \) and \( \hat{y} \).

6 FLEXIBILITY PREDICTION
Heat pump flexibility will be predicted by using TEMP FORECAST to forecast indoor temperature \( \hat{Y} \) and calculating how long can the heat pump be in mode ForcedOn or mode Off before violating user predefined indoor temperature comfort bounds \( T_{\text{ind lower}} \) and \( T_{\text{ind upper}} \).

6.1 Prediction method
In this paper, flexibility will be predicted in two scenarios Off and ForcedOn, as described in Section 4. To predict flexibility in either scenario, the control signal \( U \) has to be appropriately defined before forecasting temperature with TEMP FORECAST. When predicting flexibility for Off, \( U \) should consist of values \( P_{\text{hp min}} \), where \( P_{\text{hp min}} \) is the average power consumption of the heat pump being in idle. In most cases, \( P_{\text{hp min}} > 0 \) and can be determined using the specification of the heat pump. In this case, Model(\( X, U \)) forecasts indoor temperature \( \hat{Y}_{ff} \) if the heat pump will remain in mode Off for prediction horizon \( h \) time steps. When predicting flexibility for ForcedOn, \( U \) should consist of values \( P_{\text{hp max}} \), where \( P_{\text{hp max}} \) is the average power consumption of the heat pump operating at its maximum capacity, usually below maximum rated power. In this case, Model(\( X, U \)) forecasts indoor temperature \( \hat{Y}_{on} \) if the heat pump will remain in mode ForcedOn for prediction horizon \( h \) time steps.

Algorithm 1 Flexibility prediction algorithm FLEX_PREDICT

INPUT:
\( \hat{Y} \) - forecasted indoor temperature
\( T_{\text{ind lower}} \) - lower bound of temperature
\( T_{\text{ind upper}} \) - upper bound of temperature
\( \varepsilon \) - absolute temperature forecasting error used for adjustment

OUTPUT:
\( F \) - predicted flexibility

1: procedure FLEX_PREDICT
2: \( \hat{F} \leftarrow 0 \)
3: \( N \leftarrow \text{length}(\hat{Y}) \)
4: for \( i \leftarrow 1 \) to \( N \) do
5: if \( (T_{\text{ind lower}} + \varepsilon) \leq \hat{Y}(i) \leq (T_{\text{ind upper}} - \varepsilon) \) then
6: \( \hat{F} \leftarrow \hat{F} + 1 \) \( \triangleright \) If temperature is within bounds
7: else
8: \( \text{break} \) \( \triangleright \) If temperature violates bounds
9: return \( \hat{F} \)

Once indoor temperature \( \hat{Y} \) is forecasted, flexibility will be predicted using FLEX_PREDICT, as defined in Algorithm 1, using \( \hat{Y} \) and predefined user temperature bounds \( T_{\text{ind lower}} \) and \( T_{\text{ind upper}} \). Optionally, an absolute forecasting error parameter \( \varepsilon \), where \( \varepsilon > 0 \), can be used to adjust for average TEMP FORECAST error. As seen in Algorithm 1, \( \varepsilon \) effectively shrinks the temperature bounds by subtracting \( \varepsilon \) from the upper bound \( T_{\text{ind upper}} \) and adding \( \varepsilon \) to lower bound \( T_{\text{ind lower}} \). If \( \varepsilon > 0 \), this results in a more pessimistic prediction of potential heat pump flexibility. If error adjustment is not preferred, \( \varepsilon = 0 \) is used.

6.2 Metrics for evaluating flexibility
In this paper, we propose several metrics for evaluating flexibility prediction performance. Flexibility prediction performance can be numerically evaluated by comparing predicted flexibility \( \hat{F} \) calculated using forecasted indoor temperature \( \hat{Y} \) and potential flexibility \( F \) calculated using ground-truth indoor temperature \( Y \).

Mean Absolute Flexibility Error (MAFE) is an adaptation of MAE, as defined in Algorithm 1, using \( \hat{Y} \) and predefined user temperature bounds \( T_{\text{ind lower}} \) and \( T_{\text{ind upper}} \). Optionally, an absolute forecasting error parameter \( \varepsilon \), where \( \varepsilon > 0 \), can be used to adjust for average TEMP FORECAST error. As seen in Algorithm 1, \( \varepsilon \) effectively shrinks the temperature bounds by subtracting \( \varepsilon \) from the upper bound \( T_{\text{ind upper}} \) and adding \( \varepsilon \) to lower bound \( T_{\text{ind lower}} \). If \( \varepsilon > 0 \), this results in a more pessimistic prediction of potential heat pump flexibility. If error adjustment is not preferred, \( \varepsilon = 0 \) is used.

\[
\text{MAFE}(Z, \hat{Z}) = \frac{1}{n} \sum_{i=1}^{n} |Z_i - \hat{Z}_i|
\]

(10)

where \( Z = (F_1, \ldots, F_n) \) and \( \hat{Z} = (\hat{F}_1, \ldots, \hat{F}_n) \) are vectors of predicted flexibility from predicted and ground-truth temperatures, respectively. \( n \) is the number of elements in \( Z \) and \( \hat{Z} \).

Two types of errors are possible while predicting flexibility: underestimation when \( \hat{F} < F \) (predict that the heat pump can operate
The data were collected from an experiment simulating realistic residential buildings ranging from around 100 to nearly 600 square meters in footage in New York State in the United States. The two datasets were collected from deployments with identifiers S40 and S44. No set point temperature information was provided, however, in the NYSERDA S40 dataset, the heat pump maintained an indoor temperature of around 21.1°C and in the NYSERDA S44 dataset around 20°C. The indoor temperature in both sites fluctuated significantly, especially during the winter season, where the indoor temperature in both sites would change by more than 4°C from the approximated set points. Both datasets include 15 minute granularity time series indoor, outdoor and power consumption readings over approximately 12 months and are available for open access.

### 7.2 Data preprocessing

All datasets in the experiments (as defined in Section 7.1) were preprocessed in the following steps:

- **Data collection.** Data for experiments were collected by selecting indoor temperature $T_{ind}$, outdoor temperature $T_{out}$ and power $P_{hp}$ readings from the datasets. $T_{ind}$ values for NIST Net-Zero dataset were calculated by calculating the mean of all provided indoor temperature readings in the original dataset. Data from two sites were included in the experiments from the NYSERDA dataset: S40 and S44. Furthermore, temperature readings in NYSERDA S40 and NYSERDA S44 were converted from Fahrenheit to Celsius.

- **Poor quality data removal.** Outlier values were removed by selecting data points where temperatures $T_{ind} \in [10; 30]$, $T_{out} \in [-50; 50]$. Furthermore, records with changes of more than 15°C within a 15 minute period were also removed. Data marked as incorrect or inconsistent in the provided data specifications were also removed.

- **Data resampling.** In the experiments, 15 minute data granularity was selected to be used across all datasets, as it is usually used in electricity and flexibility markets [15]. For NIST Net-Zero dataset, data were downsampled by averaging power $P_{hp}$ readings to 15 minute intervals, and taking the last outdoor temperature $T_{out}$ and indoor temperature $T_{ind}$ readings. No resampling was required for NYSERDA S40 or NYSERDA S44 datasets.

- **Date and time feature extraction.** As used predictive models require inputs and outputs to have a numeric type, the given date and time timestamp $DT(t) \in X(t)$ was converted into respective year, month, day, hour, minute, day of the week integer values. This was done for each vector $X(t)$ in given historical data $X$.
were made every 5 epochs. Checkpoint of the lowest validation with a batch size of 64 for a maximum of 125 epochs with early 𝛼 validation and test sets. Following best machine learning practices, validation sets were used during predictive model training process, and the model with the second-lowest error was used in results due to the random initial parameter initialization in LSTM, loss model was kept in storage. To account for potential outlier stopping enabled to prevent overfitting. During training and validation, every 20 days in the dataset, a sequence of 16 days was added to the training set, following a sequence of 2 days which was added to the validation set, after which a sequence of 2 days was added to the test set (as seen in Figure 3). This was repeated until the entire dataset was split. This splitting technique ensures that each set is representative of intra-day temperature change and power consumption patterns and how they change between different months and seasons.

7.3 Implementation details

Grid search was used to find appropriate machine learning model hyperparameter configurations. For LSTM and GRU models, different cell counts c ∈ {16, 32, 48, 80} were used. As previous studies have shown that memory parameter m selection can have a significant impact on the performance of the model, several configurations of m ∈ {16, 32, 48, 96} were tested with all trained models [37]. During experiments, models were trained with horizon h = 4, meaning that the models predicted indoor temperature for the next hour in 4 time steps. Training of all models, apart from SARIMAX, was conducted using the Adam optimizer with learning rate parameter 𝛼 = 0.005, using RMSE as the loss function. Models were trained with a batch size of 64 for a maximum of 125 epochs with early stopping enabled to prevent overfitting. During training and validation losses were logged into persistent storage. Model checkpoints were made every 5 epochs. Checkpoint of the lowest validation loss model was kept in storage. To account for potential outlier results due to the random initial parameter initialization in LSTM, GRU and LR models, each model configuration was trained 3 times and the model with the second-lowest error was used in results analysis and flexibility prediction. For SARIMAX models, optimal parameters were found using the auto-ARIMA parameter search mechanism, finding parameters p, d, q, P, D, Q, m.

Dataset preprocessing, analysis, flexibility prediction, result collection and visualization was realized using the PyData data analysis toolkit in Python. LSTM, GRU, and linear regression indoor temperature predictive models were implemented, trained and tested using the open source machine learning library PyTorch (version 1.6.0) and high level API extension library PyTorch Lightning (version 1.1.1). SARIMAX models were fitted and tested using open source library Pmdarima (version 1.8.0). Model training and evaluation was carried out on several workstations equipped with NVIDIA graphics processing units and using the Google Colab platform.

8 RESULTS

During the experiments, the indoor temperature forecasting models were trained using the training set and validation set. The indoor temperature forecasting and flexibility prediction error was then evaluated using the test set. Each model was trained and evaluated using data from only one dataset.

8.1 Indoor temperature forecasting results

Quantitative model performance. Trained indoor temperature forecasting model performance was quantitatively evaluated using data from the test set by calculating average RMSE, MAE, and MAXE metric values. Results from the experiments indicate that the trained predictive models managed to effectively capture how indoor temperature changes w.r.t. heat pump operation and outdoor temperature. Quantitative model performance evaluation shows that the best performing predictive models were trained using the LSTM and GRU neural network architectures, with LSTM having the overall best performance. As seen in Table 2, best performing LSTM and GRU architecture models outperform multivariate linear regression and SARIMAX models. LSTM models have the lowest error in experiments on all three deployments, outperforming GRU by over 9% lower RMSE, multivariate LR models by over 32% lower RMSE. Best performing LSTM models also significantly outperform

<table>
<thead>
<tr>
<th>Dataset</th>
<th>NIST</th>
<th>NYSERDA S40</th>
<th>NYSERDA S44</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>RMSE</td>
<td>MAE</td>
<td>MAXE</td>
</tr>
<tr>
<td>LSTM (c=16, m=16)</td>
<td>0.3240</td>
<td>0.3209</td>
<td>0.3680</td>
</tr>
<tr>
<td>LSTM (c=32, m=96)</td>
<td><strong>0.0833</strong></td>
<td><strong>0.0752</strong></td>
<td><strong>0.1202</strong></td>
</tr>
<tr>
<td>LSTM average</td>
<td>0.3967</td>
<td>0.3924</td>
<td>0.4397</td>
</tr>
<tr>
<td>GRU (c=16, m=16)</td>
<td>0.3200</td>
<td>0.3157</td>
<td>0.3726</td>
</tr>
<tr>
<td>GRU (c=16, m=96)</td>
<td>0.1262</td>
<td>0.1209</td>
<td>0.1607</td>
</tr>
<tr>
<td>GRU average</td>
<td>0.2835</td>
<td>0.2749</td>
<td>0.3449</td>
</tr>
<tr>
<td>LR (m=32)</td>
<td>0.2620</td>
<td>0.2519</td>
<td>0.3328</td>
</tr>
<tr>
<td>LR (m=16)</td>
<td>0.3274</td>
<td>0.3240</td>
<td>0.3773</td>
</tr>
<tr>
<td>LR average</td>
<td>0.2712</td>
<td>0.2591</td>
<td>0.3431</td>
</tr>
<tr>
<td>SARIMAX</td>
<td>0.1424</td>
<td>0.1280</td>
<td>0.2063</td>
</tr>
</tbody>
</table>

Table 2: Snapshot of the overall best performing indoor temperature forecasting models
SARIMAX models, especially on NYSERDA S40 and NYSERDA S44 datasets, where LSTM models recorded over 82% lower RMSE error. Quantitative model results also show that baseline linear regression and SARIMAX models fitted with auto-ARIMA have reasonable performance on the NIST Net-Zero dataset, where the indoor temperature does not change by more than a few degrees over the entire year. As seen in Table 2 SARIMAX outperforms the best performing LR model by over 45% lower RMSE on the NIST Net-Zero dataset. However, these baseline models have significantly higher predictive error on NYSERDA S44 than their LSTM and GRU counterparts. Multivariate LR models have, on average, over 30% higher error and SARIMAX has over 7 times higher error than GRU or LSTM models. These significant performance differences suggest that SARIMAX and multivariate linear regression models, although generally effective, are not capable of effectively adapting to rapid indoor temperature fluctuations and capturing other complex patterns present in the NYSERDA S44 dataset.

Seasonal performance analysis. After quantitative evaluation of trained indoor temperature predictive models, model performance was also analysed across different seasons. This indicates whether trained models are effective at capturing different patterns present throughout the entire calendar year. As all of the heat pump deployments are situated in the northern hemisphere, we use 4 meteorological seasons of winter, spring, summer and autumn, spanning December to February, March to May, June to August, and September to November, respectively.

Seasonal analysis showed that LSTM and GRU predictive models have high accuracy during the entire year, with their predictive error changing by less than 10% between different seasons. However, baseline multivariate linear regression and SARIMAX model performance vary significantly between seasons. This trend is the most pronounced in the experiments conducted on the NYSERDA S44 dataset. As seen in Figure 4, best performing LSTM and GRU models have similar predictive errors across seasons on the NYSERDA S44 dataset. However, multivariate LR and SARIMAX model performance fluctuate, with linear regression having 30% higher error in summer season and around 15% higher error in winter season and SARIMAX having more than 9 times worse error during the winter season than the best performing models. Poor performance during the colder seasons is highly undesirable, as heat pumps operate and use more power when the outside temperatures are lower, increasing the amount of potential flexibility [15]. Intuitively, the difference of performance between seasons can be attributed to the fact that both multivariate linear regression and SARIMAX models have a very limited amount of trainable parameters and thus are unable to capture all of the emerging patterns between seasons.

Model configuration comparison. Although it has been established that LSTM and GRU models possess high performance in terms of numerical error, some model configurations produced comparatively poor results. LSTM and GRU models trained using cell count \( c = 80 \) had significantly worse results on average than best performing models trained with \( c = 16 \) or \( c = 32 \). On the NIST Net-Zero dataset models with cell count configuration \( c = 80 \) recorded average RMSE +0.5 higher, compared to the best performing model LSTM (\( c = 32, m = 96 \)) and, on average, +0.6 higher on the NYSERDA S44 and the NYSERDA S40 datasets. Inspection of validation loss during training indicated that some of these models failed to converge during training, even across multiple runs, despite having potentially higher capacity of capturing complex trends due to the increase in cell count. These results along with quantitative results presented in Table 2 indicate cell count hyperparameter selection is crucial for training accurate LSTM and GRU models.

Model training time. In order to evaluate model training time fairly, all models were trained using the same Google Colab instance with an NVIDIA Tesla P100 GPU. This includes dataset loading, model checkpointing, logging, generating, and saving predictions on the test set. All indoor temperature predictive models were trained in less than 10 minutes on the given Colab instance. Prediction generation using an already trained model takes \( \leq 10 \text{ms} \) using the Google Colab instance and Apple MacBook Pro with an Intel i5 2.0 GHz CPU.

8.2 Flexibility prediction results

Heat pump flexibility prediction was performed using trained indoor temperature predictive models (as shown in Figure 1). Heat pump flexibility scenarios Off and ForcedOn were examined, coinciding with SG-Ready heat pump operation modes Off and ForcedOn (as defined in Table 1).

For scenario Off, data for flexibility prediction performance evaluation were collected from the test set by taking records where heat pump power was below a predefined power threshold for at least 45 minutes from start. The threshold of 100W for mode Off...
was used for NIST Net-Zero, NYSERDA S40, and NYSERDA S44 datasets.

For scenario ForcedOn, data for flexibility prediction performance evaluation were also collected from the test set. Records were selected, where heat pump power was above a predefined power threshold for at least 45 minutes from start. The threshold for mode ForcedOn was 1.5kW for NIST Net-Zero dataset, 2.14kW for NYSERDA S40 dataset, and 0.92kW for the NYSERDA S44 dataset.

Flexibility was predicted using FLEX_PREDICT defined in Algorithm 1. Lower and upper bounds $T_{ind\_lower}, T_{ind\_upper}$ were calculated by adding and subtracting an indoor temperature threshold value from the last known indoor temperature to get upper and lower bounds, respectively. 0.5°C was selected as the indoor temperature threshold value. No adjustment for predictive model error was used in initial experiments ($\epsilon = 0$).

Quantitative flexibility prediction performance. Flexibility prediction using trained predictive models experiments show that HeatFlex is capable of predicting flexibility with a high degree of accuracy. As seen in Figure 5, best performing trained temperature predictive models perform well across all three datasets.

For the NIST Net-Zero dataset, the average MAE error for scenario Off was 0.1, with underestimated flexibility being the only type of error. For scenario ForcedOn, MAE was 0.28, with underestimated error MAUFE constituting for over 95% of total error. The best performing model for flexibility prediction was the GRU (c=16, m=16), followed closely by LSTM (c=16, m=16). Notably, both GRU (c=16, m=16) and LSTM (c=16, m=16) had more than 3 times higher RMSE indoor temperature predictive error than the best performing indoor temperature predictive model LSTM (c=32, m=96), which had the worst total MAE for both modes across all 7 models. This indicates that temperature predictive model RMSE does not always translate into better flexibility prediction MAE error.

For NYSERDA S40 dataset, the average MAE error for scenario Off was 0.8 with overestimated flexibility constituting over 95% of total error. All of the models performed very similarly, predicting flexibility within 5% of the average 0.8. The average MAE for ForcedOn, excluding the SARIMAX model results, was 0.98. SARIMAX underperformed significantly with MAE of 2.5. The best overall performing model for flexibility prediction was the GRU (c=16, m=16).

For NYSERDA S44 dataset, the average MAE error for scenario Off was 1.1. Similarly to the results on the NYSERDA S40 dataset overestimated flexibility made up over 90% of the total error. For predicting flexibility for ForcedOn, the average error was 1.35, with overestimated flexibility error MAOFE constituting for around 60% of the total error. The best performing model for flexibility prediction was the LSTM (c=16, m=16), which was also the best performing temperature predictive model (as seen in Table 2).

Correlation analysis of predictive model error and predicted flexibility. Trained model flexibility prediction results were also analysed to identify if a numeric relationship exists between indoor temperature predictive model error and predicted flexibility error. Figure 6 visualizes the bivariate correlation between trained model RMSE and the mean MAE for scenarios Off and ForcedOn. The figure shows that in models of all three datasets there is a positive correlation between RMSE and MAE. However, the correlation is non-linear and has a lot of outliers, meaning that indoor temperature RMSE is a reasonable metric for estimating flexibility error MAE, but higher indoor temperature model accuracy does not always translate into more accurate flexibility prediction.

Adjustment for predictive model error results. In HeatFlex, indoor temperature prediction and flexibility prediction is separated, allowing adjusting for trained indoor temperature predictive model error during flexibility prediction. One adjustment strategy is to use the $\epsilon$ adjustment variable in the flexibility prediction algorithm (as defined in Algorithm 1). If $\epsilon > 0$, it reduces the range between user defined comfort bounds. As seen in Figure 7 the user comfort bound reduction forces the predictive models to underestimate flexibility, reducing MAOFE error at the cost of increasing MAUFE, which might be a preferable trade-off, depending on the use-case. An alternative strategy for adjusting for predictive model error is to widen the user comfort bounds by negotiating with the end-user. It could
This paper proposes HeatFlex, a novel data-driven method for predicting flexibility from smart heat pumps. HeatFlex, utilizing modern machine learning models, LSTM and GRU recurrent neural networks, can accurately predict flexibility from heat pump devices without requiring knowledge about deployed heat pump parameters, building layout or environment details or manual development of physical models. Furthermore, HeatFlex only uses three, widely available monitored variables, making it applicable in a majority of use cases. The paper also proposes new metrics for heat pump flexibility, enabling quantitative evaluation of flexibility prediction performance. Conducted experiments on 3 open access datasets show that machine learning based indoor temperature forecasting models can be trained in a scalable, data-driven way and be effective at predicting energy flexibility from individual smart heat pump devices. Quantitative and qualitative performance evaluation shows that HeatFlex, utilizing recurrent neural networks, has over 32% lower indoor temperature forecasting error than the model baselines linear regression and SARIMAX, while also having more consistent performance throughout different seasons. Experimental results show that HeatFlex can be effective in different deployments, with different building sizes and heat pump types, predicting over 90% of potential heat pump flexibility.

In future work, we will develop data-driven predictive models that could predict flexibility from other types of devices (e.g., air conditioners, electric vehicle chargers). We will perform experiments using additional data from real smart heat pump deployments as well as simulations to verify HeatFlex robustness in various flexible operation conditions. Additionally, we will explore developing predictive models that optimize directly on flexibility prediction error, thus maximizing utility. Finally, we will develop novel probabilistic models which will enable evaluating potential prediction accuracy during inference.

9 CONCLUSIONS AND FUTURE WORK
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