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interaction model of one human and 
one robot. Most HRI concepts, 
experiments, and evaluations focus 
on single users. We have found that 
for therapeutic and care contexts, a 
dyadic model is not appropriate and 
fails to capture important 
characteristics of interactions in such 
settings. We illustrate how in 
contexts such as therapy, 
rehabilitation, and care, the situation 
is instead characterized by the 
interactions of several human 
participants with a single robot, 
where often the robot relies on their 
participation to fulfill its role.

In both public and scientific 
discourse, robots are usually imagined 

The idea of a robot that autonomously 
takes over human work stems from 
automation, where robots have 
successfully transformed industry and 
the work context on factory floors. But 
when robots move out of the restricted 
and often static environment of the 
factory floor and are introduced into 
social and dynamic contexts, we can no 
longer rely on human-robot interaction 
(HRI) patterns derived from industry. 
If we want robots to contribute 
meaningfully to more sectors in 
society, they must be developed with 
people in mind, supporting ongoing 
interactions, and not with a focus on 
autonomous behavior.

HRI traditionally assumes a dyadic 

Insights
	→ Dyadic concepts of 
single-user interaction 
underly most current HRI 
theory, experiments, and 
evaluations.

	→ This dyadic focus is 
especially inappropriate 
in the care context, as 
robotic functionality and 
agency are a situated, 
mutual construction.

	→ We should consider HRI 
as mediated interactions 
between multiple agents. T
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rehabilitation and life-support context 
for people with disabilities, and one 
from eldercare. We then expand the 
discussion and call for future work in 
HRI to focus on an understanding of 
distributed agency, not autonomy, and 
to develop and be guided by non-dyadic 
models of interaction.

EXAMPLE 1: TRIADIC 
INTERACTION WITH  
A SCHEDULING AND 
REMINDER ROBOT
Rehabilitation and healthcare robots are 
seen as promising solutions to support 
the independence and well-being of 
people with cognitive impairments and 
to address the challenges of an aging 
society where growing numbers of 
people need support for taking 
medication or scheduling reminders. 
This build-your-own-robot (BYOR) 
project engaged in a cocreation process 
with residents and staff of a Danish 
facility for people with acquired brain 
injury to develop individualized 
reminder robots that take account of the 
situated and distributed nature of 
agency and memory. Design and testing 
sessions were videotaped to enable 
analysis from a micro-sociological 
perspective based on principles from 
ethnomethodology and conversation 
analysis. The focus was on the situated 
processes of how the participants 
coordinate their actions and construct 
meaning.

Ida (not her real name) has problems 
with short-term memory and cannot 
handle or understand entries in 
traditional calendars. She and her carer 
(caregiver) wanted a robot that would 

as acting in isolation, working 
autonomously, and replacing human 
work. Thus, we often respond 
skeptically when asked whether robots 
will, for instance, autonomously fulfill 
eldercare tasks and replace care 
workers. A key issue here is the word 

autonomously. Robotic agency and 
functionality is not just a technological 
achievement; it is a situated and mutual 
construction achieved by the actions 
and interactions of humans with the 
technology [1,2]. We illustrate this with 
two examples from our work, one from a 

Figure 1. The Reminder Robot.

Lever to program
the time

Clock
layout

Drawer with the scheduled
appointment cards. 

To delete an appointment,
you remove the card.

Teeth indicating
weekdays

Teeth indicating weekdays

Robot’s ‘mouth’ for feeding
the appointment cards

Speakers (inside the robot)
for feedback

Clock layout and lever
to program the time

Drawer with the scheduled
appointment cards.

Remove the card to delete
an appointment.

Appointment cards include
a chip that is read by

a sensor within the robot.
Each appointment is
indicated by a picture

and a text.

Figure 2. Ida and her carer program the Reminder Robot together.
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prepare her for upcoming events, such 
as getting picked up for a doctor’s 
appointment. Ida should also be 
included actively in scheduling her 
appointments and programming the 
robot, tasks currently taken care of by 
her carer. The cocreation process 
resulted in a green robot face that is fed 
with cards representing appointments 
[3]. The day of the week is scheduled by 
pressing one of the robot’s teeth, and the 
time is programmed by moving the 
lever of a clock placed around the 
robot’s face (Figure 1).

Figure 2 shows a session where Ida 
and her carer program a prototype 
robot that will be kept in Ida’s 
apartment to remind her of 
appointments. The carer assists Ida by 
breaking down the task into smaller 
pieces, using instructions, requests, and 
gestures to support Ida. At the 
beginning of the transcript, the carer 
informs Ida about an upcoming 
appointment; at the same time, the 
formulation identifies the relevant 
information for programming the robot: 
“Tomorrow you go to Phys at half past 
10.” Ida takes this as instruction to find 
the appointment card, and puts it in the 
robot. Ida thus exploits the multiple 
resources of the information/
instructions and the material 
environment, becoming a competent 
participant in scheduling the robot 
despite her memory impairment. This 
continues with the carer leading Ida 
through the programming, informing 
her of the day of the appointment and 
indicating the relevant button by 
pointing, while the robot confirms the 
input of the appointment card 
(“Physiotherapy”). Similar to the prior 
sequence, Ida takes this instruction and 
exploits these and the robotic features 
for scheduling the appointment.

In this example, the robot profits 
from not aiming for the individual’s full 
autonomy, but rather for their 
participation in a human-robot 
interaction that is scaffolded by the 
carer. Instead of a dyadic HRI, we 
observe a triadic HRI. This is very 
different from traditional reminder 
robots that provide training or support 
to help the individual autonomously, an 
approach that tends to neglect the 
social, material, and distributed 
character of scheduling, guiding, and 
reminding practices commonly used in 
interactions with people with severe 
cognitive impairments. As our example 

shows, the design of successful robots 
will rely especially on an understanding 
of this distributed and socially situated 
agency (and memory), instead of a focus 
on autonomy and dyadic interactions.

EXAMPLE 2: THE INTERACTIVE 
ENACTMENT OF LIFTING 
FUNCTIONALITIES
Our second example [4] is from another 
major application area for healthcare 
robots: eldercare. The ReThiCare 
project aims to rethink and develop 
concepts for care robotics following a 
creative design approach. Early on, 
researchers conducted an extended 
ethnography in a German care home to 
gain firsthand knowledge and 
inspiration. The practices that involved 
the most advanced robotics technology 
concerned transferring residents from a 
bed into a wheelchair or reclining chair 
and vice versa with a lifting device/
machine, some of which were remotely 
controlled by staff. The research team 
decided to investigate this in detail, 
given that lifting constitutes an intimate 
and vulnerable situation in which a 
human body is touched and handled, 
and is a highly relevant scenario for care 
robotics. While not robotic, these lifting 
machines are the closest thing to an 
autonomous machine that might be 
found in a care home. Thus, we might 
learn from how these existing machines 
are used and integrated into everyday 
practice what is needed for the 
successful integration of robots into 
caregiving interactions.

For deeper insight into the process 
of lifting, researchers engaged in an 
autoethnographical trial, taking the 
position of residents and being moved 
around by two staff members who had 
volunteered for the session. Most 
relevant for HRI is a battery-powered, 
remote-controlled passive sling lift 
(“passive” in that the resident does not 
lift themselves up) that lifts immobile 
bedridden residents who have little 
control over their body or physical 
strength. The resident is rolled on their 
side and into a net, then lifted into a 
wheelchair or reclining chair; later they 
are lifted back into bed (Figure 3). The 
session was videotaped, which allowed 
a microanalysis of interactions as well 
as comparison with field notes, 
revealing that staff adopted the same 
kinds of routines and conversational 
patterns with the researchers as in their 
daily practice.

Figure 3. Video stills from the trial, with 
researchers taking the position of a resident 
being moved from a bed into a wheelchair 
with the passive sling lift Maxi Move. First, 
they are rolled onto the net, which is then 
attached to the lift, lifted up, turned around, 
and lowered into the chair. 
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comfortable (for both resident and 
staff ) when the staff enlist the 
residents’ collaboration. Given the 
vulnerable situation, physically and 
mentally, of elderly residents, it is 
hard to envision an autonomous robot 
that would be able to react adequately 
in these situations (which include 
residents who panic and fight against 
the procedure) while enlisting trust. 
Thus, the participation of staff in such 
care activities will be required even if 
machines and robots are able to take 
over more of the “hard work.” 
Furthermore, handing these kinds of 
tasks over to robots would ignore the 
role of caregivers in ensuring 
residents’ emotional, cognitive, and 
physical well-being.

CALLING FOR A NON-DYADIC 
UNDERSTANDING
Figure 4 illustrates the structure of HRI 
in these two scenarios. Our observations 
are not surprising in light of STS and 
ethnographic studies of HRI. Various 
HRI studies have shown how humans 
participate in the construction of 
technological agency and how robot 
behavior gets interpreted as a part of 
social interactions. This ranges from 
children not engaging with a robot when 
the experimenter ignored it [1] to the 
role of staff or family in introducing the 
social robot Paro to care home residents 
and creating acceptance of it [2]. Other 
examples include robot behavior that 
does not adhere to the social rules of a 
situation being interpreted as “queue 
jumping” or “cheating” in a game 

Analysis revealed how all involved 
parties played an essential role in 
ensuring the success of the lifting act. 
The residents are not passive packages 
to be handled and hoisted; they 
cooperate, moving as much as they are 
able to and thereby easing the task for 
staff, responding to instructions, and 
contributing however they can, even if 
this just means relaxing their body and 
letting themselves be moved. This 
cooperation is enlisted by staff, who 
take great care to create a trusting, 
lighthearted atmosphere (field notes: 
“only flying is better”). Especially for 
residents with dementia, clear 
announcements and physical touch are 
essential to orient them to the 
procedure and to establish trust.

Many of the staff’s actions can be 
described as “configuring” the 
resident toward the process. Before 
pushing the buttons to lift the net with 
a researcher in it, they always said, 
“So, now going up,” in the same tone of 
voice, similar to when lowering the 
researcher into the bed or chair. 
Taking position inside the net revealed 
that the moment of liftoff or being put 

down involves a sudden shift in 
balance and body-weight distribution, 
and can thus startle those who are 
unaware. Turns in direction were 
further announced with, “I drive/turn 
you to your wheelchair.” For residents 
with dementia, almost every action 
was announced, for example, “We will 
now put the net under you,” or “We 
will now turn you over.” Moreover, 
staff performed various small 
adjustments habitually and almost in 
passing, to ensure the comfortable 
positioning of the person being moved 
so that legs or feet would hang or lie 
loosely and not get stuck at awkward 
angles. Moreover, caregiving is highly 
social and involves tuning in with 
residents, projecting the feeling of 
being safe and cared for, demonstrating 
competence, calming people, and 
enlisting their collaboration.

Overall, this seemingly functional 
task, in which a machine plays a central 
role, consists of complex interactions, 
involving various physical, verbal, and 
emotional configurations of the 
human-machine interaction. Moving a 
resident is rendered easier and more 

It is hard to envision an autonomous robot 
that would be able to react adequately 
in these situations (which include 
residents who panic and fight against the 
procedure) while enlisting trust.

Figure 4. Visualizing the structure of HRI in our two scenarios. Left: Ida and her carer interact with the Reminder Robot. Ida controls the robot, 
assisted by her carer. Both talk, and the carer sometimes points directly to parts of the robot or gives Ida a card to use. Right: The lifting scenario, 
where the staff controls the machine, which acts on the resident. Staff and resident interact and talk, and the resident “helps” the machine.
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context, or a robotic trash can being 
referred to as “hungry” when it 
approaches a table. Thus, robots are 
always part of a larger situation, one 
among many actors, and can be 
interpreted in multiple ways.

Moreover, the humans and the robots 
present in given situations can assume or 
expect different roles. An important and 
often underestimated role configuration 
for HRI is that of the human mediator. 
Robots in public, in organizations, or in 
HRI lab situations usually require 
guidance and introduction by a 
facilitator. Before a NAO robot can 
successfully tell a joke or story to a 
preschool class, the children’s attention 
and gaze have to be focused, as well as 
silence established and maintained. This 
holds not just for short-term 
interactions. In a 10-week trial, the 
German Padero project found that it 
needed human moderation “to facilitate 
interaction” with Pepper in a care home, 
introducing it, moving it, and motivating 
residents to interact with it. On a closer 
look, it turns out that researchers in HRI 
studies frequently mediate interaction 
with a robot, directing participants’ 
attention or signaling that the robot is a 
point of interest, weaving the robot’s 
agency into the social situation.

Once analysis takes account of the 
overall context, it becomes apparent 
that the use of robots is highly socially 
situated. The robot may simply take a 
service role (e.g., a Roomba), become a 
point of entertainment and 
conversation (when pets ride on a 
Roomba), or be utilized as catalyst, for 
instance by a caregiver in order to relax 
and soothe another person (examples 
include Paro and Purrble (https://
www.purrble.com)). Robots thus may 
be assigned different roles, which may 
shift over the course of deployment and 
across users [2].

And it’s not just facilitators and 
mediators. In many situations typical 
for HRI—in museums, airports, 
shopping centers, hospitals, and 
schools—other people are present: 
observers, bystanders, and group 
members. Although these individuals 
might be passive and out of the range of 
robotic sensors, their presence affects 
the behavior of the person directly 
interacting with the robot. Somebody 
typing on the keyboard interface of a 
conversational agent may feel stress 

under observation or be incited by 
peers to push the system’s limits, as we 
observed with school classes in 
museums. Interaction can also turn 
into a performance for an audience. For 
the robot, the contribution of 
bystanders will often remain invisible, 
even if other group members suggest 
what to do next or switch roles of 
interactor and observer so that there is 
not one single interactor. In some cases, 
the robot needs to be able to recognize 
and handle group situations; for 
instance, prior research has 
investigated how a museum guide robot 
can react to groups of visitors, 
identifying a person for conversation, 
supervising attention levels, and 
navigating with the group.

There may not even be an audience 
present to influence the people who 
interact with the robot. Expectations of 
or norms for adequate behavior often 
become internalized and thus effective 
even when the user is alone.

CONCLUSION
We need to “free” HRI and robotics 
from the idea of dyadic interaction with 
an autonomous robot, into which its 
function is unquestionably inscribed. 
Robots and humans are not 
independent entities. Instead, we need 
to understand the robot’s functionality 
and agency as a situated and mutual 
construction. These constructions are 
achieved in the ongoing, collaborative, 
and distributed activities of often 
several humans and the robot platform 
in a socio-material context.

Our case studies add emphasis to the 
fact that often the robot will not be able 
to fulfill its functional role or task 
without human participation and relies 
on humans making it part of 
interactions: The technical 
functionality of a robot cannot be 
separated from its interactional 
enactment. Besides interaction with the 
robot itself, we find interaction around 
it, where the robot is something to be 
handled in a specific situation, to be 
talked about and adjusted to the current 
needs, or where it is treated as a 
resource and as another participant in 
the situation (Figure 4). While our two 
case studies both feature triads—two 
people and one robot—the subsequent 
discussion highlighted that we need to 
think more generally about this as a 

multiagent situation, where agents can 
be humans as well as robots. The 
analogy of HRI to HCI needs extension, 
similar to the perspective of CSCW and 
the paradigm shifts or waves in HCI [5].
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