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a b s t r a c t

State of health (SoH) estimation plays a key role in smart battery health prognostic and management.
However, poor generalization, lack of labeled data, and unused measurements during aging are still major
challenges to accurate SoH estimation. Toward this end, this paper proposes a self-supervised learning
framework to boost the performance of battery SoH estimation. Different from traditional data-driven
methods which rely on a considerable training dataset obtained from numerous battery cells, the pro-
posed method achieves accurate and robust estimations using limited labeled data. A filter-based data
preprocessing technique, which enables the extraction of partial capacity-voltage curves under dynamic
charging profiles, is applied at first. Unsupervised learning is then used to learn the aging characteristics
from the unlabeled data through an auto-encoder-decoder. The learned network parameters are trans-
ferred to the downstream SoH estimation task and are fine-tuned with very few sparsely labeled data,
which boosts the performance of the estimation framework. The proposed method has been validated
under different battery chemistries, formats, operating conditions, and ambient. The estimation accuracy
can be guaranteed by using only three labeled data from the initial 20% life cycles, with overall errors less
than 1.14% and error distribution of all testing scenarios maintaining less than 4%, and robustness
increases with aging. Comparisons with other pure supervised machine learning methods demonstrate
the superiority of the proposed method. This simple and data-efficient estimation framework is promis-
ing in real-world applications under a variety of scenarios.
� 2023 The Authors. Science Press and Dalian Institute of Chemical Physics, Chinese Academy of Sciences.
Published by ELSEVIER B.V. and Science Press This is an open access article under the CC BY license (http://

creativecommons.org/licenses/by/4.0/).

1. Introduction

Lithium-ion batteries are the promising choice of energy stor-
age devices in electric vehicles, portable electronics, and smart
grids due to their strengths in high energy and power density, long
life span, low self-discharge rate, and high energy efficiency [1,2].
Accurate parameter and state estimations play an indispensable
role in battery management systems to ensure safe, efficient, and
durable operations [3,4]. State of health (SoH), as a key state
describing the health status of batteries, is important to prognos-
tics and health management of battery systems. Therefore, accu-
rate estimation of SoH is beneficial to designing smarter health
management strategies and optimizing secondary life usage [5].
Generally, methods for battery SoH estimation can be divided into
the model-based and data-driven, where the data-driven method
is ever-evolving due to its superiority in accuracy and flexibility

[6,7]. In addition, rapid developments of artificial intelligence, big
data, and cloud-edge technologies promote the practical applica-
tions of data-driven methods for battery SoH estimations.

Data-driven methods for battery SoH estimation typically con-
sist of four specific steps including data collection and preprocess-
ing, feature extraction and selection, model training, and
performance validations [8]. In the first step, the data need to be
cleaned to avoid the influence of missing values, abnormal values,
etc. on the SoH estimations. The following feature extraction and
selection are supposed to extract the aging-related information
that promotes the SoH estimation. For feature extraction, many
researchers found that the variations of voltage, current, and tem-
perature curves show regular changes along with battery aging
processes [9,10]. As a result, some indicators such as variance,
entropy, and variational values are calculated as health features
[11,12]. In addition, the differential curves also provide profit aging
information that can be extracted [13,14]. In addition to features
extracted from measured parameters, the physical features can
be more valuable for the interpretation of the machine learning
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models [15]. The extracted features then form a feature matrix,
with some features being poorly correlated to battery capacities
and others being redundant. Therefore, feature selection should
be conducted to determine the optimal feature subset for efficient,
accurate, and reliable estimations [16]. In addition to the manual
extraction method, the auto-encoder is an automatic way for hid-
den feature extraction [17]. Another widely used approach is to
directly use the data after preprocessing to map the nonlinear rela-
tionship between battery SoH in a feature-free manner, such as
deep learning methods [18].

The last two steps for data-driven battery SoH estimations are
model training and performance validation. For machine learning
models, linear regression (LR) can meet the estimation require-
ment with highly effective features [19]. Nonlinear regression
methods such as support vector regression (SVR), gaussian process
regression (GPR), and XGboost, show better accuracy and are more
robust with different features. In addition, the groups of neural
networks are promising ways for data-driven SoH estimation since
neural networks are supposed to be able to fit any nonlinear
regression tasks [20–22]. One major shortcoming of the conven-
tional machine learning model is being hard to maintain high accu-
racy and robustness under different testing scenarios, i.e., low
generalization ability and robustness. A proper way to handle this
problem is to adopt the transfer learning strategy. The main idea of
transfer learning is to exploit the knowledge learned in the source
domain to improve the model performance in the target domain
[23]. Domain adaptation and model parameter fine-tuning are
two popular strategies in battery SoH estimation when implement-
ing transfer learning. For domain adaptation, domain discrepancy
is reduced by reducing the loss that describes the differences of
the hidden features between the source domain and target domain,
which helps improve the model accuracy in the target domain
[24,25]. Model parameter fine-tuning is aimed to accelerate the
convergency on the retraining process in the target domain with
a few available labeled data using the model that is pre-trained
in the source domain to meet the mapping relationship between
the features and SoH in the target domain [26]. However, most
of the works with transfer learning are supervised learning, where
sufficient labeled data from both the source and the target domain
is required. In practical applications, batteries are aged quite differ-
ently due to the varieties of battery chemistries, application sce-
narios, environmental differences, user habits, etc. The
acquisition of training data from various batteries is time and labor
costing. In this regard, it is of great significance to estimate battery
SoH by making use of operational data, including the majority of
unlabeled data and very limited labeled data. In this way, the
developing SoH estimation method can be time-saving and the
estimation method can also be widely applied under different con-
ditions. For model validations, it is supposed to verify and evaluate
the performance under different scenarios, e.g., different batteries
with different aging conditions, to assess the robustness and gen-
eralization of the estimation frameworks, which are not compre-
hensively considered in most published works.

Therefore, this paper proposes a self-supervised method for the
data-driven battery SoH estimation performance boosting. The
unlabeled data is used for the pretext learning while sparsely
labeled data are used for the downstream SoH estimation model
training. The following aspects make this work distinguished from
existing research. (1) The self-supervised strategy is proposed for
battery SoH estimation with boosted accuracy and robustness.
(2) The unlabeled data are used for the pretext training, which
eliminates the need for a large labeled training dataset and
promotes the downstream SoH estimation. (3) The auto-encoder-
decoder is adopted in the pretext learning, and the data
preprocessing strategies are proposed, which improves the
generalization of the proposed strategy under different charging

profiles. (4) Aging tests with various battery types and operating
conditions are conducted to evaluate the accuracy, robustness,
and generalization ability of the proposed method.

The remaining parts of this paper are arranged as follows. The
experiments and aging datasets are introduced in Section 2. Then,
the main methodologies are proposed and described in Section 3,
followed by the experimental validation in Section 4. The main
conclusions are summarized in Section 5.

2. Experimental

Different aging patterns, which are caused by different battery
chemistries and formats and various external conditions, bring
big challenges for battery SoH estimations. In this paper, sufficient
aging experiments containing different batteries working under
different scenarios are conducted to collect data for validation.
The testing platform is shown in Fig. 1, where the battery tester,
thermal chamber, host computer, and testing batteries are
included. The battery tester is used to charge and discharge the
batteries during cyclic aging controlled by the host computer.
The thermal chamber controls the environmental temperatures
where the batteries are placed in. Different battery chemistries,
different loading profiles, and different environmental tempera-
tures are considered in the aging test. There are 13 batteries
included in the aging experiment, where the battery chemistry
and format, loading profiles, and environmental temperature con-
ditions for each battery are listed in Table 1.

The SoH curves of these batteries are shown in Fig. 2, noting
that all the capacity values are divided by the first value to calcu-
late the SoH in this paper. Specifically, 6 NCA pouch batteries (with
a nominal capacity of 8 A h) are used to simulate the aging under
practical electric vehicle applications, where multi-state fast
charging (10C–5C–3C–1C) and different discharging profiles are
used. During the MCC charging, the battery is charged using the
current in the first stage until its voltage reaches the upper limit
(i.e., 4.2 V). Then, the current is switched to the second stage to
charge the battery to the upper voltage limit again, and this pro-
cess is repeated until the pre-defined number of charging stages
has been accomplished. Afterward, the constant voltage charging
is used to continue charging the battery until the current drops
below 0.1C. The urban representative profile (UDDS) and highway
representative profile (HWFET) are used to simulate the aging
pattern under dynamic discharging. In addition to the constant
temperature, two batteries are aged under variable temperatures,
where the temperatures are changed periodically from the range
25–35–25–15 �C. It is more related to practical applications since
the environmental temperatures will change inevitably with
weather and seasons. Therefore, the periodic variations of the

Fig. 1. Platform for battery aging test.
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environmental temperatures during our aging experiments help
better investigate the battery degradation paths in real-world
applications. The first 5 batteries are aged from the fresh condition
after manufacture while the sixth (B#6) battery is one retired bat-
tery, which is aged under CC charging and CC discharge mode with
a current rate of 2.5C. It shows that the aging rate for secondary
batteries is higher than those before retirement, indicating more
significant aging-related side reactions in their secondary applica-
tions. It has also been observed that batteries with highway pro-
files have faster degradation than those with urban profiles. The
possible reason is that the urban profiles have more frequent
change in currents, which can reduce the effect of polarization in
batteries. Compared to the aging under constant temperature with
UDDS profiles, the one under variable temperatures aged faster,
though the mean temperature value during operations is the same.
It is hypothesized that such a phenomenon is caused by the accel-
erated solid electrolyte interface (SEI) growth at higher tempera-
tures and lithium plating at lower temperatures with high
charging currents.

Other kinds of battery chemistries and formats are also used for
aging in this paper. Two prismatic cells (polymer batteries with a
nominal capacity of 200 mA h) are aged under CC charging and dis-
charging with 1/3C at room temperature to the SoH reduced less
than 0.4. Results show that the inconsistency of manufacturing will
cause battery aging at different rates, though the aging conditions
are the same. Two NMC prismatic batteries (with a nominal capac-
ity of 100 A h) are aged under 1C CC charging and discharging
under 35 �C and 55 �C, respectively. The aging for the B#10 battery
is faster than that of the B#9 battery, indicating the higher temper-
ature accelerates the aging though the current loadings are the
same. This is because the side reactions such as SEI growth are
accelerated with higher temperatures. The last three batteries are

NMC cylindric batteries (with a nominal capacity of 2.2 A h) aged
under CC charging/pulse current charging (PCC) and CC discharg-
ing under 35 �C. Two frequencies including 0.2 Hz and 0.05 Hz
are set for the PCC. These three batteries are discharged under 2C
current. The degradation curves show that aging rates under pulse
charging currents are lower than that under constant current,
which is also consistent with the lower aging rates using UDDS
profiles mentioned before since pulses reduce the effects of polar-
ization that cause battery aging.

It can be seen from the descriptions and the information in
Table 1 that the aging scenarios included in this paper are various,
providing data from different aging patterns. Therefore, the SoH
estimation method presented below can be evaluated more com-
prehensively under different batteries and different aging patterns,
making the verification more general and convincing. The SoH
curves show that different batteries are degraded in different ways,
which causes the SoH to have different degradation patterns and
various degradation rates. The first five batteries show the sublin-
ear shapes during their primarily used span, where variable tem-
peratures cause the degradation curves to be stage shaped. B#6
is a retired battery that shows a super-linear shape, which means
the whole degradation rate of this kind of battery is in
accelerating-stable-accelerating mode. The other kinds of batteries
with other charging-discharging modes and environmental tem-
peratures all show stable degradation rates entire the whole aging
process. Overall, these various aging data help conduct more com-
prehensive evaluations of the estimation methods.

3. Methodology

Self-supervised learning is a novel learning strategy developed
rapidly in recent years, which aims to benefit the downstream task

Table 1
Specifications of the experiment data.

Battery Chemistry Format Loading profile (charging-discharging) Environment temperature

B#1 NCA Pouch MCC-CC 25 �C
B#2 NCA Pouch MCC-UDDS 25 �C
B#3 NCA Pouch MCC-HWFET 25 �C
B#4 NCA Pouch MCC-UDDS 25–35–25–15 �C
B#5 NCA Pouch MCC-HWFET 25–35–25–15 �C
B#6 NCA Pouch CC-CC 25 �C
B#7 NMC + LMO Prismatic CC-CC Room temperature
B#8 NMC + LMO Prismatic CC-CC Room temperature
B#9 LFP Prismatic CC-CC 35 �C
B#10 LFP Prismatic CC-CC 55 �C
B#11 NMC Cylindric CC-CC 35 �C
B#12 NMC Cylindric PCC (0.2 Hz)–CC 35 �C
B#13 NMC Cylindric PCC (0.05 Hz)–CC 35 �C

Fig. 2. SoH curves of the 13 aged batteries.

Y. Che, Y. Zheng, X. Sui et al. Journal of Energy Chemistry 84 (2023) 335–346

337



via learning that leverages input data itself as supervision [27]. To
achieve this goal, a pretext task and the target task are usually used
for the representation learning and the downstream application
[28]. In battery SoH estimation with a self-supervised learning
strategy, the feature representative task and the downstream
SoH estimation task are defined for the two main tasks respec-
tively, which are introduced in detail below.

3.1. Self-supervised learning for battery SoH estimation

The overall framework of the proposed self-supervised learning
strategy for boosting battery SoH estimation is shown in Fig. 3.
Specifically, four main steps are included, which are data prepro-
cessing, pretext task pre-training, downstream target task fine-
tuning, validation and evaluation under different scenarios. In the
data preprocessing, different aging data collected from different
batteries with different chemistries and formats aged under differ-
ent loading profiles and environmental temperatures are filtered
and aligned for the following modeling or testing. Unlabeled data
and sparsely labeled data are included for use in pretext learning
and downstream target learning respectively. Then, pretext learn-
ing aims to learn the aging characteristics hidden in the partial
capacity-voltage (Q-V) curve via unsupervised learning where the
auto-encoder-decoder is adopted for feature learning. After that,
the encoding part of the pretext-trained network is transferred to
the downstream target network and an output layer is added.
The sparsely labeled data are then used for fine-tuning to map
the relationship between the partial capacity-voltage curve and
battery SoH. Finally, the model is used for the SoH estimation

where different testing scenarios are considered to evaluate the
accuracy and robustness. The detailed process of each step in
Fig. 3 is described in the following subsections.

3.2. Data preprocessing

As introduced before, data preprocessing is the first and one
important step in the data-driven battery SoH estimation which
significantly influences the performance of the estimation models.
In this paper, the charging capacity and voltage data that can be
measured online by the battery management system are used as
known information for SoH estimation. A voltage range during
the charging process is first selected. The corresponding capacity
during this voltage range can be calculated by the ampere-hour
counting method,

Q ¼
Z N

t¼0
Idt ð1Þ

Then an interval voltage (5 mV in this paper) is used to segment
the voltage range, and the interpolation method is used to obtain
the capacity segments based on the measured Q-V curve. The
length of the Q-V curve keeps the same during the whole aging
process in this way. In this paper, the voltage range is selected as
[3.3 V, 3.5 V] for LFP batteries, [3.8, 4.1] for NMC cylindric batteries,
[3.6, 4.2] for the fast-charging NCA batteries under their first stage
charging process in MCC and NMC + LCO batteries. These voltage
ranges are selected via trials by considering the real-world applica-
tions where batteries typically undergo partial charging instead of
full charging.

Fig. 3. Overall framework for the self-supervised battery SoH estimation.
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For the pulse charging mode, the voltage show fluctuations
since the current is in ‘on-off’ modes. Therefore, filtering is
required first to smooth the curve. Instead of using a filter to
smooth the original curve directly (such as the Gaussian filter or
moving average filter), which may change the shapes and cause
information loss, we remove the rest period during the pulse
charging to make the charging curve smooth. The idea and effec-
tiveness of the processing method are illustrated in Fig. 4(a and
b). Since the capacity keeps unchanged although the voltage goes
down during the rest period in the pulsed current charging process,
the data corresponding to the rest period can be removed, so that
the capacity curve increases monotonously. The voltage increases
when loading the current again after rest, while it may not change
too fast to become larger than the voltage value before the rest at
the following several samples. Therefore, to ensure the voltage
curve change monotonously, the period when the voltage is still
lower than the value before the rest is also removed. Finally, after
the data alignment, a monotonous Q-V curve is obtained, as shown
in Fig. 4(d), which has large fluctuations of the raw parameters as
shown in Fig. 4(c). The interpolation method could be then applied
to prepare the inputs for the data-driven model on this processed
Q-V curve. The proposed data clean method under pulse current
has several benefits. Firstly, the main aging information contained
in the charging process remained properly while the smoothed
data can be used for data alignment. In addition, the processing
method is suitable for wide pulse current scenarios with different
frequencies and duty cycles. Furthermore, this filtering method can
also be used in the multi-step charging for the filtering during the
current switch stages. Therefore, the data preparation for the data-
driven modeling is general for different charging modes. The
processed data are used for the modeling in pretext learning and
target task learning without or with labels respectively, which
are described in the following subsections.

3.3. Feature representative self-learning

Most of the data collected in practical applications are unla-
beled, which is ignored by most conventional data-driven methods
since no labels can be used for supervised learning. However, the
aging information hidden in the operating data such as voltage
and charged capacity curves has a high correlation with battery
aging that can be used to boost the accuracy of the SoH estimation
model. Therefore, in the feature-representative self-learning pro-
cess, the unlabeled data is used to learn the hidden relationship
between the processing data and battery aging, which is the pre-
text task in self-supervised learning. The partial charging
capacity-voltage curve is selected as the input information while
an auto-encoder-decoder structure is adopted to learn the hidden
aging features.

Specifically, the historical data of the charged Q-V curves after
data cleaning using the method described above during each cycle
is input for the encoder-decoder structure. After encoding the
information, the decoding part is used to reproduce the charged
Q-V curves, where the reconstructed curve and the original curve
are used to calculate the mean square error as the loss to be
reduced during training,

MSE ¼ 1
n

Xn
i¼1

ðyi � byiÞ2 ð2Þ

where yi and ŷi are the measured curve and reconstructed curve
respectively. The ŷi is output sequence of the encoder-decoder
structure. The neurons of the first and second encoding layers are
set as 50 and 25 respectively, which are reversely set for the decod-
ing layers. The hidden features that are used to represent the aging
characteristics are set as 5, meaning that the neuron number of the

Fig. 4. Demonstration of the proposed data alignment method. (a) Original voltage and charged capacity curves and illustration of filtering location. (b) Voltage and charged
capacity after data cleaning. (c) Original Q-V curves during aging. (d) Cleaned Q-V curves during aging.
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middle layer is set as 5. The setting of the neurons is conducted by
trialing with the aim to keep it simple while ensuring performance.

The interpretability of the machine learning-based method is
one significant objective to know the reason for such performance
while most of the previous works ignored. Generally, model-based
methods and post hoc methods are popular for machine learning
model interpretation [29]. In this paper, we adopt the post hoc
analysis with the correlations between the hidden states after
auto-encoding are used to interpolate the effectiveness of the pre-
text learning. Pearson correlation coefficient is one popular index
for the correlation evaluation between features and battery capac-
ity. The expression of the Pearson correlation coefficient to present
the correlation between two variables x and y is shown as follows
[26,30],

q ¼
Pn

i¼1ðxi � x
�Þðyi � y

�ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1

ðxi � x
�Þ2

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1

ðyi � y
�Þ2

s ð3Þ

The unlabeled data are used to train the encoder-decoder net-
work and then the pre-trained encoder network is used for the
downstream SoH estimation model fine-tuning, which is intro-
duced below.

3.4. Downstream SoH estimation learning

In practical applications, only sparsely limited labeled data
could be obtained while most of the data are unlabeled, which
have been used to the pretext task learning above. Then, the down-
stream target task is to fine-tune the network by several sparsely
labeled data through supervised learning. The encoding layers
are adapted with one output layer for the final SoH output, and
the number of neurons in this layer is set as 1. Therefore, the out-
put for the fine-tuning is the sparse labeled SoH. The input data is
also the partial Q-V curve, which has the same format as the pre-
text learning while only the Q-V curves of the cycle with sparse
labeled SoH are required. After the fine-tuning process, the final
network for battery SoH estimation is verified and evaluated
through the testing data. The previously learned information
through the unlabeled data maintains in the encoding layer while
the new regression relationship is rapidly learned through the
slightly fine-tuning process. Therefore, the self-supervised learning
strategy helps increase the aging information that the neural net-
work learned while accelerating the convergency process during
downstream target task training. Compared to existing transfer
learning-based battery SoH estimations, the proposed method
transfers the learned information from unlabeled samples without
the need for sufficient samples from the source domain. Therefore,
the proposed method is more efficient with only limited labeled
samples. The model is developed in Python using Pytorch in this
paper. The learning rate is set as 10�3 while the epoch is set as
5000 to let the neural network be well trained.

4. Results and discussion

To evaluate the performance of the proposed method, several
experiment aging tests with different batteries are conducted to
produce data for validation under different aging scenarios. The
root-mean-square error (RMSE), mean absolute error (MAE), and
R square (R2) between the estimated SoH and the ground truth
are calculated for the accuracy evaluation. The expressions of these
three indexes are as follows,

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
i¼1

ðyi � ziÞ2
vuut ; ð4Þ

MAE ¼ 1
N

XN
i¼1

yi � zij j; ð5Þ

R2 ¼ 1�
P

iðyi � ziÞ2P
iðyi � ŷiÞ2

; ð6Þ

where y represents the true value and z is the estimated value while
ŷ is the mean value of all the true values. It means better estima-
tions with lower RMSE and MAE while higher R2.

4.1. Pretext learning evaluation

The encoding process is mainly aimed to learn the aging infor-
mation hidden behind the unlabeled data. To evaluate the perfor-
mance of the pretext learning, the correlations between the
learned hidden states and battery capacity are evaluated. The vari-
ations of the hidden features against battery capacities of B#1 are
shown in Fig. 5. The correlation analysis results between each hid-
den state (HS in the figure) and battery capacities for B#1 and
numerical results for all 13 testing batteries are presented. It shows
that all the five encoded hidden states have high linear relation-
ships with the battery capacities, which means that the autoen-
coder extracts the key aging information satisfactorily. In
addition, it also provides the proper interpretation of the down-
stream SoH estimation model that high correlations exist between
the hidden states and the final output (SoH) of the machine learn-
ing model.

The numerical results for all 13 batteries illustrate that the pre-
text learning for the aging characteristic information extraction is
suitable for different batteries working under different scenarios.
Most of the Pearson correlation coefficients are larger than 0.99.
The correlation coefficients under variable temperatures and high
temperatures are lower than that under normal temperatures,
indicating that the temperature variations influence the learning
performance of the pretext task. The correlation coefficients also
reduce under pulse charging profiles but not significantly, which
proves that our data preprocessing method maintains the main
aging information and suits different application requirements.
The statistical results are listed in Table 2. Larger mean and mini-
mum values are assumed to be better, while smaller interquartile
ranges are assumed to be better. The mean values for the five hid-
den states are larger than 0.96 and the minimum values are larger
than 0.87. The interquartile range is small for all five hidden states
(less than 0.012), which means the pretext learning is robust under
different application scenarios. Therefore, the pretext learning
using unlabeled data helps learn the aging characteristics satisfac-
torily, which helps the performance of the downstream target task
learning for battery SoH estimation that is demonstrated in the fol-
lowing section.

4.2. SoH estimation

The pretext learning performance demonstrated above shows
that the main aging information is learned through the auto-
encoder using the unlabeled data. Then, the downstream SoH esti-
mation for batteries aged under different conditions is presented
and evaluated in this section. The pretext learned parameters of
the neural network are transferred to the target task while a few
labeled data are used for the final fine-tuning for SoH estimation.
Firstly, the firstly 20% of the data are used for pretext learning
while only three labeled data (first cycle, the point at 10% of the
data, point at 20% of the data) are used for the downstream fine-
tuning. The estimation results for each battery cell, estimations
and estimated error distribution density of all the batteries are
shown in Fig. 6. The numerical results are listed in Table 3. It shows
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that the estimated values fit the real values satisfactorily for all 13
batteries regardless of different battery types, working scenarios,
and environmental temperature conditions, indicating the general-
ization and robustness of the estimation method and the effective-
ness of the pretext aging characteristic learning. As for the
estimations of each specific scenario, a detailed evaluation is pre-
sented below.

For the NCA batteries (B#1 to B#6), estimations are more accu-
rate for the primarily used batteries even with dynamic discharg-
ing profiles. For the estimations of the two batteries working
under variable temperatures, the estimated values show larger dis-
tances to the real values but still converge satisfactorily to the real
values, which means the estimations under variable temperatures
and different aging profiles are robust. The estimations for the
second-life battery, which has a different degradation curve shape
are still accurate, indicating the model support estimations for bat-
teries during both primary life and secondary life. The RMSE and
MAE for these 6 batteries are less than 1.28% and 1.14% respec-
tively with R2 larger than 0.95.

For the polymer batteries working under room temperature for
the whole life span (SoH drops below 0.4), the results showed in
Fig. 6(g and h) also show satisfactory estimations with RMSE and

MAE less than 3% and 2.9% and R2 larger than 0.96. There are some
large fluctuations caused by capacity recovery, as the capacity
curve shows in Fig. 1. It shows that the errors are larger for these
two batteries since a wider life span and long-running cycles are
included. For the LFP batteries (B#9 and B#10) working under high
temperatures with CC, the results are accurate with smaller errors.

The last kind of battery (NCM batteries) is aged under both CC
charging and pulse current charging. The data preprocessing and
estimation method also support the SoH estimations under pulse
charging profiles, which extend the application capability. The esti-
mation results show that some outliers exist but most of them are
well-fitted to the real values. The RMSE, MAE, and R2 are 0.873%,
0.615%, and 0.987 for the battery charged with 0.2 Hz, and those
are 0.645%, 0.425%, and 0.965 for the battery charged with 0.05 Hz.

The estimation results for all the batteries are shown in Fig. 6(n)
and the distribution of the errors is shown in Fig. 6(o). It shows that
all the absolute values of the errors are less than 5% and most of
them are less than 2%. Therefore, the SoH estimation is robust
and accurate under different application scenarios for different
battery chemistries and formats, which is promising for practical
applications since only own unlabeled information and a few
labeled data are needed.

The robustness of the method with different ratios of data that
are available for self-supervised learning is evaluated then. The
labeled data for the downstream target task are several points at
each 10% of the entire cycle number for each battery. The varia-
tions of RMSE, MAE, and R2 with different ratios of data for model-
ing are shown in Fig. 7. The results indicate that the errors sharply
reduced to lower ranges while R2 increase quickly to higher values
from 10% to 20%, and then keep stable with later ratios and an
overall improvement trend until 90%. Some outliers exist with
ratios less than 50% and disappear after that, which means the

Fig. 5. Correlation evaluations between the five encoded hidden states and battery capacities, (a–e) exemplary results for B#1 and (f) results for all 13 batteries.

Table 2
Statistic results of the correlation evaluation.

Hidden state Mean Minimum Interquartile range

HS1 0.979 0.901 0.011
HS2 0.985 0.945 0.108
HS3 0.993 0.966 0.005
HS4 0.961 0.878 0.078
HS5 0.990 0.965 0.012
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overall robustness and accuracy are continually improved. It shows
from Table 3 that only with 20% of data (only three labeled sam-
ples), the errors are less than 3% while R2 is larger than 0.95, indi-
cating satisfactory estimations. Therefore, the proposed method
achieves satisfactory estimation performance with only early data
for modeling and can be continually improved for more robust and
reliable estimations along with the usage of unlabeled data and
several labeled samples.

Then, mutual verification is conducted to further evaluate the
proposed framework, where the batteries of B#1-B#3 are used
for pretext learning using the partial Q-V curve without labels.
Then, the downstream fine-tuning is conducted with the early
sparsely labeled samples (three points from the first 20% of data),
where the results for B#4-B#7 are shown in Fig. 8(a–d)
respectively. The testing scenarios of Fig. 8(a and b) are used to

Fig. 6. SoH estimation results. (a–m) for B#1-B#13, (n) for all the batteries, and (o) errors distribution density for all the batteries.

Table 3
Numerical results for the SoH estimations.

Battery RMSE (%) MAE (%) R2

B#1 0.712 0.658 0.977
B#2 0.382 0.314 0.995
B#3 1.272 1.134 0.956
B#4 1.276 0.860 0.954
B#5 1.141 0.930 0.957
B#6 0.883 0.638 0.988
B#7 2.067 1.762 0.984
B#8 2.968 2.673 0.967
B#9 0.169 0.146 0.999
B#10 0.282 0.227 0.998
B#11 1.235 1.060 0.994
B#12 0.873 0.615 0.987
B#13 0.645 0.425 0.965
All 1.139 0.762 0.989
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evaluate the information from the constant temperature on the
performance improvement under variable temperatures. Results
in Fig. 8(c) can be used to verify the effects that aging information

learned from fresh batteries is beneficial for the accuracy improve-
ment of the secondary battery. The last testing scenario in Fig. 8(d)
is aimed to prove that the aging information from one kind of bat-
tery is also useful for SoH estimation of the other kind of battery.
These test scenarios also have practical significance. It is challeng-
ing for model training with a large number of samples for the
onboard battery management system. It is valuable to use the pre-
text model trained by using data from other batteries while only
using sparsely labeled data for the downstream fine-tuning for per-
formance improvement. Therefore, the proposed framework is also
effective in mutual usage.

4.3. Comparative evaluations

In order to demonstrate the advantage of the proposed SoH esti-
mation framework, results obtained by several conventional meth-
ods are presented and compared. Firstly, four representative
batteries (B#4, B#6, B#7, and B#13) are used for the demonstra-
tion and the estimation results based on different methods are
shown in Fig. 9. Both primary and secondary life batteries, both
dynamic loading profiles, pulse currents, and constant current
loading profiles, both constant and variable temperatures are rep-
resented by these four batteries. The NN without self-supervised
learning, LR, GPR, ridge kernel regression (Ridge), random forest
regression (RF), k-nearest neighbors (KNN) regression, and SVR
are included for the comparisons. Therefore, both kernel-based
and parameter-based machine learning algorithms are considered
for the evaluations. The inputs of these models are the prepro-
cessed partial Q-V curve. Only the labeled data are used for the
supervised learning requirement. The symbol ‘NN_SS’ is the result
obtained by the proposed method in this paper. It shows that our
model has the best generalization capability, with high accuracy
under different testing scenarios. In contrast, other conventional
machine learning methods such as RF and KNN failed to map the

Fig. 7. Evaluations of the estimation performance with different ratios of data
available for modeling.

Fig. 8. Performance of the proposed method with unlabeled information from other batteries. (a) Results for B#4, (b) results for B#5, (c) results for B#6, and (d) results for
B#7.

Y. Che, Y. Zheng, X. Sui et al. Journal of Energy Chemistry 84 (2023) 335–346

343



relationship due to the limited labels, showing worse robustness
and generalization. The reason for the poor performance of con-
ventional machine learning methods in our case is that they
require sufficient labeled data for training, which are very difficult
to be obtained in real-world applications. Therefore, the proposed
method in this paper is a more efficient way for battery SoH esti-
mation with limited labeled samples since many unlabeled sam-
ples can also be leveraged to provide knowledge of battery
degradation.

To evaluate the performance more clearly, the numerical com-
parisons are shown in Fig. 10 and the numerical results are listed
in Table 4. Each dot in the figure represents the result for one bat-
tery cell using the corresponding method while the distribution
represents the robustness and generalization of each method on
different application scenarios. It shows that from Eq. (6) that R2

can be negative values. When R2 is lower than 0, we set it as 0 since
the small negative value will influence the clear illustration of
Fig. 10. Also, these values can be seen as poor estimations that indi-
cate poor generalization. The numerical results listed in Table 4 are
the average values of each index based on the results of all 13 bat-
teries, which demonstrates the average performance of each kind
of method under different application scenarios. Fig. 10 shows that
conventional machine learning models with supervised learning
have large error distributions. While the proposed method with
the self-supervised learning strategy has the smallest error distri-
bution, where all the errors are in a lower range and the R2 is in
a higher range. From the numerical results in Table 4, where the
mean value of each index in Fig. 10 with each method is listed,
the improvement of the accuracy can be better illustrated. The
average RMSE and MAE are only 1.07% and 0.88% while those of
the conventional methods are larger than 2.27% and 1.73% respec-

tively, which means the proposed method can reduce the error
more than 1 time. The average R2 is 0.978 for the NN_SS which is
also larger than the other methods, indicating better convergency
to the real values. The average maximum absolute error is only
3.336%, which means that the estimations maintain a narrow error
range, indicating better reliable estimations compared to other
methods. Therefore, from the comparative evaluations above, the
proposed method successfully improves the accuracy and robust-
ness of battery SoH estimation by the self-supervised learning
strategy.

4.4. Discussion

The proposed method has been evaluated above for perfor-
mance improvement in battery SoH estimation, where both self-
verification and mutual verification have been conducted. Different
conventional machine learning models are also used for the com-
parisons. To further demonstrate the effectiveness of the proposed
framework, a public dataset from [31] is used for verification,
where ‘‘Dataset 2” with NCM batteries is used. The results are
shown in Fig. 11, where the histograms of the RMSE and MAE for
all the batteries are illustrated. The pretext training the down-
stream fine-tuning also uses the first 20% unlabeled data and three
sparse labeled data, respectively. The results show that both the
RMSE and MAE shrift to the lower values with the proposed frame-
work, which means the accuracy is improved by learning from the
unlabeled samples. Based on both the experiment data and public
data, the proposed framework is verified to be effective in battery
SoH estimation performance improvement in different working
conditions with different battery types.

Fig. 9. SoH estimation results with different methods for (a) B#4, (b) B#6, (c) B#7, and (d) B#13.
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From the results presented and evaluated above, the proposed
method has superiority for accuracy and robustness improvement
by taking advantage of unlabeled data besides the labeled data. The
unlabeled data are valuable for aging characteristics learning while
being ignored by most of the previous works. In order to demon-
strate the performance of the proposed method, an interval of each
10% of data is used to assume the availability of labeled samples. In
real applications, this can be different due to the practical scenar-
ios. For example, the labeled data can be obtained during regular
maintenance while sufficient unlabeled data are available in most
daily charging processes. The performances under different charg-

ing profiles have been verified. Therefore, the proposed method
can be easily transferred to practical applications by using suffi-
cient unlabeled data and a few sparsely labeled data. Compared
to existing transfer-learning methods, which require sufficient
labeled data from the source domain, the proposed method can
estimate battery SoH accurately without information obtained
from other batteries while taking advantage of historical unlabeled
data for performance improvement. In addition, the feedforward
neural network is used for the verification of the proposed estima-
tion framework considering the simplicity and low training bur-
den. Other advanced deep neural networks that have been used
for battery SoH estimation, such as long-short-term memory
[20,25], gated recurrent units, and convolutional neural networks
[32], can also be implemented by adopting the proposed frame-
work. Therefore, the generalization of the proposed method is high
for different practical applications. Furthermore, it is valuable to
investigate the performance under different partial charging
depths, i.e., different voltage ranges. It has been investigated that
different voltage ranges for battery impedance prediction are effec-
tive by considering physical interpretations [33]. In our future
work, the performance of battery health estimation and prognos-
tics with different voltage ranges will be investigated, and the
physical correlations will be also studied.

Fig. 10. Evaluations of the estimation performance with different models.

Table 4
Mean values of each index for different methods.

Method RMSE MAE R2 Max error

NN 2.268 1.730 0.921 5.997
GPR 3.928 2.961 0.779 8.645
SVR 3.391 2.653 0.830 8.645
Ridge 2.840 2.094 0.883 6.828
LR 2.464 1.909 0.909 6.140
NN_SS 1.070 0.880 0.978 3.336

Fig. 11. Evaluations of the estimation performance using a public dataset from [31].
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5. Conclusions

Battery SoH estimation is one key function in battery manage-
ment systems for efficient health management. However, conven-
tional data-driven methods require sufficient labeled data for
modeling, which hinders practical applications. This paper pro-
posed a novel self-supervised method to boost the battery SoH
estimation by introducing a pretext aging characteristic learning
with unlabeled data and a downstream target task learning with
a few labeled data. A filter-based data preprocessing method is
proposed to ensure the smooth partial capacity-voltage curves
obtained under different charging modes. The auto-encoder-
decoder is used in pretext learning for hidden feature extraction.
Pearson correlation analysis indicates that the average coefficients
between the learned hidden features and battery SoH are larger
than 0.96, which proves the efficiency of the learned aging charac-
teristics. With only a few labeled data used for the downstream
SoH estimation task learning, the accuracy and robustness of the
proposed method are proved to be improved compared to conven-
tional machine learning methods. With only three labeled samples,
the average RMSE and MAE are 1.07% and 0.88% respectively with
the mean maximum absolute error of 3.336%. The fitting coeffi-
cient R2 is 0.978. Verifications are conducted under different bat-
teries with different loading profiles and temperature conditions.
The robustness of the method can be continually improved along
with its usage during aging. In future work, the future trajectory
prediction with self-supervised learning will be studied.
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