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Abstract

5G New Radio (NR) technology is expected to provide connectivity to a wide
variety of services with different Quality of Service (QoS) requirements. For
some applications, Key Performance Indicators (KPIs) such as reliability, la-
tency, or data rate may have stringent targets, which will be challenging to
meet with the existing Radio Resource Management (RRM), QoS, and mo-
bility management procedures. These procedures are mostly reactive, i.e.,
a service degradation is only mitigated once it has already occurred. Hav-
ing some prior knowledge of the network conditions that the User Equip-
ment (UE) will experience can help avoid a situation that may be critical
for the service. Specifically, the service could benefit from a more proac-
tive QoS management in the so-called mission-critical communications, such
as Vehicle-To-Everything (V2X) or Unmanned Aerial Vehicles (UAV) using
cellular networks. The need for this approach is stated by associations and
groups such as the 5G Automotive Association (5GAA) or the Aerial Connec-
tivity Joint Activity (ACJA). Both consider a context where the network can
predict changes in the QoS.

A relevant parameter involved in the RRM decisions, as well as for QoS
prediction, is the signal level experienced by a UE, typically expressed using
the Reference Signal Received Power (RSRP). RSRP is a key metric, as it is
used for several procedures such as cell selection and re-selection, or power
control. Therefore, estimating the signal level is essential when designing
a reliable system. Accurate estimations of the RSRP levels that the UE will
experience along the path could provide in-advance information on the ex-
pected service availability and reliability conditions. This thesis studies the
use of RSRP estimations to predict potential critical areas along the known
moving path of a UE using a mission-critical service. The use of ray-tracing
or empirical models versus a measurement-based approach for RSRP estima-
tion is analyzed. The Ph.D. project answers research questions such as: How
accurate can signal strength be estimated using measurement data? Can
measurement data reported by UEs that have previously passed through the
same location be used to estimate the signal level that a UE will experience
in that same location? Can that estimation be corrected using UE context in-
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Abstract

formation? Can the RSRP estimations be used to predict the expected critical
areas along the route? These questions are investigated for the V2X and UAV
use cases.

Firstly, a new approach for estimating the serving signal level that a UE
will observe along the route is studied. We analyze the achievable accuracy
of a data-driven estimation method, consisting of the aggregation of the mea-
surements recorded by multiple UEs in a certain location. The estimation is
location-based, i.e., the measurements are aggregated regardless of the cell
that is serving the user, such that the estimation is valid for any UE passing
through that location. Secondly, we evaluate the accuracy provided by a ray-
tracing tool and two empirical models when estimating the signal variations
that the user will experience along the route. For that purpose, the estima-
tions are compared to experimental data. The study is done for ground-level
and UAV measurement data. Therefore, multiple drive tests and UAV field
measurements have been performed during this Ph.D. in urban and rural
environments in Denmark. Results show that the data-driven approach im-
proves the estimation error over the traditional techniques studied. This work
also investigates how the estimation error can be further reduced by predict-
ing the mean individual offset that each specific UE will observe with respect
to the initially estimated value once the UE starts moving along the path.
The different results observed for ground compared to airborne predictions
are also discussed. Lastly, the work includes an evaluation of how to use the
RSRP estimations to calculate the probability that there is a service outage in
terms of service availability and reliability. Results show that the data-driven
estimation approach allows detecting at least 70 % of the existing critical ar-
eas.
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Resumé

5G New Radio (NR) teknologien forventes at kunne skabe forbindelse til
en lang række services med forskellige krav til Quality of Service (QoS).
For visse applikationer er der udfordrende krav til performance indikatorer
(KPI’er) såsom pålidelighed, forsinkelse eller datarate, og som derfor bliver
en udfordring at imødekomme med de eksisterende procedurer til håndter-
ing af radioresourcer (RRM), QoS, og mobilitet. Disse procedurer er for det
meste reaktive, dvs. en serviceforringelse kan først afbødes efter, at den har
fundet sted. Et forudgående kendskab til hvilke netværksforhold en terminal
(UE) vil komme ud for, kan hjælpe med at undgå en ellers kritisk situation
for den benyttede service. Specielt services kategoriseret som missionskritisk
kommunikation, eksempelvis Vehicle-To-Everything (V2X) eller Unmanned
Aerial Vehicles (UAV) via cellulære netværk, kunne drage fordel af en mere
proaktiv QoS håndtering. Behovet for denne tilgang er dokumenteret af sam-
menslutninger og arbejdsgrupper såsom 5G Automotive Association (5GAA)
og Aerial Connectivity Joint Activity (ACJA) der begge tager udgangspunkt
i en kontekst, hvor netværket kan forudsige ændringer i QoS.

En relevant parameter, som har betydning for radioresourcehåndtering,
såvel som for prædiktion af QoS, er signalniveauet ved terminalen - typisk
udtrykt ved Reference Signal Received Power (RSRP). RSRP er en væsentlig
performance indikator, da den bliver brugt i mange radiorelaterede proce-
durer såsom valg og skift af radiocelle, eller justering af sendeeffekten. Det
er derfor vigtigt at estimere signalniveauet, når man vil designe et pålideligt
system. Præcise estimeringer af RSRP-niveauer, som terminalen oplever langs
en given rute, kan give forhåndsinformation om service-tilgængelighed og
pålidelighed. Denne afhandling har fokus på brugen af RSRP-estimeringer,
til at forudsige eventuelle kritiske områder i brugen af en missionskritisk
service, når terminalen bevæger sig langs en given kendt rute. Brugen af
ray-tracing (RT) eller empiriske modeller, versus en målebaseret tilgang til
estimering af RSRP, analyseres i afhandlingen. Ph.D. projektet besvarer vi-
denskabelige spørgsmål som: Hvor nøjagtigt kan man estimere signalstyrke
ved brug af måledata? Kan måledata rapporteret af terminaler, som tidligere
har passeret igennem samme lokation, bruges til at estimere det signalniveau,
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Resumé

som en terminal vil opleve i denne samme lokation? Kan denne estimer-
ing korrigeres ved at bruge kontekstinformation? Kan RSRP estimeringerne
bruges til at forudsige de forventede kritiske områder langs ruten? Disse
spørgsmål undersøges for både V2X og UAV brugsscenarier.

Først undersøges en ny tilgang for estimering af det signalniveau, som en
terminal observerer langs ruten. Vi analyserer den opnåelige nøjagtighed af
en data-drevet estimeringsmetode, som består af en aggregering af målinger
fra flere terminaler på en bestemt lokation. Estimeringen er lokationsspecifik,
dvs. målingerne aggregeres uden hensyn til den radiocelle, som servicerer
brugeren, således at estimeringen er gyldig for en hvilken som helst termi-
nal, der passerer den bestemte lokation. Dernæst evaluerer vi nøjagtigheden
af RT og to udvalgte empiriske modeller til estimering af de signalvaria-
tioner som terminalen oplever langs ruten, i en sammenligning med eksperi-
mentelle data. Undersøgelsen er udført med eksperimentelle data for V2X og
UAV scenarier som er indsamlet gennem adskillige felteksperimenter under
kørsel langs vej og flyvning i lav højde i by- og landområder. Resultaterne
viser, at den data-drevne tilgang forbedrer estimeringsfejlen i sammenligning
med de undersøgte traditionelle teknikker. Afhandlingen undersøger også,
hvordan estimeringsfejlene kan reduceres yderligere når terminalen er startet
på ruten, ved at prædiktere det terminalspecifikke offset som hver terminal
vil opleve i forhold til det overordnede og initialt estimerede signalniveau.
Afvigelsen mellem resultater for V2X og UAV scenariet diskuteres i afhan-
dlingen. Endelig indeholder afhandlingen også en evaluering af, hvordan
man benytter RSRP estimeringer til at beregne sandsynligheden for, at der et
serviceudfald mht. service-tilgængelighed og pålidelighed. Resultater viser,
at man ved den data-drevne estimering kan detektere mindst 70 % af de
eksisterende kritiske områder.
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Joǎo for all the fun, the trips, the nights out, the board games, the volleyball,

xix



Acknowledgements

and the endless amount of activities and plans that made all these years much
better. Thank you to my friends in Mallorca and Barcelona for supporting me
in the distance and constantly reminding me that the sun is always shining
even if you cannot see it! A special shout out to Thomas, who never quit
sending bad jokes to make my days slightly better.

I would not have made it through this Ph.D. without Enric. Thank you for
the insane amount of steps (figurative and literally) that led us where we are
today. For acting as my left hemisphere whenever I needed it and letting my
right one take over yours every once in a while. For always being my home
and my balance. You have been a friend and a partner during the past 12
years and have not disappointed me even once. I love you and your terrible
sense of humor.

Last, I would like to thank my family for the unconditional support they
have given me in every step I have taken in my life and for making me
feel them close even in the distance. Special thanks to my siblings for their
annoying way of telling me that I am "the smart one". And to my parents.
You two have always given me everything I needed to get where I wanted to
be. You all are the best family I could ask for, and I will always be thankful
for that.

Melisa López
Aalborg University, February, 2022.

xx



Part I

Thesis Summary

1





Chapter 1

Introduction

Wireless communications has become essential in our personal and profes-
sional lives and currently plays a crucial role in the global economy and
development. It was initially designed for human-centric communication
purposes: from voice services in the 1st Generation (1G) to data services with
increasing data rates in the 2nd Generation (2G), 3rd Generation (3G) and 4th
Generation (4G). The rapid advance of technology has motivated the need to
support new applications, and cellular communications is the main candi-
date. The 5th Generation (5G) NR is expected to serve the new emerging use
cases which, according to the International Telecommunications Union (ITU)
International Mobile Telecommunications for 2020 and beyond (IMT-2020),
are grouped in three different categories [1]:

• Enhanced Mobile Broadband (eMBB): Includes all the services focus-
ing on human-centric communication. The demand for multi-media
content, data, and voice services has only increased over the years. This
5G use case focuses on providing higher data rates, improved perfor-
mance, and seamless user experience.

• Ultra-Reliable Low-Latency Communications (URLLC): Also known
as Mission-critical Machine Type Communications (mcMTC) [2], this
5G use case is characterized by the high reliability, low latency, and
high availability requirements of the services involved.

• Massive Machine Type Communications (mMTC): This use case refers
to services with a large number of devices such as sensors or actuators
that typically transmit small amounts of non-sensitive data, are low
cost, and have low power consumption.

Examples of the three 5G categories can be seen in Fig. 1.1: from voice
and data services with increased data rates to smart cities, remote surgery,
augmented reality, connected vehicles, drones, and many other applications.
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Chapter 1. Introduction

Fig. 1.1: Usage scenarios of IMT-2020 [1].

Manufacturing companies and standard organizations have invested their
resources in developing the different cellular telecommunications technolo-
gies and have jointly formed the 3rd Generation Partnership Project (3GPP),
which provides system description and specifications for each technology
and their multiple scenarios and use cases. The following section includes
the description, main challenges, and requirements for the specific use cases
studied in this thesis.

1 Mission-Critical Communications

The definition of mission-critical communications can be broad, but it all
comes down to the same main requirement: high reliability. Seamless and
reliable connectivity is essential since a failure may pose a risk to human
life [3]. This type of communication was initially meant to provide commu-
nication between emergency services such as police, ambulances, or firefight-
ers. Nowadays, the term can apply to many other industries and applications
among the increasing number of use cases in the 5G NR. Examples such
as remote surgery, real-time automation, connected vehicles, or autonomous
robotics, where a communication failure can have severe consequences, show
the need for robust and reliable communication at any time.

Within the 5G categories, mission-critical communications is enclosed in
the mcMTC, which entails new and completely different needs that were
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not a concern in conventional (handheld) communications. Mainly, mission-
critical applications are characterized by three requirements:

• High-reliability: different definitions can be found in the 3GPP spec-
ifications depending on the context. For network layer packer trans-
missions, it is defined as the percentage of successfully delivered pack-
ets within the time constraint required by the target service [4]. For
PHY/MAC layer transmissions, it is often evaluated using the Block
Error Rate (BLER) i.e., the ratio of failed packets to the total number of
transmitted packets [5].

• High-availability: as described in [6], availability is the probability that
the network can provide service. In [7], the authors claim that it could
also be included within the definition of reliability since it indicates the
probability of establishing a safe communication link.

• Low- and Ultra-low latency: latency typically refers to the time elapsed
from the generation of a data packet in the transmitter until it is cor-
rectly decoded at the receiver. 3GPP distinguishes between user plane
latency, control plane latency [4] and end-to-end latency [8].

• Scalability: as explained in [9], the network should be able to dynam-
ically adjust its resources to the number of devices per coverage area
and their different service requirements.

The requirements may vary depending on the use case and the service the
network aims to provide. There are very stringent use cases such as remote
surgery with latency below 1 ms and a BLER of 10−9 [10], and use cases with
more relaxed requirements such as automation with latency requirement of
maximum 100 ms and a 10−1 BLER [11]. The constant growth in demand for
mcMTC has motivated Mobile Network Operators (MNOs), standardization
bodies, and academic researchers to investigate potential solutions to meet
these requirements.

This thesis contributes towards the fulfillment of the mission-critical com-
munication requirements, focusing on two use cases: V2X and UAVs. The
solutions proposed in Chapter 3 contribute to ensure service availability and
service reliability in the studied scenarios. The following sub-sections pro-
vide definitions, requirements, and challenges, of the V2X and UAV1 use
cases. A review of potential solutions available in the state-of-the-art is also
included.

1Also termed Uncrewed Aerial Vehicles or drones.
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1.1 Vehicle-To-Everything

Vehicular communications has been considered a key use case within the 5G
emerging services [12]. The general V2X term includes Vehicle-To-Infrastructure
(V2I), Vehicle-To-Network (V2N), Vehicle-To-Pedestrian (V2P), and Vehicle-
To-Vehicle (V2V) communications. Examples of these are self-driving cars,
collision avoidance, vehicle traffic optimization, speed regulation, pedestrian
safety notifications, or communication with V2X application services [13].
These are safety-critical applications and, therefore, will all have very strin-
gent QoS requirements [14]. In this sub-section, we present the main require-
ments and challenges and review the recent literature addressing them. The
key QoS requirements for the V2X use case and related service applications
are [15]:

1. Support of high radio dynamics. Not only the UE will be moving at
relatively high speeds, but also the surrounding environment will be
variant, and the objects around may be in motion. Considering also the
spatio-temporal changes in the wireless network, the different Key Per-
formance Indicators (KPI) experienced by the UE will fluctuate rapidly.
These fluctuations may implicitly lead to worse QoS performance [16].

2. Extremely low-latency. This requirement is meant for cases such as col-
lision avoidance, pedestrian safety notifications, and other situational
awareness examples, which are time-critical. End-to-end latency re-
quirements as low as 3 ms are observed for some applications.

3. High capacity. The massive number of connected vehicles and the re-
quired signaling will lead to a high volume of messages. Among others,
efficient resource allocation is required.

4. High reliability and availability. These are required especially for
safety-critical applications, where reliability and availability of the com-
munication link need to be ensured before and during the service.

5. Extremely high security and privacy. There is a need for data and
privacy protection since there will be broadcast messages from vehicle
to vehicle or from vehicle to network containing the vehicle’s speed,
location, or other relevant information that can be used to harm the
vehicle or the service.

A common assumption for V2X service studies is that the UE’s route is
known or can be predicted before the service starts, since vehicles can usually
provide information on their starting location and final destination. Some
studies aim at optimizing the route based on the expected radio conditions.
An example is [17], the authors present a real-time route planning model
considering the information collected by the network.
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Furthermore, as stated by the 5GAA in [18], the service would strongly
benefit from predicting the expected changes in QoS. In-advance awareness
of potential QoS degradation allows the network to counteract before the
degradation occurs, adapting to future conditions and reducing or avoiding
completely its consequences.

QoS prediction can be performed at different entities of the communica-
tion link:

• Network-based QoS prediction: provide predicted QoS notifications
based on real-time KPIs available on the network side. The network
KPIs are typically averaged over a certain period and therefore cannot
observe the rapid fluctuations mentioned above. An example is pre-
sented in [19], where the authors discuss the use of machine learning
techniques to predict the performance of the network where UE data is
not available.

• UE-based QoS prediction: The prediction is performed at the UE side
and uses real-time KPIs. An example can be seen in [20], where the au-
thors use RSRP and Reference Signal Received Quality (RSRQ) samples
available at the UE to perform data rate prediction.

• Combined approach: using real-time UE information combined with
network data to perform QoS predictions [21].

Relevant prediction-related contributions can be found in the available
literature for cellular V2X communications. The authors of [22] propose
a statistical learning framework for predicting QoS in V2X. The presented
framework combines the prediction of channel model characteristics using
contextual information with a statistical learning model to predict QoS. A
qualitative performance assessment is included using an example with simu-
lation data. A similar scheme is proposed in [16], where the authors analyze
the necessary functions to predict QoS for a certain time horizon using real-
time measurements.

Since mobility is one of the main reasons for service degradation due to
the Handover (HO) procedure, there are several publications in the litera-
ture aiming at predicting HO and mobility-related parameters. An example
is [23], where the authors combine a vector auto-regression model and a
Gated Recurrent Unit (GRU) to predict user trajectory and use the results to
optimize the HO procedure and reduce signaling. Their proposed algorithm
reduces HO processing costs by 57 % and transmission costs by 28 %. The
authors of [24] propose two prediction schemes for HO prediction based on
channel features. They evaluate the performance using simulation data in
different scenarios, showing that the proposed schemes reduce the number
of unnecessary HOs. Both schemes outperform the existing ones. The first
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achieves a prediction success of 99 % using Received Signal Strength Indica-
tor (RSSI) values of all surrounding Base Station (BS)s, and the second shows
the same success rate by using Signal-To-Noise Ratio (SNR), RSSI, available
bandwidth and UE data rate.

Due to the latency-critical applications, latency is considered a relevant
KPI for prediction. In [25], they propose a prediction framework combining
Machine Learning (ML) and statistical approaches that uses RSRP, RSRQ, and
past latency samples to predict latency. They use measurement data from dif-
ferent locations in an urban environment to show that the proposed approach
can reduce the estimation error and the corresponding standard deviation by
45 % and 25 %, respectively, compared to other approaches. The authors
of [21] also predict latency inputting measurement data from an urban sce-
nario to a Neural Networks (NN). They propose a classification prediction
based on a threshold, and use expected end-to-end delay, speed, Signal-To-
Interference-Plus-Noise Ratio (SIR), RSRP, and RSSI to predict whether la-
tency will be below or above the threshold. They show that their approach
achieves f1-scores (the harmonic mean of precision and recall [26]) of up to
88%, which they considered insufficient accuracy for safety-related applica-
tions.

Those applications in which a minimum throughput is required will ben-
efit from throughput prediction, as it will allow to detect potential service
degradation. In [27], the authors show throughput prediction using a ran-
dom forest algorithm. As inputs, they use UE category and cell frequency
band, physical layer radio measurements collected at the UE (RSRP, RSRQ,
and RSSI), context information (indoor/outdoor conditions, distance UE-BS,
UE speed), and Radio Access Network (RAN) measurements (average cell
throughput, BLER, and others). For performance evaluation, they use the
median absolute error ratio, which is defined as the absolute value of the
difference between the predicted and the actual throughput, divided by the
actual throughput. Their algorithm reaches a median absolute error ratio of
0.1. The work presented in [28] uses simulation data to evaluate the use of
Long Short Memory Term (LSTM) networks to predict uplink throughput
for a time window of 7 s. They input network-related parameters and QoS
metrics (location, speed, distance to serving cell, cell load percentage, and
observed uplink throughput at time t) to the LSTM network, and obtain an
overall Root Mean Square Error (RMSE) of 2.5 Mbps, and 3.5 Mbps at the 7th
second.

Other KPIs have been investigated for prediction, depending on the ser-
vice requirements that the authors are targeting to meet. The authors in [29]
conduct a study to predict cellular bandwidth using past throughput samples
and lower layer information from real-time experimental data, and propose
an ML framework that provides accurate predictions. With a time granular-
ity of 1 s, they show an average prediction error in the range of 3.9% to 19%
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in all the studied scenarios (stationary and highway drive test). The work
in [30] studies the performance of deep NNs to predict packet loss using
V2X throughput as input. Their work is based on simulation data and the
proposed model provides accurate results, with RMSE values between 0.02
and 0.5.

The above-presented studies show the wide variety of KPIs that can be
predicted to improve the QoS experienced by a user. There are different
prediction methods, many of them based on ML, and the accuracy varies
depending on the predicted parameter and the approach used. The vast
available state of the art shows the need for predictive algorithms for V2X
services using cellular networks, where simulated data is commonly used
for performance evaluation. In addition, many of them use signal strength
as an input to the prediction algorithm, which evidences the relevance of
that parameter for QoS prediction. This will be further developed in sub-
section 1.3, where the importance of RSRP and the benefits of its prediction
for mission-critical use cases are motivated.

1.2 Unmanned Aerial Vehicles

The UAV market has experienced a rapid expansion in recent years. New ap-
plications such as infrastructure monitoring and inspection, entertainment in-
dustry, delivery of goods, or search and rescue motivated the need to provide
safe and reliable communication between the UAV and its controller [31]. Es-
tablishing a reliable Command and Control (C2) link is essential for the op-
eration of UAVs through cellular networks Beyond Visual Line-of-Sight (BV-
LOS) since it carries flight-related information that needs to be exchanged be-
tween the drone and its controller [32]. We consider as relevant safety-critical
applications those where the drone is remotely controlled over cellular net-
works using the C2 link.

Different requirements are introduced by 3GPP in [33], depending on the
service. For the C2 link, data rates up to 100 kb/s and packet error lower
than 0.1 % within 50 ms latency are required. For the data link, requirements
will depend on the use case, with data rate requirements of up to 50 Mb/s.

The propagation conditions experienced by a UAV will show key differ-
ences with respect to the ones observed by a ground user. The main chal-
lenges to be considered when addressing the problem of cellular networks
for UAV communication can be summarized as follows:

• Radio visibility conditions: while ground users typically suffer from
obstructions in the propagation path (especially in urban environments)
due to the presence of buildings and nearby objects, UAVs experience
dominant Line-Of-Sight (LOS) conditions. For flight altitudes near the
clutter height, UAVs observe obstructed LOS conditions, with higher
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LOS probabilities than in the ground since the signal may interact with,
e.g., the roofs of the buildings (LOS probability is not 100 %). For flight
altitudes above clutter height, drones experience LOS conditions, where
minimal fading is expected since there are no objects in the transmission
path [34].

• Interference: due to the good propagation conditions observed in the
air, the number of visible cells is higher than in the ground. In addition,
cellular networks are optimized for ground coverage, with down-tilted
BS antennas, which will sometimes cause UAVs to observe strong signal
strength from the side lobe of far BSs. This will turn into increased
interference, especially in uplink [35], [36].

• Mobility: this challenge was also observed in the V2X scenario. How-
ever, UAVs show generally higher mobility and degrees of freedom
than vehicles. While vehicle mobility can be assumed two-dimensional
and following predictable paths (road segments), drone mobility mod-
els need to account for the height dimension (3D) [37].

Based on the presented challenges and requirements, there are several
studies in the literature focusing on providing a reliable C2 link. According
to the ACJA, knowledge of the expected radio conditions and link quality
is required before, and during the flight [38]. They propose a two-phase
framework: a planning phase and a flight phase. The planning phase as-
sumes the existence of flight corridors and flight path planning for UAV ser-
vices. The planned flight path’s expected coverage should be evaluated in
the planning phase, which could be done using coverage maps, propagation
models, or other approaches that provide signal level estimations. During
the flight phase, the required KPIs for safe operation should be monitored,
and real-time data used to predict and react against possible service quality
degradation.

The usefulness of predictive mechanisms discussed in the previous sub-
section also applies for UAVs. There are already some studies addressing
prediction-based solutions to provide a reliable UAV communication over
cellular networks. Considering the challenges described above and that most
of the services have requirements in terms of latency, availability, and relia-
bility, much of the literature focuses on interference mitigation, mobility and
RRM management, and channel prediction. Many of them use ML to predict
relevant parameters, as pointed out by the authors of [39].

In [40], the authors propose a deep reinforcement learning algorithm that
minimizes the interference that UAVs connected to cellular networks cause
on ground UEs. The approach allows each UAV connected to the network
to decide on the traveled path, transmission power level, and cell association
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vector. Using simulation data, they show that the presented method reduces
the latency experienced by the UAVs and increases the rate per ground UE.

The authors of [41] address the mobility challenges. They propose a new
handover method to support reliable connectivity. Using deep learning, they
design a dynamic algorithm that optimizes handover decisions for UAVs.
The algorithm is tested using simulation data and shows to reduce the num-
ber of handovers at the cost of a slight decrease in signal strength. The UEs
report measurement information accordingly to the configuration provided
by the RAN. The reporting can be done periodically or event-triggered, as
later explained in Chapter 2.

In [42], the authors propose a two-stage online (on-the-fly) framework to
predict the achievable Downlink (DL) throughput. They design a recurrent
NN architecture where they input past throughput samples along with their
corresponding geographic location. Numerical results using simulation data
show that their proposed framework outperforms the existing approaches.

The authors of [43] present a ML approach to predict the radio signal
strength in urban environments. They propose the combination of measure-
ment data and a 3D map of the area to predict RSRP and use convolutional
NNs to learn the relationship between them. The algorithm is tested using
data generated by a ray-tracing tool in a simulated urban environment. Re-
sults show an average absolute error of 11 dB for a randomly generated tra-
jectory. In [44], they evaluate the performance of random forest and k-nearest
neighbors algorithm for path loss prediction of air-to-ground Millimiter Wave
(mmW) channels. They use UAV coordinates and altitude, propagation dis-
tance, number of buildings within the transmission path, the average height
of buildings in the transmission path, percentage of buildings in the square
area, and elevation angle as inputs to the algorithm. They evaluate the accu-
racy of the proposed method by comparing the predictions to data generated
using a ray-tracing tool. The proposed method shows an RMSE as low as
1.6 dB. The authors of [45] use artificial NNs to predict the received Signal
Strength (SS) experienced by a UAV connected to a cellular network. They
input location and elevation from UAV and serving cell, building height, and
antenna height to the NN. Their proposed algorithm provides an RMSE of 3
dB for pure LOS conditions.

The available literature shows, also for UAVs, the need for predicting
radio metrics and the benefits that it would bring to service reliability. Gath-
ering measurement data is challenging for the UAV case due to flight regu-
lations. Therefore, many of the available studies in the literature use simu-
lation data or ray-tracing generated data. Different radio metrics are chosen
for estimation since, depending on the service requirements, it may be more
convenient to predict, e.g., throughput than latency. The most commonly
estimated radio metric in the available literature is signal strength or path
loss since it is essential to evaluate the feasibility of the usage of cellular net-
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works to serve drones. The following subsection motivates the importance of
RSRP estimation, including some state-of-the-art that supports the presented
arguments.

1.3 The need for RSRP Estimation

There are several relevant radio metrics in a cellular network, but the most
fundamental is RSRP due to its use for basic procedures. 3GPP defines RSRP,
referred to as signal strength or signal level, as the linear average over the
power contributions (in W) of the resource elements that carry cell-specific
reference signals within the measurement frequency bandwidth measured
at and by the UE [46]. It indicates the signal strength perceived by a UE
from a certain cell, and it is used for procedures such as cell selection and
re-selection, handover, and power control.

The estimation of signal level has been widely investigated as it is key
for coverage estimation and network planning. There are traditional meth-
ods for signal strength estimation, such as empirical models or ray-tracing,
that operators often use to plan and optimize their networks. However, there
could be other uses of RSRP estimations that can contribute to improving the
QoS experienced by the UEs. An efficient and seamless HO procedure and a
proper transmission power management are necessary for optimal operation
of the RAN. Experiencing low signal levels due to a lack of coverage or ineffi-
cient mobility management can lead to low experienced QoS [21]. Therefore,
accurate prediction of RSRP help prevent potential drops in the experienced
QoS of a UE.

Since RSRP represents the average cell power, it mainly depends on the
users’ location, its environment, and corresponding distance to the serving
cell [47]. It is not affected by network load or interference. Therefore, one
would expect that the RSRP value observed in a particular location is stable
in that sense, and it can provide estimations with low time variability.

The authors in [48] use measurement data to study the temporal be-
haviour of RSRP, RSRQ and throughput in static conditions. While RSRQ
and throughput show different values depending on the time of the day due
to cell load, noise, and interference variation, RSRP shows long periods of
stability. Using static measurements over fifty-six days, they show that RSRP
standard deviation gets as low as 0.1 dB with occasional jumps of approxi-
mately 1 dB. They explain that these and other RSRP variations are related
to rainy days (with wet surfaces reflections) and claim that they can also be
due to changes in the environment.

In [49], the authors evaluate signal strength fluctuations at a particular
location for vehicular scenarios. They characterize variations for a single
user in static periods and a dual-system (two vehicles) in motion in different
environments (roads, towns, and cities). For the static periods, they show
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fluctuations of up to 2.5 dB in the same location, which they attribute to near
environment changes (vehicles or pedestrians moving around the measure-
ment location). The dual-system shows higher variability, with a standard
deviation higher than 6 dB for all scenarios.

The RSRP value observed at a certain location is stable compared to other
radio metrics, which are impacted by factors such as cell load or interference.
On a smaller scale, the received signal strength shows fluctuations due to
other effects such as interactions with the environment and the error intro-
duced by the receiver processing (analogue RF and digital baseband). This
will be explained in detail in Chapter 2.

2 Objectives of the Thesis

The state-of-the-art presented in the previous section suggests the potential
of cellular networks to provide safe communications for mission-critical ser-
vices. Predictive mechanisms are promising to contribute in meeting the
service-specific requirements. This thesis studies the use of RSRP estimation
to improve service availability and reliability for autonomous cars and drones
connected to cellular networks. The aim is to propose and evaluate a proac-
tive solution that prevents service degradation for these use cases, targeting
in-advance detection of what we refer to as critical areas. We consider critical
areas those locations where the probability of not meeting the requirements
for the service under evaluation is high. Using the example scenario shown
in Fig. 1.2, the main objective is that the network is aware of which are the
critical areas in the route (P1 to P4) that a UE moving from source (S) to desti-
nation (D) will experience. In-advance detection of these areas would allow,
e.g., for more proactive mobility, QoS, and RRM.

Considering the RSRP relevance presented in the previous section, this
thesis targets to investigate how to exploit the RSRP measurements that the
UEs report to the network for service availability and reliability prediction.
The study is performed in scenarios with different propagation conditions
such as urban/rural or ground/air.

The presented estimation approach is adapted to the two-stage framework
proposed by 5GAA and ACJA. The work is done under the assumption that,
in the studied scenarios, it is common to know the possible routes of the UE
before the critical service starts, which allows for evaluation of the expected
service availability and reliability. This evaluation can only be done in what
we refer to as the pre-service stage, where we aim to assess the expected avail-
ability and reliability in the route before the UE starts the mission-critical
service. In this stage, we aim to provide an estimation that is valid for any
UE at any time in that location, choosing the appropriate radio metric for
that purpose.
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Fig. 1.2: Example of scenario under study. A UE moving along a specific route is able to detect
in advance potential critical areas (service degradation points: Pi , i = 1, ..., 4).

Mission-critical services will have built-in safety mechanisms for cases
where the communication fails. However, it is important to notice that for
the network to rely on the signal level estimations, they should have high ac-
curacy requirements since the wrong decision in the mission-critical use case
can lead to service degradation. Therefore, we aim to improve the accuracy
of the estimations by using UE real-time measurements. Once the UE has
started moving along the route, i.e., is using the service, we aim to find a
method that corrects the estimation based on UE-specific real-time data. We
refer to this as the on-service stage, where the estimation is corrected based
on the UE and time-specific conditions.

These objectives were used to establish the following hypothesis (H) and
research questions (Q), which have been addressed during the Ph.D. study:

H1 UE measurement reports allow for accurate estimation. The experi-
enced signal level in a given location is impacted by factors such as
surrounding environment and network deployment. These factors are
common to all UEs and remain relatively stationary over time. The im-
pact of these factors is embedded in the measurement reports and can
be exploited for signal strength prediction.

Q1 From experimental data, how much variability is observed in the signal
strength experienced by different UEs in a specific location? What is
the variability of the signal strength observed by different devices with
different orientations? How accurate can the signal strength be esti-
mated based on aggregating information? How should information be
aggregated?

H2 Exploiting UE conditions (UE type, orientation, etc.) can reduce the
uncertainty on individual predictions. Apart from the common factors,
signal strength variations are caused by the random nature of the chan-
nel and specific UE conditions such as orientation relative to its serving
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cell.

Q3 What UE-specific conditions causes significant variations? Can it be
used to reduce the estimation error of individual UE predictions?

H4 Differences in the propagation environment between the air (UAV sce-
nario) and the ground (V2X scenario) will require re-adjustments in
the estimation approach between the two. The directivity of the UE an-
tenna is more pronounced in the signal strength observed in the air due
to dominant LOS conditions. Consequently, the variability of the signal
strength at a specific location can be higher due to UEs with different
orientations being connected to different serving cells.

Q4 What are the quantifiable differences between UAVs and V2X? How are
they useful to improve the prediction?

H5 The measurement-based estimation can provide accurate signal level
estimations, which can be used to predict with 95 % accuracy the proba-
bility of RSRP dropping below the required availability threshold of the
service, i.e., a critical area. Additionally, using the same approach for
the estimation of the interfering radio cells (also known as neighbors)
RSRP, the expected Signal-To-Interference Ratio (SIR) can be calculated
and used to predict the service reliability along the route with the same
accuracy.

Q5 How accurate should the signal strength estimation be to detect at least
95 % of the upcoming service availability and reliability critical areas?
Can that accuracy be achieved?

3 Research Methodology

The study is developed following a classical research methodology to fulfill
the study objectives and answer the research questions presented in Section
2. After the classical problem description, literature review and hypothesis
formulation, the following essential steps were identified:

1. Field Measurements: Multiple field measurement campaigns are per-
formed over LTE networks, both on the ground (for the V2X scenario)
and in the air (for the UAV scenario). The measurement equipment
consists of a radio network scanner and four commercial smartphones
with a test firmware. In contrast to many of the studies available in the
literature, this work is measurement-based. The use of measurements
gives realism to the presented results, as real data represents what UEs
using mission-critical services such as autonomous vehicles or drones
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will experience when moving along a specific route. Urban and rural
scenarios are evaluated assuming that these are the most likely for the
considered use cases.

2. Measurement Data Analysis and Modelization: The data collected
during the measurement campaign is processed, structured, and ana-
lyzed, which allows identifying data trends, repeatability, and outliers.

3. Estimation Methods Design: The trends and values observed in the
measurement data analysis step are used to design the estimation meth-
ods presented in this thesis. Examples of these methods are the data-
driven estimation approach for accurate signal level estimation before
the service starts, the UE-specific correction of the estimation using real-
time data recorded by the UE, and the service outage probability calcu-
lation for critical areas estimation.

4. Performance Evaluation: The proposed solutions are evaluated using
the data gathered during the measurement campaigns. The data-driven
estimation approach is compared to other techniques often used by op-
erators and calibrated using measurement data.

4 Contributions

The main contributions of the Ph.D. study can be summarized as follows:

1. Proposal of an implementation of the two-stage framework presented
by ACJA.

This thesis proposes a two-stage framework implementation for mission-
critical communications. The framework is initially introduced by [38]
for the UAV use case. The implementation presented in this thesis con-
sists of a pre-service and an on-service stage and is valid for all studied
scenarios. In the first, the network estimates the potential critical areas
for a UE using a specific service and planning to move along a specific
route using data-driven RSRP estimations. It occurs before the service
starts and can lead to path re-planning in the case of critical areas de-
tection. In the second, the RSRP estimations are corrected for the user
moving along the path, and the critical areas predicted during the pre-
service stage are fine-tuned based on the corrected estimations. This
stage can only occur once the UE is using the service. It can help avoid
upcoming critical areas and lead to more proactive management of the
mobility and the network resources.

2. Proposal of a technique that provides accurate cell-agnostic RSRP es-
timations in the pre-service stage.
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This thesis proposes and evaluates a data-driven approach to estimate
the expected RSRP for a mission-critical user planning to move along a
specific path. The signal level is estimated using data recorded by UEs
that have previously passed through the same path. The proposed data-
driven technique provides a cell-agnostic estimation, valid for any user
in that same path. The data-driven approach is compared to traditional
techniques such as empirical models or ray-tracing, using the recorded
measurements to calibrate the predictions. The data-driven technique
provides higher estimation accuracy for all studied scenarios.

3. Proposal of a method for UE-specific corrections of the RSRP estima-
tion in the on-service stage.

This thesis proposes and evaluates a method to reduce the estimation
error further. By using real-time data recorded by the UE, we propose a
statistical method to correct the UE-specific offset, referred to as Mean
Individual Offset (MIO). The error samples from the specific UE are
used to determine whether they statistically belong to error distribu-
tions from UEs that have previously moved along the same path. The
method is adjusted to the different propagation conditions of the use
cases under study (V2X/UAV), increasing estimation accuracy for both
of them.

4. Evaluation of the use of data-driven approach for critical areas detec-
tion in all studied scenarios.

This thesis evaluates the use of accurate RSRP estimations for in-advance
detection of critical areas. The critical areas are defined in this study in
terms of service availability and service reliability. For service avail-
ability, an estimation of the probability of RSRP dropping below the
necessary threshold to meet the service requirements is proposed con-
sidering the RSRP estimation and its corresponding error. In the case
of service reliability, the same data-driven estimation is applied first
for the neighbors’ RSRP. The SIR is then used to identify the critical
areas in the path. This contribution verifies the two-stage framework
proposed in contribution no. 1.

5. Performance evaluation using experimental data gathered through
different measurement campaigns.

The proposed framework and estimation approach are evaluated using
experimental data. As shown in previous sections, many of the con-
tributions available in the literature use simulation data, especially for
the UAV case. Using experimental data leads to more realistic results,
accounting for certain factors that cannot be modeled through simula-
tions.
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Chapter 1. Introduction

These contributions are presented in a collection of papers. The scientific
findings obtained during this study are presented to the research community
through scientific publications, targeting high-impact conferences and jour-
nals. Part of this investigation was also a contribution to the European Union
Horizon 2020 framework DroC2om project [50]. Additionally, the work was
presented and discussed in several Nokia forums. The main contributions
and findings are included in the following list of scientific publications:

Paper A: M. López, T. B. Sørensen, I. Z. Kovács, J. Wigard and P. Mogensen,
“Experimental Evaluation of Data-driven Signal Level Estimation
in Cellular Networks”, IEEE 94th Vehicular Technology Conference
(VTC2021-Fall), September 2021.

Paper B: M. López, T. B. Sørensen, I. Z. Kovács, J. Wigard and P. Mogensen,
"Measurement-Based Outage Probability Estimation for Mission-
Critical Services", IEEE ACCESS, vol. 9, pp. 169395-169408, 2021.

Paper C: M. López, T. B. Sørensen, P. Mogensen, J. Wigard and I. Z. Kovács,
“Shadow fading spatial correlation analysis for aerial vehicles:
Ray tracing vs. measurements”, IEEE 90th Vehicular Technology
Conference (VTC2019-Fall), September 2019.

Paper D: M. López, T. B. Sørensen, J. Wigard, I. Z. Kovács and P. Mo-
gensen, "Service Outage Estimation for Unmanned Aerial Vehi-
cles: A Measurement-Based Approach", IEEE Wireless Commu-
nications and Networking Conference (WCNC) 2022. Accepted for
publication.

Additionally, three successful patents were disclosed in relation to the
work done on the thesis:

Patent Application 1: I. Z. Kovács, J. Moilanen, W. Zirwas, T. Henttonen,
T. Veijalainen, L. U. Garcia, M. M. Butt, M. Cente-
naro, M. López, "Providing producer node machine
learning based assistance", WO2021063500A1, Pub-
lished: April 2021, Nokia Technologies.

Patent Application 2: I. Z. Kovács, A. Feki, A. Pantelidou, M. M. Butt,
O. E. Barbu, M. López, "Channel state information
values-based estimation of reference signal received
power values for wireless networks",
WO2021209145A1, Published: October 2021, Nokia
Technologies.

Patent Application 3: I. Z. Kovács, O. E. Barbu, M. López, "Method of and
apparatus for machine learning in a radio network",
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WO2021213685A1, Published: October 2021, Nokia
Technologies.

The data gathered during the different measurement campaigns and the
discussions with other researchers has resulted in the following scientific
publications related to the studied topic:

• M. Bucur, T. Sørensen, R. Amorim, M. López, I. Z. Kovács, and P. Mo-
gensen. (2019, September). Validation of large-scale propagation char-
acteristics for UAVs within urban environment. IEEE 90th Vehicular
Technology Conference (VTC2019-Fall), September 2019.

• B. Sliwa, M. J. Geis, C. Bektas, M. López, P. Mogensen and C. Wietfeld
"DRaGon: Mining Latent Radio Channel Information from Geographi-
cal Data Leveraging Deep Learning", IEEE Wireless Communications and
Networking Conference (WCNC) 2022. Accepted for publication.

5 Thesis Outline

The thesis is divided into 2 parts. Part I summarizes the main contributions
and results obtained during the Ph.D. work, while Part II presents the articles
supporting it.

• Chapter 2: This chapter provides a brief background on radio propa-
gation and further motivates the choice of signal level as the estimated
parameter for critical areas prediction. It presents state of the art on tra-
ditional and non-traditional techniques used for signal level estimation,
as it is a widely studied topic.

• Chapter 3: This chapter includes a description of the proposed sig-
nal level estimation method for both the pre-service and the on-service
stages in all studied scenarios. It also presents the results of using the
data-driven estimations obtained with the proposed method for esti-
mating the expected service availability and reliability. The probability
of the UE passing through a critical area is calculated using estimated
signal strength. The work presented in this chapter is supported by
Papers A, B, C, and D.

• Chapter 4: Presents the conclusion of the studies conducted during the
Ph.D., summarizing the main findings, and discussing the recommen-
dations and suggestions that should be addressed in future work.
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Chapter 2

Signal Level Estimation

This chapter continues the discussion on the importance of RSRP estima-
tion started in Section 1.3 of Chapter 1. It presents details on the factors
that impact RSRP variations and therefore affect the signal strength mea-
sured by a UE in a certain location. It also includes a review of the tradi-
tional approaches used for channel modeling that are later compared with
the proposed data-driven estimation approach. A discussion on well-known
fine-tuning methods for estimated signal level is presented, aiming to point
out the differences with the work presented in this thesis. A state-of-the-art
review of recent techniques for signal strength estimation is also included.

1 Impacting Factors

After briefly discussing the importance of RSRP in Section 1.3, we summarize
here the main factors impacting the signal propagating from the transmitter
to the receiver. Understanding the physical principles of electromagnetic
waves propagation over the air is essential for estimating the received signal
strength. The free-space path loss model allows for the calculation of the
received power in free-space propagation conditions, which depends mainly
on the transmitted power and the distance between the transmitter and the
receiver [1]. However, free-space propagation conditions is rarely the case
in most wireless propagation scenarios. In practice, any obstacle or change
in the radio wave path or environment can cause signal strength variations
and will be added to the default distance attenuation. This effect is known as
fading, and it is distinguished between [2]:

• Large-scale Fading: the attenuation of the signal over large areas, caused
by obstacles in the surrounding environment of the propagation path.
It is mostly impacted by the terrain shape (hills, mountains) and large
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building or objects in the environment present between the transmit-
ter and the receiver. It includes pathloss and shadowing effects, where
shadowing is considered the deviation of the received power from its
overall mean value, and is statistically modelled using a log-normal
distribution [3].

• Small-scale Fading: represents the rapid changes in the radio signal
over a short period of time (on the order of seconds) [4]. It occurs when
the obstacles in the environment cause the signal to be reflected, and
multiple versions of the same signal with different delays arrive at the
receiver. Factors such as multipath environment, UE speed (Doppler
shift at each multipath component), environment dynamics, and trans-
mission bandwidth of the channel affect small-scale fading [5].

Since the work presented in this thesis is based on experimental data, it
is important to consider error sources in the UE measurement reports. In
practice, the measured RSRP may fluctuate not only due to channel effects
but also due to receiver processing.

There are ways of mitigating the impact of these effects for accurate RSRP
estimation. A Layer 1 filter is typically applied to overcome measurement in-
accuracy due to fast-fading effects. Further averaging to remove fading, mea-
surement noise and measurement/estimation errors is performed at Layer
3 [6]. This is further explained in Section 3 of Paper B. However, the ran-
dom nature of the signal will always limit the accuracy of the signal strength
estimation.

Modeling the impact of the different factors or finding a method that
estimates the received signal strength as accurately as possible has been the
subject of much investigation. The following sections present a review of the
traditional and new estimation methods and a summary of the data-driven
approach studied in this thesis.

2 Traditional Estimation Approaches

Estimating the signal strength that the user will experience is crucial for the
design of a reliable network. Over-estimating the signal power can lead to
poor coverage, and under-estimating it can be costly for the MNOs due to un-
necessarily dense network deployment. Channel models can be divided into
empirical and theoretical. The following sub-sections introduce both types,
focusing on the examples that are later used in Chapter 3 for comparison
with the proposed data-driven approach.
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2. Traditional Estimation Approaches

2.1 Empirical Models

Empirical channel models, often referred to as statistical models, are the re-
sult of using measurement data to model the behavior of the radio channel
through statistics. The parameters of an empirical model strongly depend
on the scenario, as the propagation characteristics of, e.g., urban, suburban,
or rural environments are very different. The main problem of this estima-
tion approach is generalization, as it aims at estimating the average behavior
of the signal. Despite finding common attributes in a particular propaga-
tion scenario, specific signal variations due to, e.g., a building in the path
between the transmitter and the receiver in a city can not be captured by a
general model for urban scenarios. Therefore, MNOs use correction factors to
fine-tune the model and adapt it to the specific area where they are planning
to deploy a network.

There are several known empirical models [7], the earliest one being the
free-space propagation model [1], which is often used as part of the Friis
transmission equation [8]. The two-ray ground reflection model considers
the effect of multipath due to ground reflections and assumes that the sig-
nal reaches the receiver from two different paths [2]. However, free-space
propagation models are not a good representation for scenarios where ob-
jects (buildings, vegetation, vehicles, etc.) are in the propagation path. There
are specific models for the different scenarios. The most commonly used
are meant for urban and rural environments. Examples are the Okumura-
Hata model [9], the models proposed by 3GPP [10], the 231 Walfisch-Ikegami
model [11] or the guidelines included in ITU-R M.2412 [12] for propagation
modeling. The first two are used in this thesis for comparison with the pro-
posed data-driven approach. Therefore, an extended explanation of these
models is included:

• Okumura-Hata
This model was built using a large set of signal strength measurements
in different scenarios (varying terrain, vegetation, and urban clutter) at
multiple frequencies. It is commonly used for network planning, and it
has experienced several corrections over the years, adapting the model
to the specific propagation conditions of the scenario under study. The
Okumura-Hata model used for comparison in this dissertation is de-
fined in Eq. (2.1). The estimated path loss for an urban area is given
by:

PL = 69.55 + 26.16log10( fc)− 13.82log10(hb)

− α(hm) + (44.9− 6.55log10(hb))log10(d)
[dB] (2.1)

Where the d is the distance between the transmitter and the receiver in
km, the carrier frequency fc is in MHz, the effective transmitter (hb) and
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receiver (hm) antenna heights are in m and α(hm) is a correction factor
that for small/medium cities such as the one under study in our drive
tests is:

α(hm) = (1.1log10( fc)− 0.7)hm − (1.56log10( fc)− 0.8) (2.2)

The above equations are a simplified version of the Okumura-Hata
model, which does not include the multiple correction factors that may
be used when applying the model for planning mobile radio systems.
However, they are considered a good representation of the estimation
accuracy level that the Okumura-Hata model can provide.

• 3GPP TR 38.901
3GPP proposed in [10] a study on channel model for frequencies rang-
ing from 0.5 to 100 GHz. The model is constructed by combining the
results from the measurements campaigns performed by many of the
different 3GPP partners. It is a common approach for path loss esti-
mation for three scenarios: Rural Macro (RMa), Urban Macro (UMa),
and Urban Micro (UMi). Since the comparison with the data-driven ap-
proach is only shown for the urban environment case, we include here
the equations for the UMa scenario. The equation is different depend-
ing on the visibility conditions (LOS/Non-Line-Of-Sight (NLOS)).

For LOS conditions, the path loss estimation depends on the breakpoint
distance d

′
BP, which is defined as the distance between the transmitter

and the receiver where the propagation mode changes. In [10]:

d
′
BP = 4hBShUT

fc

c
[m] (2.3)

In 2.3, hBS and hUT are the effective antenna heights in m of the BS and
the UE, respectively, fc is the carrier frequency in Hz, and c = 3.0x108

m/s is the propagation velocity in free space. Two distances are dis-
tinguished: two-dimensional d2D distance, and three-dimensional (ac-
counting for height) d3D distance, both between transmitter and re-
ceiver. For d2D between a minimum distance of 10 m and d

′
BP, path

loss for LOS conditions is given by:

PLUMa−LOS(1) = 28.0 + 22log10(d3D)

+ 20log10( fc)
[dB] (2.4)

For a d2D distance above d
′
BP and below 5 km, the LOS path loss esti-

mation becomes:
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PLUMa−LOS(2) = 28.0 + 40log10(d3D) + 20log10( fc)

− 9log10((d
′
BP)

2 + (hBS − hUT)
2)

[dB] (2.5)

As expressed in Eq. (2.6), for NLOS visibility conditions, the path loss
estimation will be the maximum between the estimated path loss for
LOS conditions and the value obtained using Eq. (2.7).

PLUMa−NLOS = max(PLUMa−LOS, PL
′
UMa−NLOS) [dB] (2.6)

PL
′
UMa−NLOS = 13.54 + 39.08log10(d3D)+

20log10( fc)− 0.6(hUT − 1.5)
[dB] (2.7)

As it will be further explained in Chapter 3, for the comparison performed
in this thesis, the 3GPP TR 38.901 model has been fine-tuned with the ap-
propriate visibility conditions (LOS/NLOS) based on ray-tracing predictions,
corresponding BS heights and an assumed UE height of 1.5 m.

2.2 Ray-Tracing

Ray-tracing is a propagation modeling tool that allows estimating path loss,
angle of arrival, and delay spread by modeling electromagnetic waves as
rays [13]. It uses physics to calculate the path that a radio signal will follow,
considering its interaction with the objects in the propagation environment.
It will account for effects such as reflection, diffraction, scattering, as well as
the dielectric properties of the surfaces with which the signal is interacting
and its carrier frequency. To that end, ray-tracing requires 3D modeling of
the propagation scenario:

• Terrain elevation and material properties

• Buildings position, shape, height, and material properties

• Vegetation position, size, and type

Deployment information is also necessary to compute the paths of the
rays from the transmitter to the receiver: BS height, BS transmit power, UE
height, and carrier frequency. Therefore, very accurate modeling of the prop-
agation scenario is needed for the estimations to provide satisfactory accu-
racy. This will be further proved in Chapter 3.

One of the main advantages of ray-tracing compared to the empirical
models explained in the previous sub-section is that the estimations are spe-
cific for the scenario under study. Therefore, the accuracy of the path loss
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estimation provided by ray-tracing is expected to be higher, but this comes at
the cost of increased complexity and computational load.

In this thesis, the evaluation of ray-tracing is done using the WinProp tool
from Altair© [14]. The tool offers different simplifications of full ray-tracing
prediction models, and it allows model calibration using experimental data.
Two of the prediction models are investigated in this thesis [15]:

• Intelligent Ray Tracing (IRT): The received power is calculated by su-
perposing up to hundreds of rays resulting from computing the multi-
ple paths that the signal can travel through. Due to the high number of
rays, the computation time of this method is very high.

• Dominant Path Model (DPM): In most cases, when using IRT, only 2
or 3 of the computed rays are contributing significantly to the total re-
ceived power. For that reason, the DPM model focuses on determining
the most dominant paths using geometry and calculates path loss using
the equation in [15].

Although the accuracy of ray-tracing is acceptable for network planning,
it will be shown in Chapter 3 that it is not sufficient for service availability
and reliability critical areas estimation.

2.3 Using Drive Tests to Improve the Estimations

The methods introduced above are typically integrated into professional ra-
dio planning tools that allow MNOs to perform network planning and opti-
mization. An example is the Atoll tool by Forsk© [16], which is commonly
used by operators as it includes a wide variety of empirical propagation mod-
els as well as ray-tracing. To improve the estimations after network deploy-
ment, operators perform the so-called drive tests. They drive along a specific
route using dedicated measurement equipment that provides statistics of the
network coverage and performance. Some radio planning tools allow us-
ing measurement data to correct and calibrate the estimations and perform
network optimization [17].

3GPP introduced in Release 10 a more economic and automatized alter-
native to drive tests: Minimization of Drive Tests (MDT) [18]. The main idea
behind MDT is to exploit the UEs’ measurement capabilities to collect real
data from a specific area. It enables the UEs to collect periodically (or not,
depending on the MDT mode) radio measurements along with their location,
even if the UE is in idle state, and report them when in active state [19].

This information serves for radio measurements analysis and statistical
data processing. Therefore, MNOs use it for anomaly detection and network
capacity and performance optimization, among others. The MDT feature en-
ables the generation of Radio Environment Maps (REM), which is a function-
ality that provides awareness on the radio environment using geo-located
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measurements. A REM is a centralized database that contains information
on the surrounding radio environment (device locations, available services,
geographical features, etc.), and more intelligent entities may use them to
perform network optimization.

There are two major concerns regarding MDT. First, the fact that not all
UEs support this feature as it is not mandatory. In practice, MDT can only be
used with test devices owned by the operator or an MDT service provider.
The second concern is the positioning method that provides the location in-
cluded in the measurement reports. A poor Global Navigation Satellite Sys-
tem (GNSS) signal or the absence of it, rounding of latitude/longitude values
when reported, and generally the inaccuracies of the positioning method can
reduce the benefits of MDT reports. For GNSS, which is typically used in
MDT, inaccuracies are below 10 m in outdoor environments and recent liter-
ature shows methods to improve it [20], leading to positioning errors as low
as 5 m [21] in urban scenarios.

MDT is however considered to be a useful approach for sample collection
for the data-driven method evaluated in this thesis. The data-driven approach
is similar to the REM functionality, as they are both based on the collection of
measurement data to estimate the UEs’ expected signal strength. One of the
main differences is that the estimations provided by REM are cell-specific,
whereas the ones provided by the proposed data-driven approach are cell-
agnostic. This, and other differences, will be further explained in Chapter
3.

3 New Estimation Approaches

This section summarizes some of the state-of-the-art non-traditional tech-
niques for signal strength prediction. Most of the publications are motivated
by improving wireless coverage prediction to reduce network deployment
costs. As in this thesis, others aim at high accuracy predictions for reliability
assurance purposes.

There are plenty of studies about the use of ML for signal strength pre-
diction. Especially during the past ten years, they have increased since it is
generally considered a good solution for predicting QoS-related KPIs. The
authors of [22] propose a ML framework to predict the signal strength us-
ing crowd-sourced data from urban, suburban, and rural scenarios. They
feed features such as context information (e.g., phone model, UE speed, time
of the day), RAN configuration parameters (e.g., frequency, transmit power,
antenna details, or location of the serving cell), and UE-BS distance to a gra-
dient boosted tree (LightGMB). They predict RSRP and obtain an RMSE of
7.4 dB. The work presented in [23] studies the prediction of RSRP with a
method based on path sequence regression. They simulate the transmission
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path of the signal, extract the path’s features (clutter and antenna heights,
distances between UE and BS), and combine them with other antenna infor-
mation such as transmit power to predict RSRP using NN. Their proposed
algorithm reaches an RMSE of 10.3 dB. In [24], the authors also propose a
model for feature extraction to estimate signal strength, but they account for
more physical and environmental features. They consider in total 18 different
features: environmental clutter type (water, vegetation, building, road, and
others), frequency, UE-BS angles, BS information, heights and distances, etc.
They test their model over measurement data, and achieve an RMSE of 5.1
dB in an urban environment. The studies in [25] design the features for their
model based on the Cost 231-Hata empirical model and the geometrical lo-
cation. They later use feature selection to reduce the number of inputs to the
NN used for signal strength prediction, achieving an RMSE of 7.5 dB. In [26],
the authors present a deep-learning approach to predict signal strength. They
extract the radio environment characteristics from top-view satellite images
of the receiver’s location and combine that information with expert knowl-
edge. The model is tested over different environments, showing an RMSE of
approximately 6 dB.

As observed in the previous section, there are a lot of similarities between
the studies aiming to tackle the RSRP prediction problem. It is challenging to
find estimation approaches that do not involve ML in recent literature. Many
of them use a certain number of features that characterize and impact the
signal strength reaching the UE. Some select the features based on empirical
models, some use feature selection techniques, and some include images or
3D models containing information about the surrounding environment. The
main differences between them are how they obtain the information (mea-
surement or simulation data) and their prediction methods. The data-driven
approach presented in the following section relies on the fact that all these
features are inherent in the RSRP value measured at the UE.
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Chapter 3

Data-Driven Estimation
Approach

The RSRP estimation approach presented in this dissertation addresses the
prediction of the signal level that a UE using mission-critical services will
experience along a particular path. Intending to predict service availability
and reliability along the route to avoid potential drops, we require highly
accurate RSRP estimations at specific locations. For the pre-service stage,
we aim at providing estimations that are valid for any UE planning to move
along the same path.

The first part of this study included the evaluation of the proposed data-
driven approach for signal level estimation and its performance comparison
with traditional approaches. The study was done for both use cases un-
der evaluation (V2X and UAVs) and in different environments. This section
presents the data-driven approach and summarizes the results presented in
Papers A, B, C, and D. Additionally to the following explanations, Section 4
of this chapter presents the main findings and a summary each paper.

1 Measurement Campaigns

Collecting measurement data was the first step in this study. We gathered
ground and airborne data in urban and rural environments in Denmark. The
measurement equipment consisted of a TSME scanner from R&S and four
commercial smartphones with QualiPoc© test firmware. These allowed to
record L1 and L3 filtered RSRP values and their corresponding Physical Cell
ID (PCI) of the serving cell in the case of the phones and the surrounding vis-
ible cells in the case of the scanner. For all cases, the measurement equipment
was locked to measure in the 1800 MHz band. In the following, a summary
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Fig. 3.1: Example of phone configuration in setup A during the drive test campaigns.

of the different measurement campaigns is presented.

1.1 V2X Data Collection

As explained in the following sub-section, the data-driven approach consists
of averaging measurements performed by different UEs at the same location.
Therefore, the campaign was designed to include as much UE heterogeneity
as possible in the collected data. This was achieved through:

• Use of four commercial smartphones from two different models (two
Samsung Galaxy S5 and two Samsung Galaxy S9). The two models had
different chipsets and antenna implementations, leading to different
antenna patterns (as seen in Fig. B.3 from Paper B) and measured
signal levels.

• Position of the devices in three different configurations (setups A, B,
and C in Papers A and B), including different orientations and positions
inside and outside the car. An example (setup A) is shown if Fig. 3.1.
For a better understanding, the reader is referred to Table A.1 and Fig.
A.1 in Paper A.

The TSME scanner was connected to a paddle antenna in a fixed position
and remained in the car top carrier during the measurements. The data
recorded by the scanner was used for reference, as explained in Paper A. The
data was recorded in urban and rural environments in and nearby the city of
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Aalborg (Denmark) to evaluate the performance of the data-driven approach
in scenarios with completely different shadowing and visibility conditions.
For the rural environment, two round-trips of a 14.8 km stretch were driven
with each of the three setups. The urban route was a 3.3 km closed loop,
and three loops were driven with each setup. Detailed information on this
measurement campaign can be found in Paper A.

1.2 UAV Data Collection

In this case, two different measurement campaigns were carried out:

• Campaign A: With the aim of evaluating ray-tracing performance for
the estimation of Shadow Fading (SF) in the air. Measurements from
seventeen different streets were collected in the city of Aarhus (Den-
mark), at 10 m, 15 m, and 30 m heights. In this case, data was recorded
using the TSME radio network scanner only, connected to an omnidi-
rectional antenna that was mounted extending about 50 cm above the
drone fuselage. Details can be found in Section 2.1 of Paper C.

• Campaign B: Performed to evaluate the data-driven estimation approach
for the UAV use case. The drone flew in a 5 km stretch (two round-
trips) in a rural environment nearby Aalborg (Denmark) on two dif-
ferent days. The four smartphone devices were hung from the drone
fuselage. Each phone was pointing to one of the four main compass di-
rections to increase UE heterogeneity and include directional antenna
effects. Pictures of the measurement setup and other details regarding
this measurement campaign can be found in Section 2 of Paper D.

2 Data-Driven Estimation

2.1 Pre-Service Stage

This subsection briefly describes the pre-service RSRP estimation approach,
which is introduced mainly in Paper A. For the pre-service stage, the RSRP
values recorded by all the different UEs in a certain location are averaged, as
shown in Eq. A.1 in Paper A. Data processing and further explanations on
how is the data-driven estimation obtained can be found in Paper A.

The values recorded by the different UEs in a segment are averaged re-
gardless of the serving cell of the UE recording the value. Therefore, unlike
the available literature on signal strength estimation presented in the previ-
ous sections, the data-driven approach provides cell-agnostic estimations.

Paper A presents the results obtained when using the data-driven signal
strength estimation approach in the pre-service stage for the ground case. Re-
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Fig. 3.2: Signal level traces recorded for urban ground measurement campaign; several traces
are overlaid. The data-driven estimation (solid black) obtained by averaging the recorded traces
is also shown.

sults are shown for urban and rural environments. The urban scenario shows
a lower overall estimation error than the rural environment due to propaga-
tion conditions. The increased multipath in the urban scenario averages out
the effect of the directional antenna patterns of the phones, increasing the
repeatability of the signal levels observed by the different UEs (as shown in
Fig. 3.2) and, therefore, reducing the estimation error. Numerical results are
summarized in Table 3.1.

The pre-service estimation method can be applied equally for V2X and
UAVs. However, estimations need to be scenario-specific due to the different
propagation conditions. Figure 3.3 shows the traces recorded by all UEs in
the same stretch of the rural route during the ground and UAV (Campaign
B) measurement campaigns. The estimation (mean value) of the traces is
also shown. The measurements are recorded in the same location but at
different heights (approximately 1.5 m in the ground versus 50 m in the air).
Due to different propagation conditions and a more pronounced effect of the
directional antenna patterns of the phones in the air, the experienced signal
levels are completely different between the heights.

The results for the UAV scenario are presented in Paper D and summa-
rized in Table 3.1. The overall estimation error is higher than initially ex-
pected, as the average SF observed in the air is typically low due to improved
LOS conditions. However, as it can be seen in Fig. 3.3, strong variations
are observed in the recorded data. Therefore, the repeatability of the signal
strength recorded by different UEs in the same location is not so pronounced
in the air, which increases the estimation error.
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Fig. 3.3: Overlaid signal level traces recorded in the same stretch for ground (a) and drone (b) in
the rural scenario. The data-driven estimation (solid black) is also shown for both cases.

Performance Comparison

As explained in Chapter 2, to show the performance improvements provided
by the data-driven estimation approach, the results are compared to tradi-
tional methods.

For the ground level case, the proposed approach is compared to em-
pirical models (Okumura-Hata and 3GPP TR 38.901) and ray-tracing. Re-
sults are introduced in Paper A, and the details on how the comparison is
performed are explained in Paper B. Table B.4 in Paper B summarizes the
performance of the different estimation approaches, showing that traditional

Table 3.1: Overall estimation error ∆ of the pre-service and on-service stage data-driven estima-
tions in all studied scenarios.

V2X - Papers A and B UAV - Paper D
Pre-service

[dB]
On-service

[dB]
Pre-service

[dB]
On-service

[dB]
Rural 6.3 5.1 4.8 2.7
Urban 4.9 3.7 - -
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Table 3.2: Paper C - σSF of the UAV measurement data recorded in Campaign A and the IRT/DPM
predictions from the ray-tracing tool.

Height Measurements σSF [dB] IRT σSF [dB] DPM σSF [dB]
Ground Level 6.3 4.3 4.6

10 m 8.4 5.3 5
15 m 6.2 4 3.7
30 m 4.1 2.8 2.8

methods present very high estimation error compared to what is observed
with the proposed data-driven approach.

A slightly different approach is followed for the UAV case. The perfor-
mance of the data-driven, presented in Paper D, is shown only for the rural
environment and without comparison to traditional approaches. However,
Paper C studies the feasibility of ray-tracing for predicting the SF experi-
enced by UAVs in an urban scenario. The study is done using measurement
data from Campaign A, and it compares the observed SF standard deviation
σSF with that predicted by the ray-tracing tool. The results presented in Pa-
per C are summarized in Table 3.2. As observed, the ray-tracing tool tends
to underestimate σSF and occasionally shows high inaccuracies when pre-
dicting the signal trends along the path. Details can be found in Paper C,
where it is claimed that this is mostly due to map inaccuracies in the 3D
building database. However, ray-tracing inaccuracies remained after the 3D
maps were updated, suggesting that this estimation approach is not suitable
for QoS prediction purposes.

The data-driven approach also shows high estimation error for the UAV
use case. However, the estimation error can be further reduced using real-
time data from the UE moving along the route. As it can be observed in
Fig. D.5 of Paper D, each of the users will observe an offset in the measured
RSRP with respect to the estimation provided by the data-driven approach
in the pre-service stage. This offset is referred to as Mean Individual Offset
(MI0), and it is where the propagation differences between the V2X and the
UAV use cases are mostly noticed, as it will be explained in the following
subsection.

2.2 On-service Stage

As it is shown in Eq. A.3 in Paper A, if known, the Mean Individual Offset
(MIO) can be corrected, leading to a decrease in the estimation error. Figures
A.5 and A.7 in Paper A show the MIO of each UE in the ground level use case
for rural and urban environments, respectively. The MIO is consistent for UE
traces from phones oriented towards the same direction, suggesting that UE
orientation is the main factor impacting the MIO. Considering also that the
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signal reaching the receiver will be subject to the effects of the directional an-
tenna patterns of the devices, Paper B presents an attempt of compensating
for it. Results conclude that the practical challenges of accounting for all pos-
sible signal interactions do not provide enough reduction of the estimation
error.

Therefore, Paper B proposes an alternative method to exploit the con-
sistency of the MIO between UEs in the same orientation, The method is
described using the scheme of Fig. B.9, and it consists of comparing current
estimation error samples with estimation error distributions observed by pre-
vious UEs. Paper B presents the tests and corresponding results performed
for the ground level case. Fig. B.10 shows a good match between the actual
MIO values for each UE trace in the urban environment and the predicted
ones using the MIO correction approach. Results are summarized in Table
B.6 in Paper B, where the achievable estimation error observed in Paper A is
reached after MIO correction.

While the error is mainly constant in the ground-level use case and can be
corrected once for the whole route, it varies in the air. This can be observed
in Fig. 3.3, where the different UE traces show very similar trends on the
ground but not in the air. The difference is due to a higher impact of the
directional antenna patterns in the UAV scenario, characterized by pure LOS
conditions. Therefore, the MIO correction needs to be updated every certain
distance. Fig. D.3 in Paper D shows the scheme of what we refer to as
sliding window MIO correction method, and results in Table D.1 show that
it can significantly reduce the overall estimation error.

The on-service estimations improve the overall estimation errors for all
studied cases. As explained in Chapter 2, these estimations have different
uses. The following section presents a potential use studied in this thesis,
consisting of estimating the expected service availability and reliability along
the route.

3 Outage Probability Estimation

In this thesis, the RSRP estimations are used to estimate the expected service
availability and reliability that UEs using mission-critical services will expe-
rience. Papers B and D present the results for the ground and UAV cases,
respectively.

The main objective is to detect those areas in the route where the proba-
bility that the service availability and reliability requirements will not be met
is high. As previously mentioned, requirements will vary depending on the
service. A segment of the grid will be declared critical if the service require-
ments are not met. For performance evaluation, we compare the recorded
critical areas to the estimated ones and use classification metrics. Since we
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Table 3.3: Service availability estimation results. Summary for all studied scenarios and estima-
tion approaches.

Scenario
Estimation
Approach

TPR
[%]

FPR
[%]

Rural
Ground

γRSRP = -115 dBm

Data-driven
Pre-service

85 4

Data-driven
On-service

74 3

Urban
Ground

γRSRP = -100 dBm

Okumura-Hata 100 96
3GPP 38.901 70 38
Ray-tracing 63 31
Data-driven
Pre-service

94 16

Data-driven
On-service

99 10

Rural
UAV

γRSRP = -100 dBm

Data-driven
Pre-service

81 50

Data-driven
On-service

88 23

are after the correct estimation of as many critical areas as possible, we aim to
maximize the True Positive Rate (TPR). However, we would also like to min-
imize the False Positive Rate (FPR) to avoid a waste of resources by taking
action against non-existent upcoming critical areas.

3.1 Service Availability

Service availability is obtained calculating the probability that the estimated
RSRP is below a certain threshold γRSRP, as show in Eq. B.3 in Paper B. It
considers the estimated RSRP value R̂SRP at a segment and the correspond-
ing estimation error distribution N (0, σ).

Results for all studied scenarios are summarized in Table 3.3. We first
focus on the performance comparison of the data-driven approach with tra-
ditional methods. Based on the RSRP estimation accuracy of the traditional
approaches, it is expected that the estimation of the critical areas shows less
accurate results. As it is shown if Fig. B.12 in Paper B, the empirical meth-
ods seem to underestimate the signal. This, and the high RSRP estimation
error, causes the availability estimations to declare all segments in the route
as critical due to the low estimated RSRP values, confirming that these meth-
ods are not suitable for service availability estimations. Even though better
results are observed when using ray-tracing estimation, the performance is
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still poor. The best results for the pre-service stage in the urban scenario are
observed with the data-driven approach.

Secondly, we compare the pre-service stage estimation with the on-service
stage estimations. One would expect that, since the overall RSRP estima-
tion error is better in the on-service stage, the service availability estimations
would show improved performance compared to the pre-service stage. This
is true for the ground urban and the rural UAV scenarios. However, the rural
ground scenario, presents a lower percentage of detected critical areas. In the
urban ground case, the MIO is constant along the whole route, while in the
rural ground case, despite being more stable than in the air, it may vary along
the 15 km route. This can cause some inaccuracies in the corrected RSRP esti-
mation, leading to worse performance in the service availability estimations.
For the rural UAV, since sliding window MIO is used, the improved RSRP
estimations lead to more accurate critical areas detection. Examples of ser-
vice reliability estimations for ground and UAV cases can be seen in Papers
B and D, respectively.

3.2 Service Reliability

For service reliability estimations, we first calculate the SIR using RSRP recor-
ded data from the serving and the neighboring cells and an estimation of the
load. We calculate SIR for low, medium, and high estimated load values. The
SIR traces are compared to recorded Modulation and Coding Scheme (MCS)
traces and, as shown in Fig. D.7 in Paper D, there is a good match, suggesting
that the SIR approximation is correct. For SIR estimation, the same calculation
approach is followed, but now using the RSRP estimations of the serving cell
and the neighboring cells instead, as shown in Eq. B.8 in Paper B.

For service reliability critical areas, we calculate, for each segment, the
probability that the SIR is below a certain threshold γsir using Eq. B.3 in
Paper B. Results for all studied scenarios are summarized in Table 3.4. For
all cases, MIO correction results in a decrease of both the TPR and the FPR.
As aforementioned, the main objective is detecting the critical areas to avoid
potential drops in service reliability. However, high FPR can lead to a misuse
of resources, so it is also important to minimize it. On that basis, MIO correc-
tion should depend on the service priorities. Service reliability estimations
could be further improved by using real load values for each of the neighbor-
ing cells involved in the calculation of the SIR. Further details can be found
in Papers B and D.

43



Chapter 3. Data-Driven Estimation Approach

Table 3.4: Service reliability estimation results for an average load of 30 %. Summary for all
studied scenarios and estimation approaches.

Scenario
Estimation
Approach

TPR
[%]

FPR
[%]

Rural
Ground

γSIR = -3 dB

Data-driven
Pre-service

72 38

Data-driven
On-service

65 28

Urban
Ground

γSIR = -3 dB

Data-driven
Pre-service

88 41

Data-driven
On-service

77 31

Rural
UAV

γSIR = -3 dB

Data-driven
Pre-service

69 28

Data-driven
On-service

67 23

4 Summary of Main Findings

This section outlines the main findings of the Ph.D. study and includes Tables
3.5 to 3.7, which summarize the content of the papers. The main findings of
this thesis can be summarized as:

• Use of the data-driven approach provides more accurate RSRP estima-
tions than other approaches available in the literature, as shown in Fig.
3.4.

• UE orientation is the main factor affecting the individual offset ob-
served by a UE.

• Correction of the offset can only be done using real-time data, exploit-
ing the estimation error observed by previous UEs in the route.

• Due to a more pronounced effect of the directional antenna patterns of
the UEs, UAV estimations require specific on-service stage corrections.

• The data-driven approach allows detecting at least 70 % of the critical
areas of the route, thus not fulfilling the typical 95 % target.
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Fig. 3.4: Performance comparison of the data-driven approach (pre-service and on-service) with
ray-tracing and empirical methods.
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4. Summary of Main Findings

Table 3.6: Paper summary II: scenario and numerical results. ∆ is the estimation error.

Paper
ID

Scenario Numerical Results Summary

A

Rural
15 km stretch

- Pre-service ∆: 6.3 dB
- Achievable ∆ after MIO
correction: 4.9 dB

Urban
3.3 km loop

- Pre-service ∆ = 4.9 dB
- Achievable ∆ after MIO correction: 3.6 dB
- Data-driven shows ∆ 3 dB better than
ray-tracing and up to 6 dB better than
empirical.

B

Rural
15 km stretch

- Achieved ∆ after MIO correction using
z-test with real-time data: 5.1 dB
- Average on-service stage critical area
detection: 70 %
- Average on-service stage critical area
misdetection: 20 %

Urban
3.3 km loop

- Achieved MIO correction using z-test
with real-time data: 3.7 dB.
- Average on-service stage critical area
detection: 88 %
- Average on-service stage critical area
misdetection: 21 %

C
Urban

17 streets
@10 m, 15 m, 30 m

- Predicted σSF is generally 2 dB below
measured σSF.
- Correlation coefficient between predicted
trends and measured trends range is
from -0.6 to almost 1.

D
Rural
5 km stretch
@ 50 m

- Pre-service ∆: 4.8 dB
- On-service ∆ using sliding window MIO
correction: 2.7 dB.
- Average on-service stage critical area
detection: 78 %
- Average on-service stage critical area
misdetection: 23.3 %
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Chapter 3. Data-Driven Estimation Approach

Table 3.7: Paper summary III: conclusions.

Paper
ID

Conclusions Summary

A

- Pre-service data-driven estimations provide accurate RSRP
estimations.
- Improved performance was observed with respect to other
estimation approaches.
- Data-driven estimation can be improved if MIO is corrected.

B

- MIO correction cannot be performed in the pre-service stage.
- The estimation error can be reduced to the achievable by using
error distributions from previous UEs and comparing them with
real-time data of the moving UE.
- A high percentage of critical areas can be detected, but there is a
trade-off with misdetection.
- The algorithm does not predict the 95 % target, but it shows the
best performance observed in the state if the art.

C

- Ray-tracing can be used to estimate the UAV radio channel
if accurate maps of the environment are used.**
**While this is true for overall shadowing predictions, the accuracy is low
when predicting specific trends and variations along the UAV path.

D

- Data-driven approach can be used for RSRP estimation in
the UAV case.
- Slight modifications are required in the MIO correction method
due to a more pronounced effect of the device antenna pattern in
the air.
- Performance in critical area detection shows similar trends to the
ones observed on the ground.
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Conclusions

Cellular networks are used to provide reliable communications for mission-
critical services. This use case could benefit from predictive mechanisms
(radio conditions, radio resources, traffic, etc.) since predicting a poten-
tial service degradation would allow to mitigate it proactively, reducing or
avoiding the damage caused by it. This thesis provides an in-depth exper-
imental analysis and develops a framework for predicting service degrada-
tion for mission-critical communications in practical V2X and UAV scenarios.
The work proposes a two-stage framework: pre-service and on-service. The
pre-service stage occurs before the UE uses the service and allows for route
planning and optimization. The on-service stage occurs once the service has
started and allows for mobility, RRM and QoS management optimization.

Among the different metrics that can be predicted to avoid service degra-
dation, this thesis aims at providing accurate RSRP predictions, primarily
due to two reasons. First, RSRP is a metric used for fundamental radio pro-
cedures, and in-advance awareness of the UE experienced RSRP values can
allow for proactiveness in all of them. Second, the RSRP observed in a spe-
cific location is more resilient to load and interference variations than other
metrics, allowing to provide an estimation for all UEs at any time of the day
in that location.

The first part of this study focuses on signal strength estimation. The
proposed estimation approach uses experimental data and aggregates the
RSRP values reported from different UEs in a specific location, regardless of
their serving cell. The evaluation of the algorithm is done for two scenarios
(rural and urban) and use cases (V2X and UAVs) with different propagation
conditions. The ground-level urban environment, characterized mainly by
NLOS conditions, presents the lowest estimation error with the data-driven
approach. The observed repeatability of the signal levels in the urban scenario
is high due to the increased multipath propagation in this environment. The
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signal levels observed by the different phones follow the same trends, which
results in lower estimation errors. The rural environment, on the other hand,
is mainly characterized by LOS conditions, and the signal levels experienced
by UEs in different orientations present slightly different trends in some parts
of the route. This is due to a more pronounced effect of the directive antenna
patterns of the devices in the rural environment, and causes an increase in the
overall estimation error. The effect of the directive antenna patterns is even
higher in the air, where there are improved LOS conditions, and different
cells are serving the phones in a specific location.

The study compares the performance of the data-driven approach with
empirical approaches and ray-tracing estimations. For the ground-level case,
the comparison is made for the urban scenario. Results show that the data-
driven approach outperforms empirical and ray-tracing methods. In the UAV
case, ray-tracing is evaluated for shadow fading prediction only. Results
show that ray-tracing typically underestimates the signal variations, resulting
in a lower estimated standard deviation of the shadow fading σSF. The esti-
mation error observed when using traditional approaches suggests that these
are not suitable for the purpose of this study, as highly accurate estimations
are required.

Each UE presents a mean individual offset (MIO) with respect to the esti-
mated value. The data-driven estimations can be improved in the on-service
stage by using real-time data from the UE moving along the route. After
evaluation of MIO correction in the pre-service stage, it is concluded that
real-time data is needed. On-service correction is performed by comparing
the estimation error samples observed by the current UE with error distri-
butions from previous UEs in the same route. A statistical test determines
whether the observed samples belong to a certain error distribution. If the
test is positive, the mean value of the distribution is used as a correction off-
set. While at ground level, the MIO can be corrected once for the whole route
due to the consistency of the offset, it needs to be updated in the UAV case.
The on-service MIO correction reduces the overall estimation error for all
studied scenarios, reaching a very low overall estimation error, particularly
in the UAV case.

Last, this work studies the estimation of the probability of RSRP or SIR
being below a certain threshold, using the signal strength estimations ob-
tained through the data-driven approach. These probabilities are used for
in-advance detection of the critical areas in the route. Compared to the prob-
abilities calculated based on the experimental data, results show that the
data-driven approach allows for at least 70 % of the critical areas to be de-
tected. Misdetection can reach 40 % for some scenarios. For most of the
studied cases, the target of 95 % critical areas detection is not met.

The main key takeaways of the work presented in this thesis can be sum-
marized as follows:
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• A measurement-based estimation can improve the estimation error of
ray-tracing by 3 dB and more than 4 dB for empirical methods. Using
real-time data can improve user-specific data-driven estimations once
the UE is using the service.

• Good visibility conditions and lack of obstacles increase the effect
of directive antenna patterns in the UE, causing lower repeatability
and higher estimation error for the presented data-driven approach.
This effect is more pronounced in the UAV scenario, with improved
visibility conditions.

• Despite not meeting the 95 % target, the data-driven provides better
performance for RSRP estimations than much of the work available
in the literature, and the network may use it for predicting service
degradation.

As part of future work, it would be interesting to investigate the system-
level gain provided by estimating a critical area and mitigating it before it
occurs. If, e.g., a service reliability drop is estimated due to an SIR drop,
the network can activate an interference mitigation mechanism. In the same
way, the damage caused by false critical area prediction can be explored.
Future work could also be extended with the exploration of different uses
of the accurate RSRP data-driven estimations: mobility management (e.g.,
prepare and execute HO based on the estimations), power control, or other
procedures.

51



Chapter 4. Conclusions

52



Part II

Papers

53





Paper A

Experimental Evaluation of Data-driven Signal Level
Estimation in Cellular Networks

Melisa López, Troels B. Sørensen, István Z. Kovács, Jeroen
Wigard and Preben Mogensen

The paper has been published in the
IEEE 94th Vehicular Technology Conference (VTC-Fall 2021)



© 2021 IEEE
The layout has been revised.



1. Introduction

Abstract

Estimating accurately the signal levels that a user equipment experiences along a
movement route is a key step in the process of providing and guaranteeing the re-
quired service quality. Obtaining accurate location-specific estimations of the signal
level is challenging due to its random variations. In this paper we investigate the
use of aggregated measurements from multiple User Equipment (UE) to estimate
the serving Reference Signal Received Power (RSRP) that the user will experience
along a route. We use Long Term Evolution (LTE) measurements obtained in rural
and urban areas from drive tests and analyze the dependence of data variability. Re-
sults show that the accuracy of data-driven estimation is impacted significantly by the
variability in the underlying data due to UE orientation, UE characteristics and their
immediate environment. With compensation for a subset of these effects the standard
deviation of the estimation error can be lowered from an overall approximately 8 dB
down to 4 dB.

1 Introduction

The need of accurate estimations and/or predictions of the Key Performance
Indicators (KPI) involved in a wireless communications system is becoming
more obvious with the wide variety of services and real-time applications that
the upcoming 5G New Radio (NR) is aiming to provide. Some applications,
such as the critical type of communications as e.g., Vehicle-To-Everything
(V2X) [1] or Unmanned Aerial Vehicles (UAV) [2], will have strict latency
and/or reliability demands in order to meet the required Quality of Service
(QoS).

Estimating accurately the signal levels that would be experienced by aUser
Equipment (UE) along a route allows to evaluate the service availability and
reliability with certain accuracy, e.g. Signal-To-Interference-Plus-Noise Ra-
tio (SIR) along the route before the UE starts using the service. This can be
specifically useful for the mentioned critical services, where reliability plan-
ning ahead is involved.

There are different approaches to estimate signal strength. Traditional
empirical and statistical models are inferred from measurements and aim for
the generalization of the estimation in a specific environment, which com-
promises their location-specific accuracy [3]. An alternative method for sig-
nal strength estimation are deterministic models such as ray tracing or other
physical-based models. These methods provide more accurate estimations
but are computationally complex and require detailed modelling of the envi-
ronment [4].

Another option for estimating signal strength is using a data-driven ap-
proach. It is specified in [5] that the network may require the UE to provide
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radio measurements such as its Reference Signal Received Power (RSRP) as-
sociated with the corresponding location information. This feature, known
as Minimization of Drive Tests (MDT), was standardized as part of 3rd Gen-
eration Partnership Project (3GPP) Release-10 specifications for Long Term
Evolution (LTE), and it is typically used by network operators for optimiza-
tion purposes. Data-driven RSRP estimation could be performed using radio
measurements that could be easily acquired exploiting the MDT feature. The
RSRP estimations obtained would be location-specific. A drawback of this
approach, as we will explore in this paper, is the impact from device hetero-
geneity due to antenna patterns and coupling effects, device orientation and
placement, and how they interact and compare with the variability caused
by the random nature of the wireless propagation channel. Other potential
inaccuracies introduced by MDT such as positioning and quantization errors
or scarcity of user reports are discussed in [6].

In our experimental evaluation we have limited the number of different
devices to two specific UE models, but included these in many different con-
figurations within our measurement setup. The two models have been ver-
ified to have significantly different radiation patterns, but are calibrated to
remove average measurement offsets. Any offset in our analysis will there-
fore result from the mentioned heterogeneity effects, which cause the real
variability in the data. Implementation (chipset) specific measurement off-
sets will occur in reality but are degenerate to those effects. In addition, we
have performed measurements in two different environments – urban and
rural – to see the impact of any interaction between propagation environ-
ment and devices. This methodology attempts to include a similar range of
diversity as if we had included several different UE models in our analy-
sis. RSRP measurements have been collected over several measurement drive
tests in an LTE network in Denmark. For data aggregation we use the geo-
metric average of the collected RSRP data. The specific contribution in our
work is the identification of factors that significantly impact the accuracy of
the data driven approach and therefore should be accounted for when pro-
cessing measurements obtained from MDT. Not only do such corrections sig-
nificantly improve the accuracy of the data driven approach, but it also gives
a clear performance improvement over the alternative use of ray-tracing.

Several approaches have been proposed in the recent years to improve
accuracy in the signal level estimation, most of them using machine learning
techniques. In [7] the authors use a neural network to estimate path loss,
and achieve an estimation error of 6-7 dB standard deviation depending on
the frequency. The authors of [8] propose the use of a convolutional neural
network and satellite images to estimate path loss, achieving a Root Mean
Square Error (RMSE) between 6 dB and 9 dB with standard deviations of
up to 6 dB depending on the scenario used for testing the model. In [9]
they propose a feed-forward neural network to predict path loss. Using field
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2. Measurement Campaign

measurements from different environments, they achieve an RMSE of 6.3 dB.
These studies provide better accuracy than traditional approaches. They

rely mainly on regression or learning techniques and require training and
testing over different environments. Differently from the existing literature,
the work in this paper is a simple approach that provides a realistic estima-
tion of the actual signal levels experienced by the user at a specific location
without additional features in the network.

The rest of the paper is organized as follows: Section 2 shows the mea-
surement campaign details. Data processing and estimation procedures are
shown in Section 3 and Section 4 presents the obtained results. Conclusions
are presented in Section 5.

2 Measurement Campaign

A drive test was carried out using four commercial smartphone devices with
Rohde&Schwarz QualiPoc firmware and a TSME professional radio scan-
ner1. The use of mobile devices with specific measurement capability limits
the number of available device models. However it considerably eases the
data collection and ensures a consistent, calibrated and regular measurement
update rate as a basis for our analysis. The scanner was connected to a refer-
ence paddle antenna in a fixed position. The reference antenna was mounted
horizontally outside and on top of the car with its main lobe extending to
both sides of the car. It served to check the repeatability between measure-
ments e.g. impact of changing network and environment conditions (fast
fading, load/interference, etc.).

With respect to the smartphone devices, we used two different models
from the same vendor: two Samsung Galaxy S5 (S51, S52) and two Samsung
Galaxy S9 (S91, S92) and positioned them in a total of 8 different orientations.
We drove several times along two different scenarios in different directions
to ensure as much variance (in terms of received signal levels in the different
phones) as possible in our data.

All phones and scanner were locked to measure a 20 MHz LTE carrier in
the 1800 MHz band. The phones had a sampling rate of 500 ms and were
forced to be in active mode during the whole test. Each recorded measure-
ment from the phones consisted in the RSRP of the serving cell and its corre-
sponding Physical Cell ID (PCI). Differently, the scanner provided the RSRP
and corresponding PCI of all the visible cells in the 1800 MHz frequency
band. Location of the devices was tracked during the test using GPS. The
instantaneous RSRP measurements recorded by the phones and the scanner
are subject to L1 and L3 filtering. As explained later in Section 3, they are

1QualiPoc and TSME ©Rohde & Schwarz more information can be found at
https://www.rohde-schwarz.com
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Fig. A.1: Phones-Scanner positions in the car top carrier. Phone ID in Table A.1.

Table A.1: Measurement Setups Description

ID Phone Setup Position Orientation
1 S51 A

Standing N
2 S52 Standing E
3 S91 Laying Up
4 S92 Standing S
5 S51 B

Laying Down
6 S52 Laying Up
7 S91 Laying Up
8 S92 Laying Down
9 S51 C

Front Seat E
10 S52 Glove Compartment Up
11 S91 Back Seat Up
12 S92 Trunk Up

also spatially averaged, which reduces the fast fading effects and measure-
ment errors [10]. According to our calibration test, this reduces the RSRP
measurement error of the estimation to below ±1 dB in all cases.

The measurements were performed using three setups (A, B and C) where
the phones had different orientations. The orientation and position for each
phone in every setup is included in Table A.1, where the north reference is
the front of the car. The reader can locate in Fig. A.1 the ID numbers from
Table A.1 for better understanding. For setups A and B, the phones and
the scanner were mounted (laying or standing) in a car top carrier, while for
setup C the phones were moved inside the car, keeping the scanner in the top
carrier.

The measurement campaign was conducted in rural and urban scenarios
nearby and in the city of Aalborg (Denmark, Sept. 2020). The measurement
route for the rural environment consisted of two round-trips in a 14.8 km
stretch from point X to point Y, whereas in the urban scenario the car drove
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X

Y

Fig. A.2: Measurement Areas.

three times along a 3.3 km loop (see Fig. A.2). An average driving speed
of 65 km/h was kept in the rural case, while it was 22 km/h in the urban
scenario. The averageBase Station (BS) height in the LTE networks is 29 m
and 24.7 m for the rural and urban scenarios, respectively. BS heights ranging
from 20 m to 39 m and down-tilts between 3 and 6 degrees are observed in
the rural case while the urban scenario presents heights between 10 m and 58
m, and down-tilts within 0 and 10 degrees. The rural radio environment is
mostly characterized by LOS conditions. The urban scenario is a city center,
where the average height of the buildings is approximately 15 m and con-
ditions are dominantly Non-Line-Of-Sight (NLOS). In both cases, the terrain
profile is flat and on average 5 m above sea level.

3 Data Processing

The reference estimation is obtained by averaging signals recorded by mul-
tiple UEs that have previously passed through a certain route. We use the
RSRP measurements recorded by all the different phones to obtain a statis-
tical estimation of the average signal level that any user will experience in a
specific location. The metric chosen for data aggregation is the geometrical
mean.

Each measurement route was split in a distance grid of J segments of 10
m as shown in Fig. A.3. For each UE and run/loop, the measurement trace
of the serving cell recorded by that UE was located in the distance grid, av-
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eraging (also using geometrical mean) all the data points located within the
same 10 m segment. This further reduced the fast fading effects and mea-
surement errors aforementioned. The number of samples recorded by each
phone in one segment depends on the driving speed: for the rural scenario
we observed 1-2 samples per segment, while for urban case, 4-5 samples per
segment were recorded. For cases where a handover occurred in the middle
of the grid segment, we used only the samples related to the serving cell with
the highest number of recorded samples within that 10 m segment.

For each segment in the distance grid we have available a set of values
corresponding to measurements recorded by multiple UEs in the different
runs or loops. Regardless which cells are serving those UEs the measure-
ments are aggregated to one average signal level estimate. The main reason
for this approach is data sparsity as we will discuss in the results section.
Aggregating all values provides a continuous and more reliable estimate of
network availability along that route. Furthermore, aggregating serving cell
measurements irrespective from the serving PCI is a reasonable approach if
we aim to estimate the expected average signal level in a segment, since the
cell selection/re-selection procedures tend to equalize the measured signals,
minimizing the effect of distance between the UE and the corresponding serv-
ing BS. The aggregation process is illustrated in Fig. A.3, where each segment
in the distance grid, from seg1 to segJ , has an estimated value which is ob-
tained using the geometric average from all the values in the corresponding
segment from UE1 to UEN , regardless which cell these users are connected
to. The RSRP estimation for that location (10 m segment) is the mean, in
logarithmic scale (dBm units), of that set of values.

R̂SRPsegj =
1
N

N

∑
i=1

RSRPi,segj (A.1)

where R̂SRPsegj is the RSRP estimated value in the grid segment j, and
i = 1, ..., N indexes the collected values in that location (10 m grid segment).
N is different for each environment:

• Rural: 4 phones, 3 setups, 4 runs (two round-trips) gives N = 48 recorded
values for the mean. With a stretch length of 14.8 km, Number of seg-
ments is 1480.

• Urban: 4 phones, 3 setups, 3 loops gives N = 36 recorded values for
the mean. With a stretch length of 3.3 km, Number of segments is 330.
Only one driving direction was measured due to traffic restrictions.

The radio network scanner data was used as a reference, so that measure-
ments on the same serving cell PCIs as the phones were extracted in each
case. The same averaging process over the 10 m distance grid was applied to
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Fig. A.3: Measurement averaging and distance grid scheme. Estimations (blue lowest row) are
built using measurements from multiple UEs (white upper rows).

this data, and an estimation for each UE based on scanner data was obtained
for each grid segment. An average of 5 and 8 samples per segment was used
for the rural and urban environments, respectively.

To evaluate the accuracy of the RSRP estimation, we calculate for every
segment of the grid the difference between the estimated value and each of
the measured values used to obtain the estimation at that grid segment. The
estimation error ∆ (in dB) for a UE i in a grid segment j is defined as:

∆UEi ,segj = RSRPUEi ,segj − R̂SRPsegj (A.2)

where RSRPUEi ,segj is the actual measured value by a certain UE i in grid

segment j and R̂SRPsegj is the estimated value for grid segment j. The error
is calculated for each of the N available UEs (i = 1, ..., N) used to estimate the
average signal level at segment j.

To evaluate the estimation accuracy over all samples we use the mean
and standard deviation of the estimation error in Eq. A.2. We aim to obtain
an error distribution with a σ as low as possible as this would indicate that
the difference between the estimation and the actual values of the individ-
ual phones is low in expectation regardless the UE and its driving direction
or orientation. The distribution of the estimation error, as shown further
in Section 4, is generally well behaved for all the analyzed cases, having a
symmetric uni-modal characteristic with good approximation to a Gaussian
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distribution. It therefore motivates our choice of the mean aggregation func-
tion based on the logarithmic signal values since mode, median and mean
degenerates to the same case.

Furthermore, instead of evaluating the distribution of the estimation error
for all phones, the mean µ and standard deviation σ of the estimation error
is shown for each individual UE and run separately (as later shown in Fig.
A.5). This allows to observe the mean individual offset of each phone with
respect to the overall mean value (estimation). We also evaluate the effect that
removing the phone individual offset has in the overall standard deviation by
subtracting, for each of the phones, their corresponding mean value µ. The
estimation error (in dB) is in this case calculated as:

∆′UEi ,segj
= RSRPUEi ,segj − µ∆UEi

− R̂SRPsegj (A.3)

where µ∆UEi
is the mean value of the estimation error for UEi over the full

measurement run.

4 Results

The results presented in this section show how the estimation error in the
data-driven estimations is impacted by:

• Environment effects: Shown by presenting separately the rural and urban
scenarios.

• UE directional antenna pattern effects: We present results for devices with
different orientations and compare them to the scanner reference mea-
surements.

• UE driving direction: Results for rural environment compare estimation
error when using a single estimation based on the combined directions
with the case where different estimations are used for the two direc-
tions.

• UE Conditions: Such as e.g. whether the UE is inside or outside the car.

4.1 Rural Environment

Two approaches are followed for the analysis of this environment. First, we
evaluate the results obtained when using the N = 48 available values to calcu-
late the estimation at each grid segment. Later, we evaluate the two different
driving directions separately, i.e. N = 24 recorded values are used to calcu-
late the estimation. Therefore, for the latter case, there are two estimations
for each grid segment, one for each direction.
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A summary of the overall standard deviation for all the studied cases be-
fore and after correction of the individual phone offsets can be found in Table
A.2. The mean of the distributions of the estimation error is zero regardless
the data used for the estimation (combined/separate directions) or the source
of it (phones /scanner) due to normalization.

We use the scanner results as a reference considering that its position is
fixed for all runs in all setups. The scanner shows a standard deviation of
5.1 dB for combined directions and 4.1 dB and 3.6 dB for the separate di-
rections analysis. This illustrates that the moving direction of the UE will
affect its experienced signal level. Cells serving the UEs are mostly differ-
ent when driving in opposite directions, which is assumed to be one of the
causes for the standard deviation of the estimation error to increase when
combining directions. For the scanner measurements, variability due to ori-
entation and position is mostly eliminated, but measurements from different
cells are combined. Furthermore, in reality there is a small difference in the
reference antenna pattern between the two sides of the car, due to the an-
tenna itself and the impact of the car structure. The inherent measurement
process will also lead to slightly different results for the two directions due to
the temporal evolution of the signals, the impact of interference in the mea-
surement, etc. In general, much of this variability cannot be removed from
any measurement.

The phones present a standard deviation of 6.3 dB for combined direc-
tions, as observed in Fig. A.4-a, whereas if the two directions are treated
separately, the standard deviation is barely reduced to 6 dB (X to Y direction,
as shown in Fig. A.4-b) and 5.5 dB (Y to X direction). These values are higher
than the ones observed for the scanner, and we assume that this is mainly
due to the different UE antenna orientations and placement.

In Fig. A.5 we evaluate the estimation error over the full route for each
individual UE in the separate directions analysis. The estimation error is
calculated with respect to the corresponding estimated average for each di-
rection (X-Y or Y-X). It can be seen that µ is generally stable between differ-
ent runs for the same phone and direction. However, different means are
observed for each phone, which suggests that the effective antenna patterns
and placement have an effect on the received signal. This difference is espe-
cially noticeable for setup C, which shows a negative mean for all phones due
to the car body blockage. This suggests that the overall standard deviation
of the error could be reduced by identifying if the phone is inside or outside
the car. The standard deviation shows values varying from 3 dB to 6 dB.
These are, for some cases, not consistent between opposite directions. The
overall scanner standard deviation is 3.8 dB (average from the two separate
directions).

We correct the phone individual offsets as per Fig. A.5 using Eq. A.3. The
results show that standard deviation is further reduced to 4.3 dB (as shown
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Fig. A.4: Rural ∆ distributions for the different compensations applied.

Table A.2: Rural Environment - Std. Dev. Results

Combined
Directions

Separate Directions
@Phones

Separate Directions
@Scanner

Phones Scanner X-Y Y-X X-Y Y-X
σ [dB] Before

Offset Correction
6.3

5.1
6 5.5

4.1 3.6
σ [dB] After

Offset Correction
4.9 4.3 4

in Fig. A.4-c) in the X to Y direction and 4 dB in the Y to X direction after
individual offset correction. These values, as observed in Table A.2, are much
closer to the ones obtained with the scanner data. Similar improvements can
be obtained by identifying the phones located in the car top carrier i.e., only
setups A and B included in the mean value calculation. It is shown in Fig.
A.4-d that the estimation error in that case is reduced to 3.9 dB in the X to Y
direction and 4.2 dB in the Y to X direction i.e., the error decreases on average
1.7 dB with respect to Fig. A.4-b.

4.2 Urban Environment

The same analysis as previously shown for the rural environment was per-
formed for the urban scenario. Results for this case are summarized in Table
A.3. For scanner data an overall standard deviation of 3.3 dB is observed.
The phones, on the other hand, show an overall standard deviation of 4.9 dB,
cf. Fig. A.6-a. In this scenario, we further compare the results with two ref-
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Fig. A.5: Rural environment phone-individual estimation error statistics before mean offset cor-
rection.

erence methods. First, we show the results for ray-tracing estimations, which
provide a σ of 7.6 dB after calibrating the Dominant Path Model (DPM) [11]
with our measurement data. Secondly, the UMa TR38.901 model [12] is used
for comparison. The estimations for this model are tuned to Line-Of-Sight
(LOS)/NLOS conditions based on ray tracing predictions, and it shows a σ
of 9.3 dB when calibrating parameters to this specific scenario. These results
illustrate that the data-driven estimation approach can provide much higher
accuracy than the traditional methods, as the estimation is obtained using
real data from previous UEs passing by that exact same location.

In Fig. A.7 we show the individual analysis for each phone. As it was
observed in the rural case, the mean offset for each of the phones is dif-
ferent but stable between different loops for the same phone, and standard
deviation varies between 2 dB and 5 dB. Different results are also observed
between setups A-B and setup C. We remove the offset for each of the phones
individually, and show in Fig. A.6-b the overall standard deviation, which is
reduced to 3.6 dB, closer to the scanner reference. Approximately the same
effect is observed when excluding setup C from the estimation, which as
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Fig. A.6: Urban ∆ distributions for the different compensations applied.

Table A.3: Urban Environment - Std. Dev. Results

Phones Scanner
Ray-tracing
Reference

3GPP 38.901 UMa
Reference

σ [dB] Before
Offset Correction

4.9

σ [dB] After
Offset Correction

3.6
3.3 7.6 9.3

shown in Fig. A.6-c, shows a standard deviation of 3.9 dB.
In the urban scenario propagation mechanisms differ, primarily by the in-

creased multi path propagation compared to the rural environment. There-
fore, the impact of UE directional characteristic as we saw for the rural, will
be less pronounced and lead to reduced standard deviation.

5 Discussion and Conclusion

Initially we made a choice to aggregate measurements over a segment re-
gardless the serving cell PCI. The choice was mainly in consideration of data
sparsity since with cell specific data aggregation it would be difficult to col-
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Fig. A.7: Urban environment phone-individual estimation error statistics before mean offset
correction

Table A.4: PCI Overlap % in Rural and Urban Scenarios

Urban
Rural Same

Driving Directions
Rural Opposite

Driving Directions
Avg. PCI

Overlap [%]
80.3 69.6 53.7

lect a sufficient number of samples to obtain a reliable estimate for each and
every grid segment along a route. The main reason for this is that the UEs
are not likely to have the same serving cells in a particular segment. Table
A.4 shows the summary analysis of the average percentage of grid segments
along the route in which the serving cell is the same for different UEs, which
we refer to as PCI overlap percentage. The urban scenario is clearly showing
the highest average PCI overlap percentage. For the rural environment, the
percentage is clearly higher when driving in the same direction than when
the opposite directions are analyzed. As one can imagine, the price to pay
when mixing measurements irrespective of the serving cell is that more vari-
ation is included which in turn leads to higher estimation error. This relates
very well to our results, e.g. highest PCI overlap is observed in the urban en-
vironment where lowest estimation error is observed, and for the rural case
higher PCI overlap is observed between UEs driving in the same direction
which also shows lower estimation error than when different directions are
combined. There are many factors one could speculate impacting these re-
sults, e.g. the distance to the serving cell or the absence or presence of LOS
condition. We have investigated most of these factors in an attempt to reduce
the estimation error, but have found no clear relation yet.
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The main benefit of our chosen data aggregation for the data driven esti-
mation approach is its simplicity and that estimation errors of approximately
3.5 to 4 dB are possible by identifying a few main impacting factors. They
can be accounted for by similarly simple means, i.e. having knowledge of the
driving direction, as well as approximate location, and being able to remove
the UE individual offset resulting from UE placement, orientation and imme-
diate environment conditions. Information on the driving direction reduces
the overall standard estimation error by almost 3 dB on average, and another
additional 1.5 dB reduction results when accounting for the individual off-
sets. The estimation of individual offsets is for future work, but a range of
methods are available such as based on adaptive filtering or statistical infer-
ence.

As we have illustrated by comparison with the use of ray tracing and
statistical estimation methods, the data driven approach has the potential to
considerably improve the estimation accuracy.
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1. Introduction

Abstract

An accurate estimation of the service quality that the user will experience along a
route can be extremely useful for mission-critical services. Based on availability and
reliability estimations, it can provide the network with in-advance information on
the potential critical areas along the route. If such estimation is based on empir-
ical/statistical or site-specific estimations, both of which are typically used for cel-
lular network planning, it will lead to significant uncertainty in the estimation, as
we demonstrate in this paper. Instead, if estimations are based on previously col-
lected measurements, the uncertainty can be significantly reduced. In this paper, we
analyze the achievable accuracy of such a data-driven estimation which aggregates
measurements from multiple User Equipment (UE) moving along the same route by
averaging the measured signal levels over a route segment. We evaluate the esti-
mation error for both empirical/statistical, site-specific and data-driven estimations
for measurements collected in urban areas. Based on the demonstrated advantage of
data-driven estimation, and the relevance of including context information that we
proved in a previous paper, we discuss and analyze how the estimation error can be
reduced even further by predicting the Mean Individual Offset (MIO) that each spe-
cific UE will observe with respect to the average. To this end, we propose and evaluate
a technique for MIO correction that relies on observing a time series of signal level
samples when the UE starts a mission-critical service. By observing 100-300 m of
real-time samples along the route results show that the overall estimation error can
be reduced from 5-6 dB to 4 dB using MIO correction. Finally, using the obtained
results, we illustrate how the signal level estimations can be used to estimate the
outage probability along the planned route.

1 Introduction

5G New Radio (NR) technology is expected to provide connectivity to a wide
variety of services with different Quality of Service (QoS) requirements. For
some applications, Key Performance Indicators (KPI) such as reliability, la-
tency, or data rate may have stringent targets which will be challenging to
meet with the existing Radio Resource Management (RRM), QoS, and mo-
bility management procedures in Long Term Evolution (LTE) [1]. These pro-
cedures are mostly reactive, i.e. actions against a drop in the signal level or
the QoS are taken after the drop has already occurred. Having prior knowl-
edge of the network conditions that the User Equipment (UE) will experi-
ence can help to avoid a situation that can be critical for the service require-
ments to be met. Therefore, recently proposed solutions have adopted pre-
dictive algorithms and aim for more proactive management of the network
resources [2, 3].

The service could strongly benefit from proactive QoS management in the
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so-called mission-critical communications, such as Unmanned Aerial Vehi-
cles (UAV) or Vehicle-To-Everything (V2X) over cellular networks. The need
for this approach is stated by the 5G Automotive Association (5GAA) in [4]
where they present the concept of predictive QoS, which consists of in-advance
notifications from the network to the UE about predicted changes in the QoS.
Furthermore, the Aerial Connectivity Joint Activity (ACJA) presents a two-
phase operational context for UAVs in [5]. They propose a planning phase
where there is the need to determine RF conditions for the planned path and
a flight phase where constant monitoring of the requirements is performed
and used for predictive mechanisms based on real-time radio KPIs. A similar
framework could be expected for autonomous driving in the V2X context.

A relevant parameter for RRM decisions, as well as for QoS prediction, is
the signal level experienced by a UE, typically expressed using the Reference
Signal Received Power (RSRP) [6]. RSRP is a key measure used for several
procedures such as cell selection and re-selection, handover, and power con-
trol. Therefore, the estimation of the signal level perceived by a UE in a
certain area is essential in the process of designing a reliable system. Accu-
rate estimations of RSRP levels that the UE will experience along the path
could provide in-advance information on the expected service availability
and reliability conditions.

There are well-known techniques for planning and estimating the signal
level using empirical or deterministic propagation models. However, as it
will be shown in this article, despite the ability of these traditional techniques
to characterize the signal level in a particular environment, their accuracy
along specific paths is too low for predictive QoS purposes.

1.1 Contributions

In [7] a data-driven approach for serving cell signal level estimation was
presented. The approach aggregates measurements from UEs in the same
location and uses their average as an estimation for that location. The tech-
nique is shown to achieve an overall estimation error of 5-6 dB, which can be
further reduced to 4 dB if the Mean Individual Offset (MIO) of a specific user
with respect to the estimation is corrected. The novel contributions included
in this article are the following:

• Quantify the advantage of data-driven estimations over statistical and
deterministic techniques. We use two empirical models as well as the
estimations provided by a ray-tracing tool to show the improved per-
formance of our approach.

• Propose and evaluate an MIO estimation and correction technique that
shows an advantage over the use of context information, using real-time
measurements of the UE moving along the path.
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• Present a framework that estimates areas with a high probability of sig-
nal and service degradation that the UE will experience along a route.

1.2 Related Work

Different KPIs can be used to estimate the QoS and outage probability de-
pending on the service requirements. However, RSRP is one of the most
critical parameters when designing a cellular network. Furthermore, the au-
thors in [8] show that, unlike other KPIs such as Reference Signal Received
Quality (RSRQ) or throughput, RSRP remains stable for long periods and can
be modeled as time-invariant. This stability motivates the choice of RSRP, as
it ensures that the estimation is valid for any time of the day.

Estimating the propagation conditions is a widely studied topic in the
literature. Empirical models are a practical approach where measurements
are used to develop statistical models of the channel and estimate path loss
for a particular type of environment. Although there are different models
for the different propagation scenarios, their accuracy in a specific location
is compromised by the generalization of the model. For the urban environ-
ment, there are well-known empirical path loss models such as COST-231
Walfisch-Ikegami [9], and Okumura-Hata [10]. On the other hand, geomet-
ric models rely on physics to compute the dominant and secondary paths
of the radio waves propagating through a specific propagation environment.
This approach is generally more accurate than the empirical techniques but
more computationally complex. A common implementation of this estima-
tion technique is ray-tracing [11].

The computational cost of ray-tracing, and the lack of accuracy of stochas-
tic models, led to the study of new approaches. In recent literature, there has
been extensive work on signal level estimation. The authors in [12] charac-
terize the fluctuations of signal strength using a large measurement dataset
in roads and cities. They conclude that, for static periods, the RSRP shows
fluctuations between 1.8 and 2.2 dB, increasing up to 6 dB when considering
mobility. In [13], the authors propose a two-step algorithm (clustering and
k-nearest neighbor) to predict an RSRP map using UE measurement reports
and show a Mean Absolute Error (MAE) of 3.5 dB.

More complex approaches based on Machine Learning (ML) techniques
can also be found in the literature. The work in [14] fuses crow-sourced
measurements from LTE users with other context information to build a pre-
dictive model that provides a Root Mean Square Error (RMSE) of 7.4 dB.
In [15] the authors present a deep learning approach where they use satel-
lite images to extract the features of the receiver’s surrounding environment,
obtaining a prediction RMSE of approximately 6 dB. The authors in [16] use
a feed-forward Neural Networks (NN) for path loss estimation showing an
RMSE of 6.3 dB when testing the algorithm over measurements from differ-
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ent scenarios. The work in [17] uses a NN for path loss estimation at different
frequencies, resulting in a minimum observed RMSE value of 6 dB. The au-
thors of [18] present path loss prediction using artificial NNs, achieving an
RMSE of 7 dB.

The proposed technique in [7] is simple. It exploits UE measurement
reports for signal level estimation, providing reasonably improved accuracy
compared to the existing traditional and non-traditional techniques, espe-
cially after using the techniques presented in this article to correct the MIO
of the UE. Unlike the literature mentioned above, the technique in [7] is
location-specific, i.e., it provides an estimation of the signal level that the UE
will experience in a particular location, regardless of which Base Station (BS)
the UE will connect to along the route. The RSRP estimations are used in this
article to estimate the outage probability that a particular mission-critical UE
will experience along a specific route. This type of estimation is not available
in the current literature to the best of the authors’ knowledge.

The rest of the article is organized as follows. Section 2 presents our
vision on service availability and reliability provisioning for mission-critical
communications. In Section 3 we explain how we have obtained the mea-
surements for the analysis in this article, while Section 4 shows a summary
of the data-driven estimation approach and results presented in [7] as well as
a comparison with the traditional signal level estimation techniques. Section
5 shows results for MIO correction in the pre-service and on-service stages.
In Section 6 we exemplify how these estimations can be used to provide infor-
mation on the outage probability along the route and compare the estimation
results with recorded values. Section 7 concludes the paper with a summary
of the findings.

2 Service Reliability Provisioning

The mission-critical communication services will most likely require reliabil-
ity assurance mechanisms within the cellular network. In this context, we
build upon the same architecture as specified for QoS sustainability analyt-
ics [19], where the Network Data Analytics Function (NWDAF) can notify an
external (third-party) application server when QoS degrades over a path of
interest.

The Radio Access Network (RAN) is composed of radio cells in the net-
work and handles all radio interface protocols ensuring a minimum QoS can
be delivered to the UEs. The core network configures the RAN cells, the
analytics function (e.g., NWDAF), and establishes signaling links to the ap-
plication server for the specific mission-critical service. The application server
is assumed to be able to communicate directly with the application layer in
the UE.
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Fig. B.1: Service availability/reliability provisioning scheme.

In our case, following the structure presented in [5], we further consider a
two-stage framework for the addressed mission-critical communication ser-
vices: a "pre-service" and an "on-service" stage, as it is shown in Fig. B.1. The
following explanations can be linked to Fig. B.1 through notation (#).

In the pre-service stage, the application server determines that a UE in-
tends to move along a certain route (e.g., UAV flight or V2X drive)(1) and
provides information about the planned movement path to the analytics
function(2), which then performs route quality estimations(3). For the route
quality estimations, the analytics function can use the measurement-based
RSRP estimations, e.g., from all other UEs moving along the same path com-
bined potentially with historical measurement data. The service availability
estimation is obtained by considering serving cell RSRP estimations and a
certain connectivity threshold. For service reliability, Signal-To-Interference
Ratio (SIR) estimations (assuming interference-limited scenarios) can be ob-
tained based on the RSRP reports for the serving and the strongest neigh-
boring cells and compared with the minimum service requirements. RSRP
and SIR are used to estimate QoS metrics such as service availability and
service reliability, which help to identify the potential critical communication
areas along the planned route of the UE. Next, the analytics function replies
to the application server with the corresponding route quality estimations(4),
and the application server communicates the decision to the UE application
e.g., permission to start the mission along the route. Assuming the answer
is positive, the application server informs the analytics function(5) and the
UE application(6). The analytics function can optionally trigger the proce-
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dure to perform more proactive management of the radio resources along the
planned movement path of the UE (e.g., prepare potential serving cells)(7).

The "on-service" stage is triggered when the UE starts moving along the
planned path(8). Once the UE service is started, the UE reports the mea-
sured RSRP values to the RAN(9), which forwards them to the analytics
function(10). The analytics function uses these measurement reports to pre-
dict the RSRP MIOs for a certain time horizon(11). This allows a more accu-
rate estimation of the service availability and reliability along the route. This
information would allow the RAN to take action with regard to critical areas,
e.g., activate multi-connectivity or apply interference mitigation techniques
before SIR becomes too low, etc. Furthermore, the information could be for-
warded to the application server, which could potentially revisit its decision.

3 Measurement Campaign

3.1 Measurement Setup

An extensive LTE measurement campaign was carried out in order to eval-
uate the data-driven approach. This campaign aimed to collect RSRP mea-
surements recorded by multiple UEs in a specific route.

Four commercial phones with a test firmware (QualiPoc©) and a profes-
sional radio network scanner (R&S TSME) [20] were used during this mea-
surement campaign. Using a specific firmware to measure the radio KPIs
ensured that the recorded data was consistent, calibrated, and reliable. How-
ever, it also limited the number of mobile devices and the available vendors
that could be used for the campaign. Two Samsung Galaxy S5 (S51, S52) and
two Samsung Galaxy S9 (S91, S92) measured several times the same route in
multiple positions and orientations. In this article, we used three different
setups (referred to as A, B, and C) to obtain as much UE heterogeneity as
possible in terms of experienced signal levels along the route, i.e., to increase
variation in the aggregated measurements. Further information on the po-
sition and orientation of each of the phones in the different setups can be
found in Table B.1. The scanner antenna remained in a car-top carrier dur-
ing the whole measurement campaign, and so did the phones for setups A
and B, as shown in Fig. B.2. During the recording with setup C, the phones
were located inside the car. As it will be further explained in Section 4, the
recorded data by each of the UEs is averaged to obtain an estimation.

The antenna patterns of the phones were measured using a multi-probe
antenna measurement system [21]. Fig. B.3 shows the measured antenna
patterns for each of the four phones. As it can be observed, the patterns are
similar between the same phone model but significantly different when com-
paring the S5 and S9 models. As expected, none of them is omnidirectional.
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Table B.1: Measurement setups information. The IDs can be used as a reference to identify the
phones placement in Fig. B.2.

ID Phone Setup Position Orientation
1 S51 A

Standing F
2 S52 Standing L
3 S91 Laying Up
4 S92 Standing B
5 S51 B

Laying Down
6 S52 Laying Up
7 S91 Laying Up
8 S92 Laying Down
9 S51 C

Front Seat L
10 S52 Glove Compartment Up
11 S91 Back Seat Up
12 S92 Trunk Up

The different shapes and orientations of the multiple phones will introduce
variation within the traces used to build the serving cell RSRP estimation.

A reference paddle antenna was connected to the radio network scanner
and mounted in a fixed position with its main lobe extending towards both
sides of the car. This reference was used to exclude the effects of the direc-
tional patterns of the phones, allowing us to observe the influence of factors
that are inherent to the measurement process, such as changes in the network
and/or environment conditions.

In our experimental investigations the UE heterogeneity is achieved through:

• Use of two device models with different chipsets and device antenna
implementation (type, placement on the frame, coupling to the frame,
etc.), which impact the signal levels observed when the devices are
moving.

• Position of the mobile devices with their corresponding directional an-
tenna patterns in different orientations outside the car.

• Location of the mobile devices inside the car in one of the setups, such
that the effect of the car body blocking the received signal is also in-
cluded in the aggregated measurements.

As it is shown in [7], to evaluate the accuracy of the estimation in dif-
ferent environments, data was collected in two scenarios distinguished by
completely different characteristics: rural and urban. For the rural case, the
car drove 2 round-trips along a 14.8 km stretch with each of the 3 setups,
recording RSRP measurements for the two different driving directions. In
the urban environment, the route was a 3.3 km loop through which the car
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Fig. B.2: Phones placement and orientation in setups A&B in the car top carrier. The numbers in
this figure can be mapped to descriptions in Table B.1. The radio network scanner is also shown
in the center of the car top carrier. For setup C, the phones were located inside the car.

Table B.2: Relevant measurement campaign information.

Rural Urban
Carrier Frequency 1800 MHz
Carrier Bandwidth 20 MHz

RSRP Sampling Rate 500 ms
Route Length 14.8 km 3 3km

Avg. Driving Speed 65 km/h 22 km/h
Avg. Recorded Samples/10 m 5 8

Coverage Sparse Dense
Visibility Mainly LOS Mainly NLOS

drove 3 times with each of the setups in one direction only due to traffic re-
strictions. Other relevant information regarding the measurement campaign
for the corresponding scenarios can be found in Table B.2. For further details,
the reader is referred to [7].

3.2 RSRP Recording

The LTE RAN typically configures the UE to report these measurements peri-
odic or event-triggered. The Minimization of Drive Tests (MDT) feature first
introduced in Rel-10 [22], allows operators to configure their UEs to report
measurements with a specific periodicity to evaluate or improve network per-
formance. This feature could be particularly useful for data gathering in the
data-driven estimation approach.

This experiment uses the measurements recorded by the different devices,
which go through the L1 and L3 filtering mentioned above. The measure-
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Fig. B.3: Total Radiated Power (TRP) in dBr (relative) of the measured antenna patterns from
the different test phones. The position of the phones in the multi-probe antenna measurement
system was along the z-axis with their front (screen) facing against y-axis.

ments are obtained with a sampling rate of 500 ms, as shown in Table B.2. To
evaluate the variability of the measured RSRP, we performed a static over-
the-air test of 6 minutes duration, where all phones were connected to the
same serving cell and pointed towards the same orientation. The observed
signal levels for the four phones are shown in Fig. B.4. The mean µ and
standard deviation σ of the measurements collected during the static test are
also included in the figure. Different mean values are observed between the
different phones, which further confirms the UE heterogeneity mentioned
in Section 3.1. It can also be seen that all mobile devices show a standard
deviation of approximately 1 dB, generally lower than the results observed
in [12] due to a stable environment during the test (no cars or moving objects
surrounding). The static test affirms that RSRP recordings are stable and not
significantly impacted by noise in the measurement acquisition. In practice,
devices will show an offset between them due to implementation differences.
In our analysis, this is degenerate to the offsets caused by the position and
orientation of the phones/devices, i.e., a static mean offset.

4 Data-Driven Estimation Technique

Considering the previous work in [7], this section summarizes how the recorded
data is used to obtain the estimations. Using Fig. B.5 as a reference, we ex-
plain how the estimation is built based on the values recorded by different
UEs moving along the same route.
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Fig. B.4: Static test of measurement acquisition evaluation. The phones were in the same position
and orientation, all connected to the same serving cell.

The routes of the two environments are split in a distance grid of J seg-
ments of 10 m length. This means that e.g., for the urban environment, the
3.3 km are split in J = 330 segments of 10 m. The serving cell traces recorded
by each of the UEs in every run or loop are located in the corresponding
distance grid. If UE1 is taken as an example, it may correspond to e.g., the
trace recorded in the urban environment by mobile device S51 in SetupA and
Loop1. Then UE2 would correspond to the trace recorded by the same de-
vice, same setup, but Loop2. The process would continue until the N traces
are located in the distance grid, where N results from the following:

• Urban: 4 available phone devices in 3 different setups, where 3 loops
of the route were driven. This results in a total of N = 36 recorded
serving cell traces used to estimate the average signal level experienced
by a UE driving along that urban route.

• Rural: 4 available phone devices in 3 different configurations or setups,
where 4 runs (2 in each direction) of the route were driven. This results
in a total of N = 48 recorded serving cell traces used to estimate the
average signal level experienced by a UE driving along that same rural
route.

When a serving cell trace is located in the distance grid, multiple recorded
samples are observed within a 10 m segment. The average number of sam-
ples recorded per segment depends on the driving speed and can be found
in Table B.2. As it is shown in Fig. B.5, all the samples within the same grid

84



4. Data-Driven Estimation Technique

Fig. B.5: Data processing scheme. The different UE traces are located in a distance grid and
averaged to obtain the estimation.

segment are spatially averaged. This further averages fast fading effects pre-
viously mentioned in Section 3.2 the selected 10 m segments fulfill the Lee
criteria (40λ = 6.6 m) [23].

Once the N traces are organized in the distance grid, they are averaged to
obtain an estimation. This is done on a segment basis, i.e. for each segment
j = 1, ..., J the values from all UEs i = 1, ..., N are averaged, providing as
a result an estimated value for each corresponding segment. The estimated
RSRP value at a segment j is defined as the geometric average:

̂RSRPsegj =
1
N

N

∑
i=1

RSRPi,segj [dBm] (B.1)

where N takes the values defined above and RSRPi,segj is the RSRP value
recorded by UEi in segment j.

The RSRP measurements recorded by the UEs in a certain segment will
be aggregated regardless of the cell that they are connected to. The main
motivation behind this is that we aim to estimate the average signal level that
any UE in that location would experience.

When aggregating measurements from different serving cells, it could be
expected that UE-BS distance impacts the estimation error. The estimation
error, shown in Fig. B.6 and defined in Eq. (B.2), does not seem to be im-
pacted by the UE-BS distance. This can be partially due to the cell selection
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Fig. B.6: Estimation error versus UE-BS distance for the different scenarios: (a) rural and (b)
urban.

and re-selection processes, which tend to minimize this effect. There is a high
spread of the estimation error values regardless of the distance in both rural
and urban scenarios.

In practice, the proposed data-driven approach requires measurement
gathering from different users, which could be achieved through MDT. The
accuracy of the estimations would be subject to factors such as Global Posi-
tioning System (GPS) inaccuracy, environment changes, or measurement sys-
tem differences. While GPS inaccuracies are reduced by averaging every 10
m, but not otherwise considered in our analysis, measurement system differ-
ences are considered by including UE heterogeneity. Similarly, we include the
unpredictable environment changes in the estimations by performing several
different measurement rounds during the campaign. Additionally, keeping
updated estimations and error distributions will require large database stor-
age.

4.1 Estimation Accuracy and Performance Comparison

To evaluate the performance of the RSRP estimation algorithm, we compare
the estimations to those obtained using empirical models and ray-tracing.
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Table B.3: Data-driven estimation errors based on UEs (before and after MIO correction) and
scanner data.

Rural ∆ [dB] Urban ∆ [dB]
Before MIO Correction 6.3 4.9
After MIO Correction 4.9 3.6

Scanner 3.6 3.2

Only urban environment data is used for the comparison due to the unavail-
ability of 3D models and terrain elevation maps in the ray-tracing tool for the
rural area.

As the performance metric, we use the estimation error calculated for
each of the UEs and segments independently. For each UEi (i = 1, ..., N) the
estimation error ∆UEi,segj

is calculated segment by segment as the difference

between the recorded RSRPUEi,segj
value and the estimated ̂RSRPsegj value:

∆UEi,segj
= RSRPUEi,segj

− ̂RSRPsegj [dB] (B.2)

As was shown in [7], the distribution of the estimation error is uni-modal
and can be well approximated with a Gaussian N (0, σ). This suggests that
the results obtained would remain unchanged regardless of the metric used
for aggregation (mean, mode or median). Each UE presents an MIO with re-
spect to the overall estimation, which, if corrected, can reduce the estimation
error. Table B.3 shows the overall estimation error with and without MIO
correction for both urban and rural environments. Later in Section 5.2 we
will introduce a technique for MIO correction to actually achieve the approx-
imately 4 dB estimation error shown for MIO correction in Table B.3.

For the comparison with empirical models and ray-tracing, Fig. B.7 shows
the recorded RSRP values versus distance to the serving BS together with the
estimations based on these traditional approaches. The model parameters
have been calibrated using measurement data or environment-specific pa-
rameters in each case. The data-driven estimations are not shown since they
are cell agnostic and cannot be referenced to a specific site.

Table B.4 shows the estimation error, as per Eq. (B.2), for all the stud-
ied techniques. In the case of the empirical and ray-tracing estimations,
the estimated value is obtained for the corresponding Physical Cell ID (PCI)
recorded by the UE during the measurement campaign, sample by sample.
These estimations are then averaged on a segment basis to obtain a serv-
ing RSRP estimation at each segment. Further details on the respective ap-
proaches are:
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Empirical Models

Two empirical models have been used for comparison: Okumura-Hata and
3rd Generation Partnership Project (3GPP) TR 38.901 for Urban Macro (UMa)
environments. The operator provided network information (BS location, BS
height, and BS radiated power), which was used to calculate the correspond-
ing UE-BS distance for the specific serving cell and other relevant parameters
for these empirical models. The UE assumed height is 1.5 m, and the center
frequency is 1.8 GHz.

The Okumura-Hata Model [24] was developed using the results of very
extensive measurements performed in different environments (urban and
suburban). It is typically used by operators, which apply the necessary cor-
rections to fine-tune the model to the specific physical environment under
evaluation.

The 3GPP TR 38.901 standardized path loss model for the 3D Urban
Macro (UMa) Line-Of-Sight (LOS) and Non-Line-Of-Sight (NLOS) scenar-
ios [25] is also used for comparison. The visibility conditions (LOS/NLOS)
between the UE and the BS have been determined using the ray-tracing tool,
and the corresponding equation from [25] is applied for each case.

By observing Fig. B.7 it can be seen that for a particular UE-BS distance
the spread of the recorded measurements is high. The value estimated by
the empirical models, which depends on the distance to the BS and visibility
conditions, may not represent the signal level expected in a particular loca-
tion. This is consistent with what is observed in Table B.4, where the highest
estimation errors are observed for the two empirical models. Both show es-
timation errors 4-6 dB higher than the observed when using the data-driven
approach.

Ray-Tracing

A ray-tracing tool is used to obtain predictions for comparison with the data-
driven approach [26]. The Dominant Path Model (DPM) is selected to com-
pute the estimations, which calculates the dominant path between the trans-
mitter and the receiver [27]. The 3D maps used in the tool have a 2.5 m spatial
resolution. The predictions are further averaged on a 10 m radius in order to
compare them with the other two approaches properly. The same is applied
for the LOS/NLOS predictions, which are estimated every 2.5 m, and settled
using a majority vote of LOS/NLOS conditions within a 10 m radius.

As observed in Fig. B.7, ray-tracing shows more accurate estimations than
the empirical models since it accounts for the specific physical environment
surrounding the UE and not only the average area characteristics. This is also
reflected in Table B.4, where an 7.6 dB estimation error is observed. While this
value is 2-4 dB lower than the one observed with the empirical techniques, it
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Fig. B.7: Comparison of measurement data with traditional estimation approaches in the urban
scenario. LOS/NLOS conditions are considered.

Table B.4: Comparison of data-driven approach estimation error with traditional techniques
using urban scenario data.

Estimation Technique Estimation Error [dB]
Data-Driven 4.9

Okumura-Hata 11.1
3GPP 38.901 UMa 9.3

Ray-Tracing 7.6

is still high.
The studied traditional techniques show worse performance than the data-

driven approach. The data-driven estimation is based on real location-specific
data and, therefore, provides a more accurate estimation than the traditional
techniques of the signal level that the UE will perceive when driving along a
route. However, a single estimated value is not representative enough, and
each UE will observe a certain MIO with respect to the overall mean esti-
mation. In the following sections, we study how the MIO can be predicted,
corrected, and used to improve the accuracy of the estimation.
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5 Mean Individual Offset Correction

5.1 Pre-service

Correcting the MIO in the pre-service stage would allow the network to per-
form more accurate estimations on the potential critical areas before the UE
starts moving along the route. For that, the network should be able to predict
the UE’s MIO using relevant context information such as UE’s placement (in-
side/outside the car), UE’s orientation, or UE’s pattern type, assuming these
can be available.

UE Antenna Orientation

The MIO for each UE in the rural (a) and urban environments (b) is shown in
Fig. B.8. As it can be observed, the offset remains constant between different
runs or loops for the same phone-setup combination where the device is
oriented towards the same direction. However, different offsets are observed
between devices that are pointing in different directions. This illustrates the
relevance of UE orientation to determine the MIO. A clear distinction can also
be made between setups A-B and setup C. The phones were located inside the
car in the latter, and the penetration loss due to the vehicle’s structure caused
the signal level to be much lower (7 dB on average) than the one experienced
by the phones located in the car top carrier. This resulted in negative MIOs
with respect to the overall estimation for all phones located inside the car.
Therefore, it is reasonable to assume that another relevant factor impacting
the MIO of a UE is its placement (inside/outside) in the car. However, that
information would only allow identifying the sign of the MIO, but not the
value of it, which seems to depend mainly on the UE orientation and driving
direction (as previously shown in [7]).

UE Antenna Pattern Effects Compensation

The consistency of the offset values observed among loops of each UE Fig.
B.8, as well as the different offsets for the multiple UEs, suggest that the
orientation of the UE is potentially the main factor impacting the MIO. The
signal level reaching the receiver will also be subjected to the device’s effec-
tive antenna pattern, which is directional for all test phones (see Fig. B.3).

Therefore, compensation for the antenna pattern effect could reduce the
estimation error. The approach has been tested for the rural scenario data: the
reduced interactions of the received signal with surrounding objects and the
dominance of LOS conditions simplifies the antenna pattern compensation
in that environment. The angle of incidence α of the transmitted signal (from
the BS) in the UE antenna pattern is calculated using the bearing angle of
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Fig. B.8: MIO with respect to the route estimation. (a) Results for each of the 48 UE traces in the
rural environment and (b) for the 36 UE traces in the urban environment.

the serving BS (as recorded by the UE) with respect to the car direction. To
account for possible inaccuracies in the calculation of α, the compensation is
based on the average relative power shown in Fig. B.3 within a ±15° range
in both azimuth and elevation directions.

Results in Table B.5 show the overall estimation error ∆ for the rural sce-
nario when using setups A and B, before and after pattern compensation.
As it can be observed, the antenna pattern compensation has a low impact,
resulting in a reduction of 0.4 dB. Setup C is omitted due to the challenge of
accounting for the vehicle blockage.

The antenna patterns were measured in an anechoic chamber, where the
effects of the car structure or the car top carrier are not considered. Fur-
thermore, the UE-BS distance is considerably high for the rural case, and
possible signal interactions with the buildings in the path or ground reflec-
tions cannot be accounted for. Although deterministic compensation seems
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Table B.5: Effective antenna pattern compensation effects on overall estimation error in the rural
scenario.

∆ [dB]
Before Antenna Pattern Compensation 5.1
After Antenna Pattern Compensation 4.7

intractable, the stability of the estimation error between UEs oriented towards
the same direction suggests that the antenna pattern effect is statistically in-
cluded in the estimation error distribution. In the following section, we study
an approach that exploits the stability of the estimation error of the UE traces
recorded by devices oriented towards the same direction.

5.2 On-Service

The results in the previous section show that fully correcting the MIO in
the pre-service stage is complex. In the following, we present how we use
the estimation error characteristics and the observed error based on recorded
RSRP during the on-service stage to correct the MIO. The main idea of this
approach is to use the most recent information recorded by the UE that is
moving along a particular route to predict the MIO that it will observe for
the rest of the route.

We use the so-called z-test [28], which is a parametric hypothesis test
that can be used to determine whether a set of samples belongs to a certain
distribution. The test calculates the probability of observing as extreme a
test result as the one observed (p-value), assuming that the null hypothesis is
correct.

As shown in Fig. B.9 (using notation (#)) this approach requires to main-
tain a database where estimation error distributions from previous UEs are
stored (1). The distributions from each UE could be approximated by a nor-
mal distribution with the corresponding mean and standard deviation. Once
the UE starts to move along the route, after a certain number of observed
error samples (2), these are checked against the available distributions in the
database. The z-test will provide the mean of the best-fit distribution (4) by
accepting the distribution with the highest p-value.

To investigate this approach, we store N − 0.25 ∗ N distributions in the
estimation error database and use the 25 % of the UE traces (i.e., 9 UE traces
in the urban environment) for testing the algorithm. A set of 9 random traces
is left out in every iteration until all the UEs have been tested. Fig. B.10
shows the results obtained for urban scenario. The MIOs of the N = 36 UEs
recorded in the urban environment are shown, as well as the predicted values
using the z-test when observing 30 samples (equivalent to an observation dis-
tance of dobs = 300 m). The MIO values can generally be accurately predicted.
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Fig. B.9: MIO correction procedure in the on-service stage. The moving UE estimation error
samples are compared to the error distributions stored in the database and provide an estimation
of the MIO.

Table B.6 shows a summary of the results obtained for both rural and ur-
ban scenarios. The table shows the overall results obtained when the MIO is
known and corrected (Target ∆ [dB]) and the results obtained when predict-
ing and correcting the MIO using the z-test. The overall results when using
the z-test for MIO estimation are reasonably close (maximum 0.2 dB differ-
ence) to the values using known offsets. Therefore, the MIO can be corrected
using this technique as long as UEs with similar conditions/orientation have
previously passed through the same route.

Table B.6 also includes the required observation distance dobs. In the urban
environment a dobs of 300 m is required, whereas for the rural scenario a dobs
of 100 m is sufficient. In the urban environment, an observation distance of
100 m reduces the overall estimation error from 4.9 dB to 4.1 dB, but a longer
observation distance further decreases that value down to 3.7 dB. In the rural
case, the error does not decrease regardless of the observation distance. This
is most likely due to the stronger signal variations and higher dynamics that
were observed in the rural scenario compared to the urban case.
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Fig. B.10: Necessary MIO corrections to improve estimation accuracy (light blue) and estimated
on-service MIO corrections for all test UE traces in urban scenario (dark blue).

Table B.6: Z-test results comparison with best performance observed in [7].

Target ∆ [dB]
(known MIO)

Z-Test
∆ [dB] dobs [m]

Rural 4.9 5.1 100
Urban 3.6 3.7 300

6 Outage Probability Estimation

As mentioned in Section 2, signal level estimations can be used by the net-
work to obtain information on the potential critical areas along the route,
which are defined in terms of expected service availability and reliability. In
the following, we further define these QoS metrics and exemplify their use.
For a real reference, we focus on the specifications of the V2X services. Al-
though the open literature claims that a requirement of 95 % reliability is
enough for a safe communication [29], most of the use cases considered in
the V2X 3GPP specifications [30] require a 99.99 % reliability, and that is the
requirement we use for evaluation.

6.1 Service Availability

Service availability estimations are obtained by calculating the probability
Pout,SA that RSRP will drop below a certain threshold γRSRP along the route.
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Table B.7: Average performance metrics for RSRP-based service availability estimations.

.
TPR

(Hit Rate) [ %]

TNR

(Specificity) [ %]

FNR

(Miss Rate) [ %]

FPR

(Fall-out) [ %]

Rural

γRSRP = -115 dBm

Data-Driven

Pre-Service
85.2 95.7 14.8 4.3

Data-Driven

On-Service
74.3 97.1 25.7 2.9

Urban

γRSRP = -100 dBm

Okumura-Hata 100 4.3 0 95.7

3GPP 38.901 70 62.4 30 37.6

Ray-Tracing 63.1 69.4 36.9 30.6

Data-Driven

Pre-Service
93.8 83.8 6.2 16.2

Data-Driven

On-Service
99.5 89.5 0.5 10.5

For each segment, we provide an estimate of the average RSRP, R̂SRP. We
know from Eq. (B.2) that the difference to the actual RSRP value, RSRP −
R̂SRP, is Gaussian distributed with standard deviation sigma. Hence as-
suming, or conditioned on, R̂SRP being the average RSRP, we calculate the
outage probability as the one-sided p-value of the Gaussian distribution at
the threshold value, i.e.:

Pout,SA = P(RSRP < γRSRP|RSRP = R̂SRP)

= Φ(
γRSRP − R̂SRP

σ
)

(B.3)

where Φ is the cumulative distribution function of the standard normal
distribution.

In Fig. B.11 we show the availability estimation results along the ru-
ral route for a γRSRP = −115 dBm. This threshold is selected based on
the observed intra-frequency mobility thresholds configured by the operator
(which range between -115 dBm and -100 dBm in the 1800 MHz band). Fig.
B.11a shows the 48 recorded serving RSRP traces, while Fig. B.11b presents
the estimated availability for that route, where P(RSRP > −115 dBm), i.e.
1− P(RSRP < −115 dBm) is shown such that a 99.99 % threshold is used as a
reference to declare a critical area for the selected use case. As it can be seen,
the estimated potential critical areas visually match with the ones actually ex-
perienced by the UEs. Table B.7 shows a summary of the service availability
estimations performance. Service availability is evaluated for each segment
in the distance grid. For the RSRP traces recorded by the different UEs, out-
age is declared in a grid segment if the recorded RSRP value in that segment
is below γRSRP. For the estimated service availability, outage is declared in a
grid segment if P(RSRP > γRSRP) < 99.99 % in that segment. Performance
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Fig. B.11: Service availability estimation example with rural environment data. (a) Actual RSRP
values recorded by all 48 UEs used to build the estimation and (b) P(RSRP > −115 dBm) along
the route, calculated based on the serving cell RSRP estimation.

of service availability estimations is evaluated using the average over all UE
traces of the following metrics [31]:

• True Positive Rate (TPR) or Hit Rate: Percentage of correctly estimated
service availability outage segments in the grid. It is calculated as the
number of correctly estimated outage segments - True Positives (TP) -
over the number of actual outage segments (P).

TPR =
TP
P

[%] (B.4)

• True Negative Rate (TNR) or Specificity: Percentage of correctly esti-
mated service availability "safe" (non-outage) segments in the grid. It is
calculated as the number of correctly estimated non-outage segments -
True Negatives (TN) - over the number of actual non-outage segments
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(N).

TNR =
TN
N

[%] (B.5)

• False Negative Rate (FNR) or Miss Rate: Complementary metric for
TPR. Represents the number of missed outage areas.

FNR = 1− TPR [%] (B.6)

• False Positive Rate (FPR) or Fall-out: The complementary metric for
TNR. Represents the number of "false alarms," i.e., the percentage of
cases where a grid segment was incorrectly estimated as outage area.
False positives would lead to a situation where countermeasures are
initiated to solve a critical situation that does not exist.

FPR = 1− TNR [%] (B.7)

Other metrics that are typically used to evaluate classification techniques
were not included as they were considered to be misleading in the purpose
of this context. Accuracy is typically used to summarize the performance
of the estimations, as it represents the rate of correct estimations (positive
and negative). However, for the case under evaluation, where the number
of actual positives is much lower than the number of actual negatives (un-
balanced dataset), accuracy presented very high values (above 90 % for the
data-driven approach) and was considered to be non-representative of the
estimation performance. F1-Score, on the other hand, is typically used for
unbalanced datasets and is calculated such that the cost of false positives and
false negatives is equally significant for performance evaluation [32]. This
metric presented low values (below 65 %) due to the low number of critical
areas for some of the UEs.

Results in Table B.7 show the mean value of the metrics in Eqs. (B.4-
B.7) over all UEs. For rural environments, the pre-service stage estimations
present high TPR and TNR, indicating that most outage and non-outage areas
are correctly estimated. A trade-off is observed in the on-service stage, where
the MIO corrections cause a decrease in the TPR and an increase in the TNR.

Another example of service availability estimation is shown in Fig. B.12,
where urban data is used to compare the estimation of critical areas when
using the data-driven approach in comparison to the traditional estimation
techniques. To show the accuracy of the estimations, the availability thresh-
old is raised in this scenario to -100 dBm as higher reliability should be con-
sidered in higher population density areas. As shown in Fig. B.12b and in
Table B.7, the higher the signal level estimation error, the lower is the accu-
racy of the estimated critical areas. Using the Okumura-Hata model RSRP
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Fig. B.12: Service availability estimation example with urban environment data. (a) Actual RSRP
values recorded by all 36 UE traces used to build the estimation and (b) P(RSRP > −100 dBm)
obtained when using the estimations provided by the different studied RSRP estimation ap-
proaches.

estimations results in a very inaccurate estimation of the potential critical ar-
eas. Since the full route is declared critical the TPR is 100 %. However, it
also presents a very high FPR of 96 %. The 3GPP model estimations show
lower FPR than the Okumura-Hata, but still considerably high (38 %). Sim-
ilar results are observed for the ray-tracing estimations that show a TPR of
63 % and an FPR of 31 %. The data-driven approach provides an average
TPR of 94 % in the pre-service stage while maintaining a relatively low FPR
(16 %). This shows how the data-driven signal level estimation technique
provides better results than traditional techniques when the network aims to
obtain in-advance information about the expected service availability along
the path.

To further show the benefits of using the data-driven estimations against
other traditional techniques, we show in Table B.8 the reliability margin (RM)
that needs to be considered to guarantee a certain reliability requirement
when using the different estimation techniques. The values in the table show
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Table B.8: Reliability margin (RM) for different reliability requirements (with γRSRP =
−100 dBm).

90 % 95 % 99.99 %
Okumura-Hata 15.2 19.5 27.6
3GPP TR 38.901 12.3 15.7 22.3

Ray-Tracing 10 12.8 18.1
Data-Driven
Pre-service

6.2 8 11.3

Data-Driven
On-service

4.6 5.9 8.3

that the reliability margin highly decreases when using the data-driven ap-
proach. For a 99.99 % reliability requirement, the Okumura-Hata estimations
show an RM of almost 28 dB, whereas the data-driven approach reduces the
margin to 8 dB in the on-service stage. Higher reliability requirements are
not considered in the table as the RM values would be on the limit of what
could be practically useful for the purpose of the estimations considered in
this article.

In Fig. B.13 we show the effect that MIO correction has on the estimation
of critical areas in the on-service stage. Three UEs were used as an exam-
ple, one from each of the setups. For each UE, the z-test was used to obtain
the corresponding MIO estimation. After an observation distance of dobs =
300 m, the serving RSRP estimation was corrected according to the estimated
MIO, and the probability of RSRP being below -100 dBm was recalculated. In
Fig. B.13a the actual serving RSRP traces recorded by each of the three UEs
are shown. Fig. B.13b shows P(RSRP > −100 dBm) in the pre-service stage
(valid for any UE planning to move through the same path) and the corrected
on-service probability for each of the 3 example UEs (UE-specific estimation).
The setup A UE, with positive MIO with respect to the overall estimation, has
lower probabilities of dropping below the threshold than initially estimated.
There are no critical areas estimated after MIO correction, which matches
with the recorded values for that UE (never below -100 dBm). For Setup C
UE, with generally lower signal levels due to vehicle blockage, the estimated
probabilities of the serving signal level dropping below the threshold are
higher than estimated in the pre-service stage, representing well the actual
signal levels experienced by that user. The results for on-service stage per-
formance in the urban environment in Table B.7 show that on average, TPR
increases to 99 % with respect to 94 % obtained in the pre-service stage, and
TNR increases up to 89 % compared to the previous 84 %.
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Fig. B.13: Service availability estimation example with urban environment data. (a) Actual RSRP
values recorded by 3 example UEs (from setups A, B, C) and (b) P(RSRP > −100 dBm) along
the route, for the pre-service estimation of all UEs in that path and the on-service estimations
for the individual example UEs.

6.2 Service Reliability

To estimate service reliability we first estimate SIR:

ŜIR =
Ŝ
Î
=

R̂SRPSC

∑NC
j=1 R̂SRPj · δ

[dB] (B.8)

R̂SRPSC is the RSRP estimation of the serving cell, R̂SRPj is the estimation
of the j = 1, ..., NC neighboring cells and δ is a model for the impact of the
traffic load. A maximum of NC = 3 strongest neighbors, when available, are
used to calculate SIR.

As in Eq. (B.2), since RSRP− R̂SRP is Gaussian with zero mean we can
view the linear value of the estimator R̂SRP as a log-normal random variable
whose logarithmic mean and standard deviation is respectively the predic-
tion R̂SRP and σ. This is true for both serving and interfering signals. The
interference sum will be approximately log-normal, statistics of which can be
calculated numerically by the Schwarz & Yeh algorithm [33]. The same algo-
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Table B.9: Average performance metrics for SIR-based service reliability estimations (δ = 30 %).

TPR
(Hit Rate) [ %]

TNR
(Specificity) [ %]

FNR
(Miss Rate) [ %]

FPR
(Fall-out) [ %]

Rural
γSIR = -3 dB

Data-Driven
Pre-Service

72.4 62.4 27.6 37.6

Data-Driven
On-Service

65 72.3 35 27.7

Urban
γSIR = -3 dB

Data-Driven
Pre-Service

88.2 58.8 11.8 41.2

Data-Driven
On-Service

77 68.7 23 31.3

rithm, with some extensions for correlated signals, can be used to calculate
the logarithmic mean and standard of the SIR [34] which is also approxi-
mately log-normal. Assuming a correlation coefficient of 0.5 [35] between
signals of the serving and the interfering cells we use this framework to eval-
uate the probability P(SIR < γSIR).

Fig. B.14b shows the reliability estimation results when considering low,
medium and high load (10 %, 30 % and 60 %, respectively) for γSIR = -3 dB.
In Fig. B.14c a color map is used to plot the results for medium load with
that same threshold in the urban scenario. The corresponding performance
metrics in Table B.9 show a TPR of 88 % and a FPR of 41 %, with a mean F1-
score of 16 %. With the on-service stage corrections using MIO correction for
the serving cell, results show the same trade-off TPR/TNR above-mentioned.
For the rural environment, the values follow the same trend.

The presented results are sensitive to different network traffic load, crit-
ical thresholds, and correlation coefficients between the serving cell and the
interfering neighbors. For most cases, MIO correction reduces True Positive
Rate (TPR) and increases True Negative Rate (TNR), indicating a trade-off be-
tween missing outage areas and initiating actions against non-existent ones.
Failing to estimate an outage area poses a risk to the service reliability, which
is crucial for mission-critical services. On the other hand, estimating non-
existent critical areas may lead to a misuse of network resources. On that
basis, MIO correction in the on-service stage is beneficial for outage areas
estimation. However, initiating MIO correction in the on-service stage may
depend on the service priorities, i.e. prioritization of outage area detection or
more efficient resource utilization. Furthermore, service reliability could also
benefit from the on-service MIO corrections due to the availability of actual
load values, which could be adjusted individually for each corresponding
neighbor.
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Fig. B.14: Service reliability estimation example with urban environment data. (a) SIR values
calculated using recorded RSRP values from serving and neighboring cells for all of the 24 UEs
used and assuming average medium load, (b) estimated probability P(SIR > −3 dB) for low,
medium and high load and (c) same results at medium load in a color map.

7 Conclusion

In this article, we use experimental data recorded during an extensive LTE
measurement campaign in rural and urban environments to show that the
signal level that a UE will experience along a route can be estimated by aggre-
gating measurements recorded by UEs that have previously passed through
that same route.

First, we show how this approach provides an estimation error of 5-6 dB,
improving the estimation error obtained using traditional estimation tech-
niques such as empirical models or ray-tracing by 3-6 dB. We show how
identifying the MIO of each UE with respect to the overall estimation, using
a technique that exploits the estimation error experienced by previous UEs,
further reduces the overall RSRP estimation error to approximately 4 dB.

Lastly, we use the signal level estimations to calculate service outage prob-
ability in terms of availability (RSRP-based) and reliability (SIR-based). The
data-driven approach shows improved accuracy in outage areas estimation
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with respect to traditional techniques, detecting a minimum of 70 % of the
outage areas with less than 30 % of false alarms. This approach allows pro-
viding the network with in-advance information on the expected service con-
ditions in a specific route where the UE is planning to move and can be used
by the network to make a decision of whether it is safe for the UE to start the
service or it should re-plan the route when possible. Furthermore, we show
how using context information during the service can improve the overall
accuracy of the service availability and reliability estimations, which the net-
work may use to take in-advance countermeasures for upcoming signal and
QoS drops, respectively.
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1. Introduction

Abstract

Although the use of cellular networks to serve drones has been investigated in several
recent works, the path loss or shadowing variation is still relatively unexplored. The
variation and its dynamic behaviour is of importance in characterizing the reliability
of the drone communication link, but difficult to assess by experimental means on a
large scale. The main goal of this paper is to study the feasibility of ray tracing models
to accurately predict shadow fading variations at different heights, so that the shadow
fading correlation distances for the Unmanned Aerial Vehicles (UAV) channel can
be found in both vertical and horizontal directions, without the need of performing
extensive field measurement campaigns. For that, predictions obtained through a ray
tracing tool are compared to field measurements in an urban scenario. Our results
show that with accurate 3D maps, the tool is useful for predicting the dynamics of
the UAV propagation channel, and therefore can be used partly as a substitute for
field measurements.

1 Introduction

The 5th Generation (5G) New Radio (NR) cellular system is expected to serve
a wide range of services. Mission-critical communications, where reliability
and a short-time response of the system is needed typically for safety rea-
sons [1], is expected to be one of those services. Some examples would
include Vehicle-To-Everything (V2X) communications, railway communica-
tions or the Command and Control (C2) link for Unmanned Aerial Vehicles
(UAV). All the three examples are characterized by high mobility. Long Term
Evolution (LTE) and 5G networks investigations for meeting the requirements
of such type of communication [2–4] have been carried out.

The application of interest in this paper is the use of LTE/5G for serving
the control link of UAVs. There are multiple UAV uses such as transport
of medical goods, rescue services, inspection of telecommunications infras-
tructure, to name a few [5]. All the mentioned use cases are more attractive
if a UAV can fly Beyond Visual Line-of-Sight (BVLOS) of the controller, i.e.,
allowing the UAV to be controlled from a remote pilot location. For pub-
lic safety reasons, it is expected that reliability will be a major requirement
for BVLOS operation. One of the consequences of this requirement is that
the drones, as they are also commonly known, need to be connected to a
flight control unit, through the C2 link, which carries mainly flight-related
information. The existing cellular networks are a potential option to provide
such communication, since their coverage is ubiquitous, and they are already
serving many cellular network users, and therefore provide a cost-efficient
option. Connection reliability in cellular networks is impacted not only by
the coverage provided, but also by the dynamic behaviour of the coverage,
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for what concerns both desired and interfering signals. The dynamics impact
for example the radio mobility which determines cell selection, reporting and
handovers.

There are already several publications such as [6–8] where the radio per-
formance of drones when using cellular networks for the C2 link and some
potential interference mitigation schemes are studied. A path loss model
for the radio channel between the UAV and cellular networks is proposed
in [6], [8], [9]. This height dependent model, based on measurements, sug-
gests a path loss exponent and shadowing which decrease as the UAV height
increases. Whereas path loss characterises the (static) large-scale effect, it is
also important to consider and model the temporal and/or spatial dynamic
effects in propagation, to realistically evaluate connection reliability when the
drone moves through airspace. These dynamic effects are typically charac-
terised by the standard deviation, and the correlation properties of shadow
fading. There is a need to have more empirical evidence for the study of cor-
relation properties of the radio channel in aerial scenarios. However, achiev-
ing this purely by experimental procedure is difficult, given the practicalities
in conducting drone flights, particularly in urban environments.

In this paper, we present a large-scale study at different heights, with a
multiple transmitters scenario, on the accuracy of the ray tracing tool when
predicting shadowing variations by comparing it to field measurements.

The paper is organized as follows: Section 2 introduces the ray tracing
models analysed in this study, the measurement setup and the scenario. Re-
sults, discussion and conclusions are followed, respectively, in Sections 3, 4
and 5.

2 Methodology

2.1 Field Measurements

To be able to compare ray-tracing predictions with real channel measurement
samples, field measurements were required. Two measurement campaigns
were performed in a live LTE network in the 1800 MHz frequency band: a
drive test campaign at ground level and an airborne campaign with a drone
at different heights. Both campaigns were performed in a small area of ap-
proximately 0.25 km2 in the city center of Aarhus, in Denmark, where 17
different locations where measured. The studied area is hilly, and the terrain
elevation in the topographic maps varies between 0 m and 27 m. As it is
show in Fig. C.1, the network in this area consists of 23 tri-sectorial sites
with heights between 15 m and 60 m and average Inter-Site Distance (ISD) of
470 m. Full information of the cells including antenna tilt, orientation, etc.,
provided by the network operator was used for the study.
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Fig. C.1: Measurement route (in green) in Aarhus (Denmark), including LTE network sites loca-
tion provided by a local operator.

In both measurement campaigns, the car and the drone were equipped
with the Rohde & Schwarz FreeRider system [10]. The scanner was equipped
with an external omnidirectional antenna, mounted on the rooftop of the car,
and respectively, extending about 50 cm above the drone fuselage and rotor
plane, as it is shown in Fig. C.2. The GPS position was logged for each
measured Reference Signal Received Power (RSRP) sample.

2.2 Ray Tracing Model

Two different propagation models available in the AWE WinProp tool are
studied: the Dominant Path Model (DPM) and the Intelligent Ray Tracing
(IRT). The authors in [11] describe the algorithm of DPM for an urban sce-
nario, which consists of the determination of the dominant path contributing
to the power reaching the receiver. They present the general performance of
DPM at ground level and compare it with IRT, which considers all significant
possible contributions of the different rays reaching the receiver [12]. It is a
one-transmitter study, where results show that DPM considerably reduces
computation time respect to IRT, and that mean value and standard devi-
ation of the difference between measurements and predictions is not only
equal but sometimes better with DPM.

For this analysis we used average signal power predictions from Win-
Prop, which mainly depend on the propagation exponents settings: before
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Fig. C.2: Measurement set up for the drone campaign.

and after breakpoint Line-Of-Sight (LOS) and Obstructed-LOS (OLOS). Since
WinProp offers the possibility to tune these parameters by using field mea-
surements, those obtained from the campaigns mentioned in Section 2.1 were
used to calibrate the models. The 3D maps (including building shapes and
terrain topography of the area) used in the ray tracing tool to perform this
study cover an area of 8.5 km2 with 5m resolution around the campaign area.
The building database includes 10019 buildings, where the minimum height
is 43 m and the maximum height is 146 m. First, calibration of the propaga-
tion exponents was performed for ground level and all the different heights,
separately. Calibration in WinProp is a standard procedure and it is per-
formed automatically [13]. It calculates the Minimum Mean Squared Error
(MMSE) of the difference between measurements and predictions. The scan-
ner samples were converted from RSRP to signal power and further averaged
over 5 m, to match with the 3D maps resolution.

We show in Table C.1 the 50%-ile value of the signal power distributions
of measurements and predictions before and after calibration for the ground
level case. For both cases, the models provide a better estimation of the signal

Table C.1: 50 %-ile of signal power distributions for measurements and predictions - DPM and
IRT models before/after calibration

Before Calibration After Calibration
Measurements -72.1

DPM -84.9 -72.1
IRT -66.3 -72.2
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Table C.2: Propagation exponents for DPM/IRT predictions

Ground Level 10 m, 15 m, 30 m
DPM IRT DPM/IRT

LOS exp. 2.6 2.8 2.2
OLOS exp. 2.7 2.9 2.4

LOS exp. after breakpoint 3.5 3 3.3
OLOS exp. after breakpoint 4 3 3.3

power after calibration.
Calibration was performed for both DPM and IRT models, and the results

for both models were analysed before and after calibration. For IRT, we first
ran predictions using the default WinProp values for ground level. As the
difference between calibrated DPM and default WinProp IRT propagation
exponents for the ground level case was minimum, we decided to use the
calibrated DPM propagation exponents to run IRT predictions at different
heights. Results after calibration improved slightly only for the ground level
case, whereas for the different heights the results worsened. For this reason,
IRT propagation exponents shown in Table C.2 are the calibrated values for
ground level case only. For the different heights, the parameters used for IRT
were the same as for DPM corresponding to the same height.

The factor for breakpoint distance determination was set to 2π as it is
recommended in [13] for the urban case. The initial value for the breakpoint
distance is calculated using the heights of the transmitter and receiver, and
the wavelength [13]. The exponents after breakpoint distance were not de-
termined during calibration for above ground, and therefore they were set to
the default value set in the tool.

A summary of the overall standard deviation of the difference between
measurements and predictions for the different heights after DPM calibra-
tion is presented in Table C.3. As it can be observed, the overall (including
all transmitters) standard deviation of the difference between measurements
and predictions is high compared to results in [11] even after calibration. To
explain that, we present in Table C.4 a per transmitter analysis, where only
some of the transmitters used for calibration of DPM at ground level are
shown. The results in Table C.4 are obtained by subtracting, pixel by pixel,
measurements to predictions for each transmitter independently. It can be no-
ticed that, per transmitter, there is a considerable spread of the mean values,
between -6.1 dB to +14.5 dB, which contributes to the overall high standard
deviation of the difference. This will be further discussed in Section 4.
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Table C.3: Std. dev. of the overall difference between measurements and predictions after
calibration for the different heights

Height # of transmitters used for calibration Std. Dev. [dB]
Ground Level 14 10.62

10 16 12.96
15 17 11.66
30 28 8.03

Table C.4: Per-transmitter statistics of the difference between measurements and predictions @
Ground Level

Tramsmitter ID Mean Value [dB] Std. Dev. [dB]
A 3.5 6.5
B 10.7 7.8
C -0.1 5.0
D 14.5 4.7
E -11.5 5.7
F 5.5 5.1
G -6.1 5.0

2.3 Shadow Fading Estimation

Once calibration was performed, we ran new predictions with the optimal
propagation exponents. The results obtained from those predictions were
used for the analysis presented in Section 3.

To analyse shadow fading, distance-dependency was removed from both
measurements and predictions. The values were subsequently de-trended
per transmitter prediction, so that only the variation in the local mean power
level remained. Processed like this, the resulting values are therefore propor-
tional to the shadowing in large-scale propagation.

To measure the accuracy of the predictions, we performed cross-correlation
of time sequence samples between measurements and predictions. The cross-
correlation coefficient, ry1y2, used for this analysis is presented in Eq. (C.1),
where cy1y2 represents the cross-covariance, defined in Eq. (C.2), of the time
series y1 and y2, and s1 and s2 are the sample standard deviation of the time
series y1 and y2, respectively, as it is shown in Eq. (C.3).

ry1y2 =
cy1y2(k)
sy1sy2

; k = 0,±1 (C.1)
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cy1y2(k) =
1
T

T−k

∑
t=1

(y1,t − y1)(y2,t+k − y2); k = 0,±1 (C.2)

si =
√

cyiyi (0) =
√

Var(yi) (C.3)

The cross-correlation was performed for lags k = 0,±1, where a lag cor-
responds to a pixel position (5 m). This was done to take into account that
measurement positioning can be off by some meters, and therefore misalign
samples in the comparison. For the results, the maximum value among the
cases with k = 0,±1 was chosen.

3 Results

3.1 Correlation Coefficients between measurements and pre-
dictions

The correlation analysis was applied per street and transmitter to get a mea-
sure for the accuracy in the prediction of the shadowing. We consider a
prediction to be sufficiently accurate when the value obtained from cross-
correlation in Eq. (C.1) is higher than 0.6. We present two examples of the
measurements and predictions along a street in Figs. C.3 and C.4. For these
cases, cross-correlation coefficients (CC) are 0.5457 and 0.8803, respectively.
As it can be seen in Fig. C.3, with a correlation value close to the limit we
established (0.6), shadow fading is well predicted since the strongest varia-
tions are seen in predictions as well as in measurements and the correlation
is high in the first stretch of the street.

Figure C.5 shows the CDF of the correlation coefficients of the different
combinations of street-transmitter for the whole set of measurement data, for
both DPM and IRT. Results are presented for four different heights: ground
level (1.5 m), 10 m, 15 m and 30 m. IRT performance is better than DPM in
predicting the behaviour of the measurements, as the percentile of correlation
coefficients above 0.6 is higher. Prediction accuracy in terms of correlation
behaviour, deteriorates with height.

3.2 Shadowing distribution

Figure C.6 shows examples of the Shadow Fading (SF) distributions of both
measurements and IRT predictions at ground level. They both adhere reason-
ably to the log-normal model with zero mean. The best-fit Gaussian is also
shown for comparison. The standard deviation of the SF predictions (4.2 dB)
is lower than for the measurements (6.2 dB). This is also the observation at
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Fig. C.3: Example (I) of comparison of measurement and prediction along the route. CC =
0.5457.

increased height, as shown in Fig. C.7 where the mean SF standard deviation
is shown versus height the different models analysed.

Fig. C.7 indicates that the mean standard deviation increases up to about
the rooftop level, approx. at 10m, where after it decreases due to the radio
path clearance [14]. The same trend is captured by the ray tracing predic-
tions, and therefore seems to suggest that propagation paths in the transi-
tion zone at rooftop level, are more diverse and dynamic than below and
above rooftop. While at ground level, the dominant paths are mostly "street-
guided", and above rooftop level they are predominantly free-space, the high
standard deviation at 10 m (i.e., transition zone) suggests that there might be
overlapping of "street-guided", over-rooftop and free-space contributions.

4 Discussion

Two factors impact our results. Accurate predictions naturally require maps
which are representative. We found inaccuracies in our 3D maps that sug-
gest local changes in some parts of the city in the map areas considered with
respect to real layout at the time of measurements. Inaccuracies were identi-
fied in four different locations within the map, and the worst case example
is shown in Fig. C.8. At ground level, all the predictions with correlations
lower than 0.6 have been proven to be close to areas where there are map
inaccuracies. However, the same study is difficult to carry out for the dif-
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Fig. C.4: Example (II) of comparison of measurement and prediction along the route. CC =
0.8803.

ferent heights, as the transmitters observed by the drone are sometimes far
away [6].

On the other hand, there is a limited accuracy on the building data bases
[11]. The buildings are modelled as a polygonal cylinder of uniform height,
where the rooftop shape is not being considered. This is surely affecting the
above-rooftop predictions and explains why some of the transmitters present
high mean value and standard deviation on the difference between measure-
ments and predictions, as it is shown in Table C.4. For the same reason,
shadowing variation is slightly lower for the predictions than for the mea-
surements, but it can be seen in Figs. C.6 and C.7 that they follow the same
trend.

Despite the maps inaccuracies, results show that predictions using IRT
and DPM show about the same standard deviation versus height, but IRT
is better in capturing the temporal dynamics of the SF process. The cost of
using the IRT model is computation time, which is considerably higher than
for DPM [11].

5 Conclusion

This paper studies, by comparing with field measurements, the feasibility of
ray tracing predictions and models to accurately predict shadowing varia-
tions at different heights.
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Fig. C.5: CDF of cross-correlation coefficients between measurements and predictions for all
measurement locations and transmitters.

Fig. C.6: SF distribution for ground level measurements and IRT predictions.

From analysis and comparison of standard deviation and correlation prop-
erties, there is a good match between predictions and measurement data, the
latter covering a set of different propagation conditions in an urban environ-
ment.

Overall, our study confirms that ray tracing tools can be used to obtain
more empirical evidence and a better knowledge of the UAV radio channel,
including shadow fading correlation properties, which play a key role in the
mobility management algorithms, such as handover.
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Fig. C.7: Average SF standard deviation values over all transmitter-street combinations.
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1. Introduction

Abstract

One of the key enablers for the use of cellular networks to provide connectivity to
UAV is reliability assurance. Estimating accurately the expected service availability
and reliability that a UAV will experience along a planned route, helps to avoid
critical situations. In this paper, we evaluate the use of a data-driven approach to
estimate the expected serving signal level of a UAV planning to fly along a specific
path. The estimation approach, presented in a previous study for the ground-level
case, is based on the aggregation of measurements of UAV that have previously been
flying along the same route. Using this approach we achieve an estimation error as
low as 2.7 dB. Based on the estimations we calculate the expected outage probability
in terms of service availability and reliability and provide estimations of the expected
critical areas along the route. Results show that 90 % of the availability and 65 % of
the reliability critical areas in the route can be accurately estimated.

1 Introduction

The market potential for commercial applications which make use of Un-
manned Aerial Vehicles (UAV), or drones, is rapidly increasing [1]. Most
of these applications require the operation of drones Beyond Visual Line-of-
Sight (BVLOS). Ubiquitous cellular networks are considered to be one of the
main candidates to provide this service. Strict regulatory requirements en-
forced in standardization [2] have led to extensive research efforts to ensure
that the network can provide reliable communication between the drone and
its controller.

The existing literature focuses on pointing out the challenges of UAV
communications over cellular networks and proposing techniques to over-
come them [3]. Studies such as [4] and [5] point out the key role of interfer-
ence in the performance of UAV communications. Potential solutions such
as beamforming, are shown to be a good candidate to improve service re-
liability in [6]. In [7] and [8], the authors present the benefits of using a
dual-operator hybrid access scheme to avoid outages caused by latency. Al-
though there are solutions to improve UAV communications, the use of them
is mostly based on reactive schemes. It would be beneficial for the service
if the network could foresee the critical situation and proactively act against
it. The Aerial Connectivity Joint Activity (ACJA) initiative proposes in [9] a
two-phase operational context for UAVs. In the planning phase, RF condi-
tions for the planned path are estimated, and in the flight phase, real-time
radio Key Performance Indicators (KPI) are monitored and used to estimate
upcoming critical situations. Having beforehand information of a potential
drop in the serving signal level or the Signal-To-Interference Ratio (SIR) could
contribute to more efficient management of the network resources as well as
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more reliable User Equipment (UE) mobility and experienced Quality of Ser-
vice (QoS) [10]. The most basic approach to obtain this information is to esti-
mate, as accurately as possible, the Reference Signal Received Power (RSRP)
that a UE will experience along a route that it is planning to fly through.
There are well-known methods to estimate the radio coverage based on em-
pirical and deterministic models such as ray-tracing. However, the estimation
accuracy provided by these methods is poor [11].

In this paper, we present an outage estimation method that provides the
network with in-advance information on the expected service availability and
reliability along a route that a UAV is planning to fly. First, we evaluate the
performance of a data-driven approach for serving signal level estimation,
which was previously presented in [12] for ground-level scenarios. The es-
timation is evaluated using real Long Term Evolution (LTE) measurements
and consists of the aggregation of RSRP samples recorded by UEs that have
previously passed through the same location, regardless of the cell that they
are connected to (i.e. pre-service estimation). We show how the estimations
can be further corrected using RSRP recorded by the UE during the flight
phase (i.e. on-service estimation). Furthermore, we use the serving RSRP es-
timations to obtain the expected service availability and reliability. With this
information, the network can proactively act against upcoming areas where
the signal level or the SIR are likely to drop (critical areas).

The paper is organized as follows: in Section 2 we include the description
of the UAV radio measurements. In Section 3 we briefly describe the esti-
mation approach. Results and conclusions are included in Sections 4 and 5,
respectively.

2 UAV Radio Measurements

To evaluate the performance of the data-driven estimation approach we per-
formed field UAV measurements at 50 m height in a rural scenario nearby the
city of Aalborg in Denmark. The measurement route, as depicted in Fig.D.1,
covered the last 5 km of a 15 km path (from X to Y) that was previously mea-
sured at ground-level [12]. In total, we performed eight round-trips in the
5 km route. The radio environment is characterized by scattered buildings
with average heights below 10 m and a terrain profile with variation below
7 m. The measurements, which were conducted in a sparsely coveraged LTE
network, are in the 1800 MHz band. The average inter-site distance of 8.3 km,
base station heights range from 20 m to 39 m and down-tilts between 3 and
6 degrees.

The measurements were recorded using four commercial smartphones
(2 Samsung Galaxy S5 and 2 Samsung Galaxy S9) with the QualiPoc© test
firmware [13]. All of them were mounted underneath a drone, with each of
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Fig. D.1: Measurement routes and LTE base station sites in Aalborg, Denmark. X and Y mark
the beginning and end of the UAV route, respectively.

the UEs oriented towards one of the four main compass directions, as shown
in Fig. D.2. The UEs recorded mainly the RSRP of the serving cell, and, in the
case of the S5 model, also of the neighbors. An average number of 4 samples
were recorded every 10 m.

3 Signal Level and Outage Estimations

The estimation approach used in this paper was previously presented in [12]
for ground-level measurements. The serving RSRP values recorded by differ-
ent UEs in a certain location are averaged (in dB scale) such that an estimation
of the mean serving signal level that a UE is going to experience in that same
location can be obtained. The estimation is location-based and should be
valid for any UE regardless of the cell that it is connected to.

To evaluate this approach, the traces recorded by the UEs were organized
along a 10-meter distance grid in j = 1, ..., J segments. With a 5 km flight
route, this led to a total of J = 500 segments. The mean value of all the
measurements recorded by a UE in a certain grid segment j (4 samples on
average, as mentioned in Section 2) is used as the RSRP value recorded by
that UE in segment j (RSRPi,segj in dB).

For every segment, the mean (in dBm) of all the serving RSRP values
recorded by all the different UEs is used as the estimated value in that seg-
ment, i.e. the estimation in segment j is defined as:
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Fig. D.2: Measurement setup (left) - DJI Matrice 600 drone front picture with one of the QualiPoc
smartphones visible and (right) orientation scheme of UE positions where the red arrow indi-
cates the drone flight direction.

̂RSRPsegj =
1
N

N

∑
i=1

RSRPi,segj [dBm] (D.1)

The traces recorded by the UEs in opposite flying directions (X to Y and
vice-versa) were considered as traces recorded by different UEs. With 4 mea-
suring UEs and a total of 8 round-trips, the number of samples used to obtain
the estimation in Eq. (D.1) equals N=32.

The precision of the signal level estimation is obtained by calculating,
in each segment, the difference (in dB scale) between the estimation in that
segment and each of the N = 32 actual recorded values. The distribution of
this difference can be well approximated by a Gaussian distribution N (0, σ),
where σ is the standard deviation of the estimation error (referred to as ∆).

3.1 Individual Offset Correction

To improve the performance of the estimation, we propose a method to cor-
rect the individual offset that a certain UE is observing with respect to the
pre-service estimation in Eq. (D.1). To do this, we use real-time samples
that the UAV is experiencing during the service (on-service estimation), as
well as error distributions based on individual UEs that have previously
passed through that same route. As for the aggregate distribution discussed
above, the individual error distributions also have good approximation to a
Gaussian with same standard deviation but different Mean Individual Offset
(MIO) relative to the aggregate distribution mean. We use the z-test [14] as a
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Fig. D.3: Mean individual offset correction procedure.

parametric hypothesis test to determine whether a set of samples is likely to
come from one of the individual error distributions.

Compared to the ground-level study case, where the MIO was stable
along the route [12] and only a few samples at the beginning of the route
allowed for full-route MIO correction, we observed that in the UAV case there
is a need for updating the correction as the UAV moves along the route. This
difference is most likely due to the higher impact of the directional antenna
patterns of the UEs in the air compared to the ground. At a 50 m height and
with good Line-Of-Sight (LOS) conditions, the number of cells that the UEs
can observe is higher than at 1.5 m. Therefore, UEs in the same location but
with different orientations in the air have higher probability to be connected
to different cells and observe different signal levels.

To compensate for the variation of the MIO along the route, we update
the offset estimation every dupd = 500 m (sliding window MIO correction).
We show in Fig. D.3 the procedure for MIO correction, where the steps 1-4
indicate the order of the steps. When a UAV starts flying along the route
(step 1), the samples observed within the first dupd meters are tested against
the stored distributions of each of the p UEs that have previously passed
through that area (step 2).

The UE distribution with the highest p-value is selected (step 3) based on
the z-test, and its MIO is used as a correction factor for the estimation in Eq.
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(D.1) (step 4). The hypothesis is tested every dupd meters and the offset is
corrected based on the latest observed samples.

3.2 Service Outage Probability

Since an accurate estimation error is observed after correcting the MIO of a
MIO, the serving RSRP estimations are further used to estimate the service
availability and reliability that can be experienced along the route.

For service availability, we calculate the outage probability Pout,SA that
RSRP will drop below the availability threshold γRSRP. The probability is
calculated as:

Pout,SA = P(RSRP < γRSRP|RSRP = R̂SRP)

= Φ(
γRSRP − R̂SRP

σ
)

(D.2)

Φ is the cumulative distribution function of the standard normal distribu-
tion and σ is the known standard deviation of that distribution. This equation
follows from the observation that the estimation error distribution can be well
approximated with a Gaussian.

For the service reliability estimations, we first estimate the SIR:

ŜIR =
Ŝ
Î
=

R̂SRPSC

∑NC
k=1 R̂SRPk · δ

[dB] (D.3)

R̂SRPSC is the serving cell signal level estimation, R̂SRPk the estimation
of the k = 1, ..., NC neighboring cells (NC = 5 strongest neighbors if available)
and δ a fixed constant accounting for the impact of the traffic load.

The outage probability Pout,SR that the SIR drops below a certain thresh-
old γSIR is calculated following the same procedure from Eq. (D.2). Given
the Gaussian shape of the estimation error, the linear value of the estimator
R̂SRP can be seen as a log-normal random variable with mean R̂SRP and
standard deviation σ. This is valid for both serving and interfering signals.
The interference sum in the denominator of Eq. (D.3) will be approximately
log-normal, as will the SIR ratio. Their statistics in the form of logarith-
mic mean and standard deviation can be calculated numerically by an ex-
tended version of the Schwarz & Yeh algorithm with account for correlated
signals [15]. We calculate P(SIR < γSIR) assuming a correlation coefficient
of 0.3 between the serving and interfering signals.
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Fig. D.4: Data-driven approach estimation error ∆ [dB] before (a) and after (b) MIO correction.

4 Results

We first show the results obtained for the serving RSRP estimations using
the data-driven approach. We aggregate the samples of N = 32 UE traces
recorded to obtain an estimation that, as shown in Fig. D.4a, presents an
overall estimation error of 4.9 dB for the pre-service stage. We compare these
results with the ones observed in the ground-level case in Table D.1. For
reference, we also include the shadow fading values at area level. Since the
estimations obtained with the data-driven approach are location-based, the
estimation accuracy is below the shadow fading in the area. Due to the
improved visibility conditions of the drone, and the lack of obstacles between
the transmitter and the receiver, shadow fading for the UE (4.3 dB) is almost
3 dB lower than at ground-level (7.2 dB).

Results in [12] show an overall estimation error of 6.3 dB at ground-level.
The fit in the UAV case is not so obvious as the error distribution seems
to present multiple modes, which are most likely caused by the different
signal levels experienced by UEs oriented towards different directions. This
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Table D.1: Results Summary: Ground Level vs. UAV

Ground Level UAV
Data-Driven ∆ [dB]
Before MIO Correction

6.3 4.8

Data-Driven ∆ [dB]
Full-route MIO Correction

5.1 -

Data-Driven ∆ [dB]
Sliding Window MIO Correction

4.8 2.7

Shadow Fading [dB]
(Areal Level)

7.2 4.3

leads to differences when correcting the MIO in the air. At ground-level, the
stability of the offset for a specific UE oriented towards a certain direction
allowed for the correction to be performed at the beginning of the route and
be valid for the rest of it (full-route MIO correction). This method is not
valid in the UAV case as the MIO of the whole route varies along the route
and the samples observed for the z-test are not able to find a matching error
distribution to the ones stored in the database (from UEs that have previously
passed through the same route). Therefore, as explained in Section 3.1, MIO
correction needs to be updated along the route. For the results presented
here, p = N ∗ 0.75, i.e. 25 % (eight) of the available traces were used for
testing the correction approach, with eight random traces in every testing
round until all of them were tested. Results in Fig. D.4b show that not
only the standard deviation of the estimation error is reduced to 2.7 dB, but
also the distribution is uni-modal and symmetric now that the offsets due
to directivity have been removed. Although the distribution is clearly more
peaked than a Gaussian, we keep that assumption for simplicity in the sequel.
We also include in Table D.1 the results for sliding window MIO correction at
ground-level. The difference when using the full-route correction is 0.3 dB
(5.1 dB vs 4.8 dB). This indicates that the sliding window approach has a low
impact as the error is stable along the whole route.

4.1 Service Outage Estimation

Achieving a high accuracy of 2.7 dB allows us to further use the serving
RSRP estimations to estimate the expected service availability and reliability
as per (D.2) and (D.3). Fig. D.6 shows the results for service availability
when using γRSRP = -100 dBm. For reference, we include in Fig. D.5 the 32
serving RSRP traces recorded in the 5 km route along with the estimation
and the threshold. In Fig. D.6a, we choose three example UEs pointing
towards different directions (and with different MIOs) to show the effects of
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Fig. D.5: N = 32 recorded traces and data-driven serving RSRP estimation.

Table D.2: Accuracy of service availability and reliability outage areas estimation.

TPR [%]
(Hit Rate)

TNR [%]
(Specificity)

FNR [%]
(Miss Rate)

FPR [%]
(Fall-Out)

Availability
Pre-service

81.1 49.9 18.9 50.1

Availability
On-service

88.4 76.6 11.6 23.4

Reliability
Pre-service

68.8 71.5 31.2 28.5

Reliability
On-service

66.9 76.8 33.1 23.2

MIO correction. As it can be seen, the corrected estimation traces in the on-
service stage follow the trend of the actual ones better than the pre-service
estimation. This is also observed in Fig. D.6b, where the outage probability
for service availability is shown. If we choose UE A as a reference, we observe
that the actual recorded RSRP level is below -100 dBm up to approximately
two kilometers, in agreement with the estimated outage probability. For UE
C, on the other hand, the actual trace is shown to be above the threshold
along the whole route. Contrary to what was initially estimated in the pre-
service stage, where almost half of the route would be declared critical, the
on-service stage estimates a very low service availability outage probability
for UE C.

To evaluate the performance of the outage probability estimations, we
classify the segments into critical (true positive or critical area) and non-
critical (true negative or non-critical area). We use True Positive Rate (TPR),
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Fig. D.6: Service Availability: (a) real and estimated traces of three example UEs and (b) outage
probability estimations based on pre-service and on-service estimations for the three example
UEs.

True Negative Rate (TNR), False Negative Rate (FNR), and False Positive
Rate (FPR) for evaluation, as these metrics are typically used for classifica-
tion methods [16]. Other metrics such as accuracy and F1-score have not
been included as they were considered to be misleading for the purpose of
our evaluation due to the low number of critical areas (unbalanced dataset).
Our main objective is to obtain the highest TPR possible, which indicates the
number of positives that are correctly classified, i.e. the number of critical
areas that are correctly estimated since both service availability and reliabil-
ity outages would be very critical for UAV communication. However, we
would also like to reduce as much as possible the FPR, i.e. the number of
incorrectly classified critical areas (false alarms), since that may lead to inef-
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Fig. D.7: Comparison of estimated SIR with δ = 30% with the recorded Avg. Modulation and
Coding Scheme (MCS) trends(example UE).

ficient resource management (e.g. unnecessary resource reservation). Results
are shown in Table D.2. Service availability estimations show an 81 % TPR
and a high FPR of 50 % in the pre-service stage. However, in the on-service
stage, almost 90 % of the service availability critical areas can be estimated
while observing only 20 % of false alarms. As observed in Fig. D.5, the num-
ber of samples dropping below the threshold is small (approximately 10 %)
compared to the total number of samples

For the service reliability estimations we first calculate, following Eq.
(D.3), the SIR for each of the 16 UE traces at which the strongest neigh-
bors RSRP were also recorded (S5 smartphones). The SIR is calculated using
an estimation of low, medium, and high load values (10 %, 30 %, and 60 %,
respectively). Fig. D.8a shows the resulting SIR traces for δ = 30 % and the
corresponding threshold γSIR = -3 dB. The SIR is obtained by estimating the
same load for all neighboring cells. To show that this is a fair representa-
tion of the actual quality experienced by the UAV, we include Fig. D.7. We
compare an example UE trace of the calculated SIR (with δ = 30 %) and the
corresponding recorded average MCS which the is selected by the UE propor-
tionally to the data channel SIR. As it can be observed, the trends observed in
the average MCS trace are also followed by the calculated SIR. On that basis,
we calculate the service reliability outage probability using the approach ex-
plained in Section 3.2. Results in Fig. D.8b show that the outage probability
increases with the load in the network. It can also be observed how the δ =
30 % outage probability estimation matches best the SIR calculated traces in
Fig. D.8a. As previously done for service availability, the performance of the
estimations is shown using the classification metrics. Table D.2 shows that 69
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Fig. D.8: Service Reliability: (a) N = 16 SIR traces estimated based on actual values and (b)
outage probability estimation based on pre-service estimation.

% of the critical areas are correctly estimated in the pre-service stage with an
FPR of 28 %. The TPR slightly decreases to 67 % in the on-service stage, but
so does the FPR to 23 %. The benefits of MIO correction are not so obvious
for the service reliability estimations as the MIO correction is only performed
for the serving cell. MIO correction was not possible for the neighbors due
to the very different error distributions observed from previous UEs (high
number of cells observed).

5 Discussion and Conclusions

The estimation results shown in Section 4 contribute to ensuring reliable com-
munication between the UAV and its controller. Seen in the ACJA operational
context to ensure reliable communication, the network can consider the pre-
service estimations to decide whether the UAV can start the service or it
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should re-plan the route. Furthermore, the on-service estimations can con-
tribute to more proactive and seamless UE mobility and QoS management.
Decisions such as activating dual connectivity or an interference mitigation
technique can be made in advance, i.e., before the signal level or the quality
of service is degraded.

In this paper, we discuss the use of a data-driven approach to estimate the
expected serving signal level of a UAV along a planned path. The data-driven
estimation consists of aggregating measurements from UEs that have previ-
ously passed through the same location. The method provides an overall
accuracy of 4.9 dB.

The error can be further reduced to 2.7 dB by proactively correcting the
MIO of the flying UAV with respect to the overall estimation. The correc-
tion is done using error distributions from previous UEs and updated based
on observations of the most recent samples. The data-driven estimation ap-
proach and the MIO correction procedure require data from previous UEs to
be available, limiting the use of these approaches.

With an accurate estimation of the serving RSRP, the network is able to
calculate the expected service outage probability in terms of availability and
reliability. The estimations show that almost 90 % of the expected critical
areas along the route in terms of availability can be detected in advance,
showing only 20 % of false alarms. For service reliability, the network would
be able to detect almost 70 % of the critical areas, maintaining the fall-out
rate below 25 %.
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