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Pursuing Rainbows

For Emma Ilena Julia Nordahl

Dear Emma,

In lack of words to describe the amazement of life, existence, being and creation of the
world and life T would like to use parts of a personal letter that Jacques-Yves Cousteau
wrote to his son, Philippe Cousteau Sr. - which later became the vision and dream to

pursue for his grandson.

I hope you some day will find the same inspiration of the wonders of our world and
perhaps give me the joyful gift to be my guide to the secrets of your visions, hopes and

dreams.

I will always remember that day of July 1963 when you joined the ” Conshelf Il expe-
dition along the Shab Rumi reef, in the Red Sea. The sun was setting when you climbed
onboard the Calypso from the launch that had driven you from Port Sudan airport.
But I would not give you time to relax I was too impatient to show you our “village
under the sea” before it became too dark. Hastily, we both donned our aqualungs,
and slowly, sensually, we submerged into the welcoming water, as warm as our blood.
When we started for an unforgettable stroll with slow strokes of our long stretched legs
and breathing deep lungfuls of air I kept your hand in mine to guide you from ”Starfish
house” where six oceanauts were having dinner, to the onion shaped “diving saucer
garage”, to the “tool house”, the "fish farm”, to the "deep cabin” where we observed

the two “black masked” oceanauts go to bed...and to the anti shark cages strewn here



“thesis” — 2010/9/20 — 7:57 — page ii — #4

ii PURSUING RAINBOWS

and there as emergency shelters. I introduced you to Jules, the great barracuda who
had adopted us. I showed you the cave in which the large ”bump-fish” went to sleep
at night, and of course, we met the inevitable sharks who kept cruising around the vil-
lage. Twilight was turning to sheer darkness, our structures became eerie shadows,
the fish were just moving pieces of the sea. I was still holding your hand when we
returned to the ladder, I felt strangely proud not of what we had achieved, but because
our dreams were always shared so intimately. Three years ago, I found myself sitting
near you in the cockpit of our Catalina, the seaplane you had equipped especially for
oceanography and for diving. From years of gliding, handgliding, piloting planes and
helicopters, ballooning, you had acquired an unusual expertise. Now you were giving
me a ride to the Mexican island of Isabella, in the Pacific. Taking off in sheaves of
water, the whole of the plane was an extension of your body, the roar of the motors
was the expression of your joy, the clouds that dotted your sky were just other forms of
water like our own flesh. I look at you, my guide in the sky as I have been your guide

in the sea.

I saw your shining face, proud to have something to give back to me, and I smiled,
because I knew that pursuing rainbows in your plane, you would always seek after

the vanishing shapes of a better world.”
I love you, Rolf

Rolf Nordahl
Copenhagen, Denmark, August 2010
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Introduction

In the last decades, research on multisensory interaction has seen a growing attention.
However, the applications of findings in this field to Virtual Reality (VR), virtual en-
vironments (VE) and multimedia is still an ongoing process. Most of the research has
focused on rendering different sensory inputs optimized separately. Moreover, most of
the research efforts have been devoted to the visual modality, or the interaction between

vision and audition or vision and touch.

Evaluating how users experience complex virtual environments has shown to be a
complex task. This is especially true when there is a wish to understand to what degree
users are able to feel present or immersed in the environment. Throughout the Ph.D.
education in Medialogy it has been my personal ambition to gain insight into if and how

presence research can be adapted to the evaluation of different innovative multimodal

3
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4 CHAPTER 1. INTRODUCTION

environments. By innovative, it is meant environments which are different from the
ones which are usually adopted in presence research, such as virtual environments

which use commercial software and interfaces.

Being a student at Aalborg University gave me the opportunity to develop projects
alongside with state-of-the-art research environments. One such research project that
ended during the beginning of this Ph.D. dissertation was the BENOGO project,’
headed by the Computer Vision and Media Technology (CVMT) group at Aalborg
University. Research within that particular project was concerned with using Image
Based Rendering techniques (IBR) for rendering static images containing depth in-
formation [1]. As it will be explained in details later, while the researchers in the
BENOGO project were extremely skilled in visualization and computer graphics, they

lacked some sound expertise, a topic where I could contribute.

When the BENOGO project ended, I pursued my research on auditory rendering
for virtual environments. At the same time, I applied results from presence research
to other fields such as computer games and movies, developing novel evaluation meth-
ods based on presence. The investigations into presence research have been tightly
connected to my pedagogical activities. Indeed, I have been deeply involved in estab-
lishing the Medialogy education in Copenhagen, and among other things developing a

connection between research and education.

In October 2008 another research project started, named the Natural Interactive
Walking (NIW) project.? This project, in some aspects, can be seen as a continuation
of the BENOGO project as it pursues some of the same goals in exploring how people
can perceive realistic simulations of virtual environments. As stated in the official
description, the goal of the NIW project is to investigate possibilities for the integrated
and interchangeable use of the haptic and auditory modality in floor interfaces, and
for the synergy of perception and action in capturing and guiding human walking. Its

objective is to provide closed-loop interaction paradigms, negotiated with users and

1
2

www.benogo.dk
www.niwproject.eu
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validated through experiments, enabling the transfer of skills that have been previously
learned in everyday tasks associated to walking, and where multi-sensory feedback and

sensory substitution can be exploited to create unitary multimodal percepts.

As it will be described in details later, while one of the major constraints of the
BENOGO project is the fact that subjects are exposed to a static rendering, NIW en-
courages foot-based interactions by rendering actions with visual, auditory and haptic
feedback.

This dissertation also benefits from several interactions with students enrolled in
the Medialogy education. As coordinator of studies for Medialogy, and while estab-
lishing the Medialogy education, I have been interested in finding a red thread among
the different semesters. I soon noticed that, no matter which innovative technologies
students were involved with, a common occurring issue was how to evaluate them, and
how to assess if they contributed in creating a sense of engagement and immersion
of the user. I found the field of presence research as an ideal red thread for evaluat-
ing multimodal systems, and participated and presented regularly to the International
Society of Presence Research (ISPR) annual conference since then. One of the ad-
vantages of this field is that researchers come from different backgrounds, some more
focused on developing technologies which enhance sense of presence, others learning
how to evaluate such technologies. Presence research has been traditionally connected
to virtual reality and virtual environments. Traditionally, research on virtual reality has
utilized rather expensive commercial equipment mostly for tracking and visualization

purposes, such as head mounted displays and 3-dimensional position trackers.

However, in recent years, advances in sensors technology and user interface design
has allowed a wide development of low-cost custom made interfaces and input devices
which are used to control auditory and visual effects. As an example, the field of sonic
interaction design has started to emerge. Sonic Interaction Design is an interdisci-
plinary area of research and practice that explores ways in which sound can be used
to convey information, meaning, and aesthetic and emotional qualities in interactive

contexts [2].
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1.1 Objectives and questions for the thesis

In this dissertation, novel evaluation techniques for media technology applications
based on presence research are proposed. One of the motivations is to explore the
possibilities of adopting presence methods and evaluation techniques in fields where
they have been unexplored, such as the field of sonic interaction design and the field of
computer games.

The main goal is to create new methods for evaluation of user experience in multi-

modal environments. Thereby the method becomes the research object of interest.

Concerning the use of interactive sound in virtual environments, it has not yet been
a main focus in virtual environments research. Indeed, although sound is one of the
fundamental modalities in the human perceptual system, it is still a largely undiscov-
ered area to researchers and practitioners of Virtual Reality [3,4]. While research has
provided insights into aspects of how the multimodal nature of the human may con-
sist, many questions still remain in how one can utilize e.g., audio-visual phenomena
when building new media products. Moreover, research in interactive sound driven by
alternative interfaces has mostly focused on their engineering side, but little focus has
been placed on their evaluation. The same can be said about computer games, where
research has also focused mostly on the design and implementation, rather than on

evaluation techniques.

The work presented in this thesis is focused on exploring evaluation of sonic in-
teraction through presence techniques as well as proposing the use of presence as an
evaluation tool for game development. To encourage this exploration, I custom made
interfaces to support and enhance my presence research. Although I have also worked
on different applications of novel interfaces and devices, my focus has always been
towards their evaluation - and not the development of the technology itself.

General goals of this dissertation are the following:

1. To gain increased knowledge of how presence research can be utilized in the field
of sonic interaction design. I have designed multimodal environments which

implement interactive sonic feedback, to investigate which role sound plays in
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enhancing the sense of presence. Specifically, an aim was to investigate whether
interactive self-sound produced by subjects when walking in a virtual environ-

ment enhances sense of presence.

2. To innovate in the field of computer games evaluation, I proposed several eval-
uation techniques based on presence research. Such techniques utilise presence

in ways which has never been done before.

3. To extend traditional presence research, which uses commercially made inter-
faces, I investigated whether the use of custom made devices can contribute to
provide new insights into evaluation techniques. To achieve this goal, I have de-
signed several custom made interfaces which will be described in the following

chapters.

4. Toinvestigate the validity of existing presence questionnaires, which are a largely
discussed topic in the field of presence research, I researched how to adapt and
combine several existing questionnaires, as well as qualitative and quantitative
test-methodologies. This has been done to explore whether it would contribute
to an increased knowledge and outcome of the experiments.

While the field of evaluation techniques and presence research is already multi-
faceted and approached by academics from a variety of different traditions, it has been
my aspiration to explore whether the areas of evaluation techniques could benefit from
adopting techniques from fields slightly estranged to them. In other words, I used ex-
isting methodologies in new contexts, aspiring to a new multidisciplinary marriage of
evaluation techniques where presence might shed light on issues on the users’ experi-
ence that could or should be of interest for the academic field.

In this dissertation, several approaches to utilize presence research as a method to
evaluate users’ experiences in virtual environments are proposed. In particular, pre-
sence is investigated in connection with disciplines where it was not applied before,
such as sonic interaction design, computer games and movies.

The dissertation is composed of a collection of eight peer-reviewed papers and
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an introduction. The papers have been published in International Journals and inter-
national conference proceedings. Papers I to V investigate the relationship between
auditory rendering and presence. Papers VI to VII adapt presence measuring methods

to the evaluation of games and movies.
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Defining presence

Hand in hand with the computational capabilities of evolving technology, VR research
has slowly moved from being focused on uni-modality (e.g., the visual modality).
From a status where the visual predominance reigned, the research community has
begun to look for new ways to elevate the perceived feeling of being virtually present
and to engineer new technologies that may offer a higher degree of immersion. The
perceived feeling of virtually being in a simulated environment is usually referred as

the feeling of presence.

The nature of presence research is interdisciplinary; ranging from the role of engi-
neers implementing virtual environments, to psychologists and neuroscientists whose
goal is to understand how users experiencing such environments will react. In this

dissertation, it is my interest to understand to what extent presence research can be

9
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applied to fields which have been until now rather unexplored, such as the interaction
with sonic feedback, and the role of presence in games and movies. VR poses both
questions and new possibilities, not only for the auditory modality but with multimodal
interaction in mind. Engineers have been interested in the audio-visual interaction from
the perspective of optimizing the perception of quality offered by technologies [5, 6].
Furthermore, studies have shown that by utilizing audio, the perceived quality of lower
quality visual displays can increase [7]. Likewise, researchers from neuroscience and
psychology have been interested in the multimodal perception of the auditory and vi-
sual senses [6,8]. Studies have been addressing issues such as how the senses interact,
which influences they have on each others, and audio-visual phenomena such as the

cocktail party effect [9] and the ventriloquism effect.

Since this dissertation largely deals with measure and evaluation techniques for in-
teractive virtual environments, it is important to understand what the common purposes
of such applications are. Besides the obvious qualities that can be developed and cap-
italized by industry for entertainment purposes, a large part of VR-research is focused
on conceptualizing and understanding what defines the perception of presence. Where
people in the real world are never confused with being present in an environment, the
feeling of being there is however difficult when people are situated in mediated envi-
ronments. From being something regarded as normal and necessary in the real world,
the phenomenon of presence has now been elevated to a state where it has been used

as qualitative metric for evaluation purposes [10].

While it should pose no discussion that VR deals with mediated experiences, the
term presence however introduces unknowns in the definition and understanding of
what the word (and the aspects that follow it) covers. A majority of researchers in-
volved in presence agree that presence can be defined as a feeling of "being there" [10].
Further analysis of the phenomenon can however lead to variances that may be of im-
portance when trying to understand the purposes and conclusions of various studies in
the field. For example, it has been argued that presence should be understood as the
perceptual illusion of non-mediation, referenced in [10] or "the suspension of disbelief”

of being located in environments that are not real, referenced in [11].
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In [12], Lombard outlines the different approaches to presence. Such approaches
are reviewed here, to outline those that are relevant for the purpose of this dissertation.

2.1 Presence as realism

As can be understood from the word realism, this approach centers on that technology
should produce very accurate representations of objects and events. However, realism
in this case only refers to the potential perceptual realism and not the social realism of
what is mediated. In other words, this approach uses the real word as a scale on which
the medium is assessed and it is often seen in various presence questionnaires in the
form of questions like "How real did the experience feel?". As it will be described in
details later, different experiments to evaluate the realism of the proposed simulations

have been proposed.

2.2 Presence as transportation

Transportation can be divided into 3 main categories: "You are there", "It is here"
and "We are together". Common for all categories is that some sort of transportation
is on-going; either of the subject or of the mediated environment. This concept of
transportation in presence is not only common for VR it is used in e.g., virtual tours on

the Internet and is a common symbol of daydreaming and reading books.

2.3 Presence as immersion

The theory of presence as immersion takes advantage of the dualism of the concepts. It
focuses on that active use of technology might be productive as psychological benefits
can be made from actually enveloping the user in physical based technology, such as
Head Mounted Displays, data-gloves and sensory input devices. As such the concept
takes on ideas similar to rock-concerts: If there are really big speakers, it must be really

loud and therefore people feel it more enjoyable.
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2.4 Presence as social richness

Researchers in communication view presence from factors such as warmth, sociable,
sensitive or intimacy with the purpose of heighten the possible levels of interactions
between people. The theories of social presence on media richness seek to maximize
the satisfaction and efficiency whereby tasks in an organization are done with a quicker
speed (and thereby with higher satisfaction of management and stockholders). To cre-
ate such an atmosphere of a social presence the medium used must be able to portray
the participant’s non-verbal cues of communication. The approach thereby outlines
that for a meaningful communication to happen over long-distances, one has to also
be able to mediate bodily features such as postures, eye-contact, facial expression and
gestures. When the medium does allow for the transmission of such factors a higher
degree of social richness will be readily available resulting in a heightened level of
overall intimacy. Since in this dissertation interactions between people are not inves-
tigated, but only the interaction between one person and the virtual environment he
or she is exposed to, the concept of presence as social richness will not be further

elaborated.

Common for such definitions are that they share the view that while people are
situated in virtual environments, active cognitive processes are ongoing. Even more
S0, it has been stated that if presence can be defined as a feeling of "being there", then
it must also be agreed that this feeling must be the result of an ongoing individual
evaluation of the incoming sensory data [10]. However, to me this argument (and the
consequences that inherently must follow it) seems to be questionable when the nature
of the human biological system is examined. Even though the human perceptual sys-
tem does perform enormous amounts of processing of data, it would seem questionable
that evolution would have forced us into an ongoing process of evaluating stimuli as
being real or virtual, the simple amount of processing and data would lead to redun-
dancy; and the shear concept of such an active check of reality (on/off) seems to be a
bit overdone since virtual reality has only existed in the last 20 years; a rather minimal

amount of time compared to the evolution of mankind.
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When the different definitions of presence are analyzed, other aspects about this
field of research are revealed. As presence research currently is performed merging

different fields, it can be considered as an interdisciplinary research field.

First and foremost it must be understood that presence-research does not have one
single common objective. While [13] is mostly interested in HCI related matters con-
cerning VE, it does provide a helpful definition of subtopics that could categorize the
presence-community. (a.) human performance efficiency in virtual worlds (b.) health
and safety issues, and (c.) potential social implications of VE technology. While such
topics can overlap it should prove clear to the reader that the categorization is espe-
cially significant when compared to the various fields of studies, such as Computer

Science (a) psychology and medicine (b) and psychology and sociological studies (c).

Having such categorization in mind can prove helpful when reviewing the defini-
tions of presence. For example a definition as the perceptual illusion of non-mediation
may seem very attractive in psychological terms and cognitive studies. While it may
have the positive effect of drawing attention away from the technology itself, it seems
to be unrealistically ahead of its time, as subjects at present when situated in Virtual
Environments have to be introduced to wires, cables and other necessary equipment.
Such channels for data streams are necessary, and to me it seems a bit ambiguous to
talk about non-mediation when being so physically dependent on for example wires.
While the definition itself is intriguing, studies within this field are often based on self-
evaluations (as opposed to recorded physical data) and maybe the definition should be
viewed in connection to this fact. Opposed to this, a definition of presence in the term
of suspending disbeliefs could be seen as very pro-technological, when it is regarded
that the feeling of presence is directly connected to technology’s ability to sustain and

elevate such a feeling.

Further definitions of presence can be found in the field of telepresence. This field
of studies is concerned with mediated experiences of localities, and as such addresses
presence as transportation. Defining telepresence is multifaceted; when inspecting a

definition as the perception of presence within a physical remote or simulated site [10]
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both psychological and pro-technological aspects seem to be covered. This definition
does not deny that active cognitive processes are on-going while also asserting that

what VR does offer is simulation based.

To me the definition offered by telepresence seems to be most appropriate. How-
ever, the definition does not offer any true definition of how such perception of presence
should be attained, especially defining what the determinants of presence are. While
the other definitions mentioned above also go a long way to avoid such clarification,
it is my feeling that presence could be defined as a feeling comparable to being there,
that may be obtained when a sufficient amount of interrelated multi-modal input is

introduced to the subject.
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Measuring presence

Hand in hand with development and research within the areas of Virtual Reality and
Virtual Environments a rather large number of projects of measurements have been
set up. With the requirement of trying to reach a definition of what presence is, how
it can be defined and how it should be measured, several studies have been made on
how content in questionnaires should be formed when carrying out presence research.
However, beyond measuring the perceived level of presence, other factors may also be
measured in order for one to assess the technology and its level of delivering immer-

sion.

When measuring presence it is easy to direct questions on the topic itself, and as
such regard it as a uni-dimensional construct. Questions in such regards will often be

mainly concerned on the feeling of being present in virtual environments which by far

15
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and large can be fine. However, at the very base of presence-research a discussion on
the approach to perform this research is situated. While presence may be measured
as an item on its own, a more holistic ideology may also be taken in approaching the
topic; viewing presence as a sum of a multifaceted experience, carrying many diffe-
rent characteristics and phenomena that together creates a feeling of being there. One
could argue that many different domains may be represented within the feeling of Pre-
sence, e.g. the spatial domain (visual) temporal-spatial domain (sound) and cognitive
domain. Traits and characteristics that have a suggested impact are quality, predictabil-
ity, awareness and others. Furthermore, for revealing biased answers and get a more
evolved understanding of the experience of the subject these traits should be tested.
For an excellent review of discussions on which characteristics that may be effective

please see [11].

An appropriate start is to clearly define two factors: media form and media con-
tent [10, 11]. Within a given questionnaire clear references to the media form should
not be given. In other words the questionnaire should be considered being useful if the
intended media experience was transferred from one media-solution to another; e.g.,
from a CAVE-installation to a Head Mounted Display. The immediate contribution of
following this rule is that the subject will be more inclined to concentrate on recalling
the feelings of "being there". So rather than thinking that he is a part of a technological
study, the subject will recall his level of attention and involvement; traits often associ-
ated with presence [10]. Furthermore a questionnaire that is developed in a non-media
typical way will be transferable to comparative studies using other media-platforms.
As a third factor keeping questionnaires free from media-related questions can con-
tribute in ensuring that presence is actually measured and not the subject’s preference

of technical advantages of a media-form.

While intentions of creating questionnaire that are independent from the media-
types they investigate have very clear advantages, it is the belief of this author that
a truly independent questionnaire type will be very hard to develop. Authors of the
ITC Sense of Presence Inventory [10] use this factor as a means of rating question-

naires, which seems too ambitious. With a fast development within the field of VR-



“thesis” — 2010/9/20 — 7:57 — page 17 — #25

17

technology, it seems obvious that some current and future media-forms will hold inher-
ent advantages compared to others. While studies show that increasing performance
within one modality does not show direct correspondence with measurable immer-
sion [11] some media-types will use different constructs of multimodal environments.
It would seem appropriate that research is done in finding proper mathematical factors
to calculate results so that media-forms can be compared.

In creating questions care should be taken not to investigate for several factors
within the same question [10] . An often used method to avoid this is to formulate the
question and answer form after the Likert-scale which will ensure that only 1 factor is
being answered by the subject. The Likert-scale [14] was originally designed to enable
respondents to specify their level of disagreement or approval of statements. Such
statements should be defined as either favorable or unfavorable (sometimes referred to

"s

as "‘bi-polar emotional response"’) toward the topics of the studies. The questionnaire
should take special care that factors of Involvement and Immersion are divided, as
these seem to have a clear connection [11]. As involvement is increased the level of
immersion will often rise, as the attention of the subject is more focused on the virtual
environment. For studies that involve several scenarios this might have an effect on
results obtained, and a procedure for leveling the amount of involvement might be
necessary unless the direct objective of the study is to find the effect of involvement as

corresponding to for example augmentations.

Options of responses within the questionnaire type should aim at being identical
across questions. If efforts are made to keep available response-options consistent the
questionnaire will seem more user-friendly and answering will not cause the subject
to have to change the state of mind. When using a Likert-scale (e.g. 1-5.) this could
render the questionnaire counterproductive if the next question was answered using a

scale in percent.

Questions in various presence questionnaires seem to follow variations of either
(a.) the Likert-scale (1-5) or questions that offer a similar approach using percentages.
Questions are often formulated [15] like:
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1. How compelling was your feeling of being present in a virtual world?

2. How aware were you of the real world while you were navigating the virtual

world?

Even though questionnaires are widely used in presence evaluation, it is not my
opinion that they are designed for performing continuous measurements, due to the
limitations of human memory. As the participants have to evaluate retrospectively
(post-test), these features or events have to be somehow memorable in order for the
participants to remember the particular instance and how the experience was during
that event. Several alternative presence measurement methods already exist. Even
though not all of them produce moment-to-moment results, they all seek to measure
and log presence at points during mediation of the test material. One of them is the use
of psycho-physiological measurements (measures of heartbeat, muscular responses,
etc., as an indicator of presence). Applying physical reactions of the body as a measure
of presence is justified by the theory that if one is present in a virtual environment the
body of the person will react to stimuli in the virtual environment in the same way as it
would in the real world [16]. A disadvantage of this type of measurement is generally

that the equipment can pick up low signal-to-noise ratios.

Another suggested way of measuring presence is through behavioral measure-
ments, namely observations of a person’s behavior while being exposed to the test
material. As with psycho-physical studies, these measurements rely on the idea that if
a person feels present in an environment, the person will behave in the same manner
in the virtual environment as in the real world, for instance by leaning in the counter-
direction of a mediated movement [17]. A benefit of behavioral measurements is that
behavior is often triggered spontaneously, without the test person having much control
of it. However, a significant downside of this method is that the observer can misinter-
pret the behavior and that the test has to be specifically designed to a situation where a
behavioral response can be provoked from the test persons, which is not necessarily the

case for any feature or narrative in the environment which developers want to evaluate.

The usage of breaks in presence [18] also seems interesting as it can provide hints
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regarding what elements, in a mediated environment, are likely to induce breaks in
presence during a test session [19]. This way of measuring entails that the participant
reports every time his or her attention is brought back to reality after the participant
has been feeling present in the presented material. The method relies on the test partic-
ipants’ ability to judge whenever their attention has returned from feeling presence. A
drawback of this method is that it is not sensitive to different levels of presence, and it
does not take into account that a person can be partially focused on both the mediated
and the real environment. Another issue is that it requires careful instruction of the
test participants beforehand in order for them to be able to report whenever the feel-
ing of presence is broken. Besides breaks in presence other attention-based measuring
methods have emerged in an attempt to measure presence continuously throughout an
experiment. One variation is the introduction of a secondary task while having the

participant performing in a VR experience.

In [20] test-participants were exposed to a monitor displaying a movie with a de-
tailed narrative, while the participant at the same time attended a VR experience. The
assumption behind this method is that the amount of presence felt in a space corre-
sponds to the amount of attention directed toward the mediated environment. By hav-
ing the participants recalling events, which had occurred in either the movie or the
VR experience, the attention directed toward each environment during the experiment
could be measured. Thereby it could be determined at which times the participant had
been more present in respectively the VR environment or the movie. Like breaks in
presence, this method lets the developers know whether the participant has felt pre-
sence in their media product or not. However, with this method, it is still not possible
to say at which level the participant has been feeling presence. Another point is that
the questioning still takes place post-test (like questionnaires), and therefore the results
still rely on the participants’ ability to recall information.

A third attention-based method is the use of reaction time to a secondary task as
a measure for presence [16]. In a typical secondary-task reaction time (STRT) expe-
riment, a test subject performs a task (e.g., plays a video game), and at some point, a

signal (e.g., a tone) is used to alert the test subject (hence breaks presence). The time
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difference is then noted from when the signal was emitted to the time where the test
subject responded. This time difference is then considered to be a measure of pre-
sence [21]. The underlying assumption behind the STRT method is that as presence
increases, more attention (and therefore more mental processing capacity) will be put
in the performed task. If more capacity is put into performing the primary task, fewer
resources remain for the secondary task (if a limited capacity is assumed), which, in
the case of reacting on the signal, could result in a longer reaction time [21]. Reaction
time can on the other hand also be affected by a set of other factors. Reported factors
are, for instance, muscular tension [22], age [23-25], gender [25,26] , fatigue [24] and
the breathing cycle [27].

Experiments conducted with the purpose of testing the STRT method as an indica-
tion of presence have generally returned mixed results [28-30]. However, this method
allowed to measure presence while subjects interacted with the media product they
were exposed to. This is an advantage compared to the use of alternative techniques
for measuring presence such as questionnaires, where subjects are asked to remember
an environment they have previously experiences, and evaluate their sense of presence
based mostly on their recollections of the experience. Moreover, since the game de-
veloped included different tasks to be performed, it was felt appropriate to evaluate
whether interrupting such tasks could have an effect on sense of presence. This is the
reason why I adopted the STRT method and adapted it for my purposes, as described
in the following in my published papers.
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Presence and sound

Sound has received relatively little attention in presence research, although the impor-
tance of auditory cues in enhancing sense of presence has been outlined by several
researchers [3,4,31,32]. Although the visual modality has clearly seen the majority of
research efforts in virtual reality research, some important advantages of the auditory
system should be taken into consideration when designing immersive virtual environ-
ments. First of all, while using vision only a fraction of an environment is perceivable
at a time, this is not the case with audition. In [32] is is observed that this limitation of
the visual system produced a decrease of the overall realism of a simulation. Moreover,
with audition it is possible to sense both direct sound and reflections from all directions
in space, and this can happen without turning our heads. This ability of the auditory
system allows to get an impression of geometry and size of the environment [32]. An-

other important characteristic of the auditory system is its higher temporal resolution,
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higher compared to both sense of vision and touch [33]. Moreover, the auditory sys-
tem cannot be turned off, as the visual system can. According to [31], this is a crucial

condition which might be determinant for achieving a full sense of presence.

Most of the research relating sound and presence, in fact, has examined the role of
sound versus non sound and the importance of spatial qualities of the auditory feed-
back [32, 34]. Other prior research has addressed issues related to the addition of
auditory cues in virtual environments, and whether such cues may lead to a measur-
able enhancement of immersion in such environments. Most prior work in this area
has focused on sound delivery methods [6,35] and 3D sound [34]. Even less is known

about the role of interactive auditory feedback in enhancing sense of presence.

An often reoccurring theme in research related to presence induced by the auditory
modality is that of congruency between the auditory and the visual display [36-39].
Consistency may be expressed in terms of the similarity between rendered visual and
auditory spatial qualities [40], the methods of presentation of these qualities [34], the
degree of auditory-visual co-occurrence of events [38,41] and the expectation of audi-

tory events given by the visual stimulus [39].

A smaller amount of research has been concerned with investigating the quality
and quantity of the auditory feedback and its relation to presence [38,39]. In partic-
ular, in [39] the approach of ecological perception is taken, and it is proposed that
expectation and discrimination are two possibly presence related factors. Expectation
is defining as the extent to which a person expects to hear a specific sound in a par-
ticular place, and discrimination is the extent to which a sound will help to uniquely
identify a particular place. The result from their studies suggested that what people
expect to hear in certain real life situation can be significantly different from what they
actually hear. Furthermore, when a certain type of expectation is generated by a visual
stimulus, sound stimuli meeting this expectation induced a higher sense of presence as
compared to when sound stimuli mismatched with expectations were presented along
with the visual stimulus. These findings are especially interesting for the design of

computationally efficient VEs, since they suggest that only those sounds that people
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expect to hear in a certain environment need to be rendered.

Another interesting direction of research has been concerned with understanding
the effect of lack of auditory cues in providing sense of presence. In [42], a series of
experiments is carried out where participants were fitted with earplugs and instructed
to carry out some everyday tasks during twenty minutes. Afterwards, the participants
were requested to account for their experience and to complete a questionnaire compri-
sing presence-related items. Overall, support was found for the notion of background
sounds being important for the sensation of being part of the environment, termed

in [42] as environmentally anchored presence.

Paradoxically, the study also suggested that due to the lack of auditory cues, the
participants also had an increased attention to what was happening, they felt as being
more aware of the situation than normally. Finally, the use of the earplugs also resulted
in a situation where participants had a heightened awareness of self, in that they could
better hear their own bodily sounds and which in turn contributed to the sensation of
un-connectedness to the surround (i.e. , less environmentally anchored presence). In
addition to stressing the importance of the auditory background in VE, auditory self-
representation can be detrimental to an overall sense of presence [42].

In [43], a study is described in which participants assessed their sense of presence
obtained with binaural recordings and recorded video sequences presented on a 50-
inch display. Taking a broader perspective, [43] performed experiments with the aim
to characterize the influence of sound quality, sound information and sound localization
on users’ self ratings of presence. The sounds used in their study were mainly binau-
rally recorded ecological sounds, i.e., footsteps, vehicles, doors etc. In their study, they
found that especially two factors had high positive correlation with sensed presence:
sound information and sound localization. The results also showed an interesting au-
ditory visual integration effect: when the sound was matched with a visual sequence
where the sound source was actually visible, presence ratings were higher. This im-
plies that there are two important considerations when designing sound for VEs, one

being that sounds should be informative and enable listeners to imagine the original
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(or intended) scene naturally, and the other being that sound sources should be well
localizable by listeners.

As suggested in [43], the spatial dimension of sound is not the only auditory deter-
minant of presence. In support of this, [34] found no significant effect of adding three
extra channels of sound in their experiment using a audiovisual rally car sequence. On
the other hand, they found that enhancing the bass content and sound pressure level
(SPL) increased presence ratings. In a similar vein, [41] found that presence ratings
increased with reproduced SPL for conditions without any visual stimulus, but that
sensed presence in general was highest for realistic SPLs when visual stimulus was
presented simultaneously with auditory stimuli. In audiovisual conditions with a in-
side moving car stimulus however, presence was highest for the highest SPL, which
was explained by the fact that increased SPL may have compensated for the lack of

vibro-tactile stimulation.

A study presented in [35] compared conditions in virtual reality with no sound,
surround sound, headphone reproduction and headphone plus low frequency sound
reproduction via subwoofer. Both questionnaires and psycho-physiological measures
(temperature, galvanic skin response) were used to access affective responses and pre-
sence. All sound conditions significantly increased presence, but only surround sound
resulted in significant changes in physiological response followed by a marginal trend
for headphones plus subwoofer condition. Interestingly, questionnaires did not show
such discrimination between sound reproduction techniques confirming unreliability

of this measure when used alone.

In [44] it is suggested that proper relations between auditory and visual spacious-
ness is needed to achieve a high sense of presence. In their experiment, a visual model
was combined with two different acoustic models; one corresponding to the visual
model and one of approximately half the size of the visual model. The models were
represented by means of a CAVE-like virtual display and a multichannel sound system,
and used in a experiment where participants rated their experience in terms of presence

after performing a simple task in the VE. Although some indications were found sup-
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porting that the auditory-visually matched condition was rated as being the most pre-
sence inducing one, the results were not as strong as predicted. An explanation to these
findings was that, as visual distances and sizes often are underestimated in VEs [45],
it was likely that neither the proper sized acoustic model, nor the wrong sized acoustic
model corresponded to the visual model from a perceptual point of view. Thus, a better
understanding of how visual spaciousness or room size is perceived would be needed
to perform further studies on this topic. Recent studies have investigated the role of

auditory cues in enhancing self-motion and presence in VEs [46—48].

Self-generated sounds have been often used as enhancements to VEs and first-
person 3D computer games — particularly in the form of footstep sounds accompanying
self-motion or the presence of other virtual humans. It has been suggested that also the
degree of consistency within modalities would affect presence [4]. In the auditory
domain, an example of an inconsistent stimulus could be a combination of sounds
normally associated with different contexts (e.g., typical outdoor sounds combined
with indoor sounds). Another type of within-modality inconsistency could be produced
by spatializing a sound with a motion trajectory not related to that particular sound. In
our example with the passing car above, this situation could occur e.g. if the sound of
a car driving at slow speed is convolved with an HRTF trajectory corresponding to a
high-speed passage. However, although these types of inconsistencies intuitively seem
to be detrimental for the presence sensation, there is, to the best of my knowledge, little
evidence to support this notion. In sum, it can be seen that a general understanding of
various auditory display factors’ contribution to the sense of presence begins to emerge.
It is however clear that the findings presented above need further corroboration with
different content and methodologies.

This is one of the reasons why I felt the need to investigate further the issue of
auditory feedback and presence, as outlined in the first set of papers presented in this

dissertation.
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Contributions

In this dissertation, new evaluation techniques for multimodal environments based on
presence studies are proposed. Moreover, the connection between multimodal interac-

tion and presence, when applied to different media, is analyzed.

The dissertation can be seen as divided in two sets of papers. The first set of papers
investigates how presence research can inform the field of sonic interaction design.
Specifically, presence and sonic interaction in a walking context are investigated. One
of the motivations for choosing to work with walking sounds is that they have long
played an important role in audiovisual media. In film, footsteps are acknowledged
for their ability to signify unseen actions, to lend a sense of movement to an otherwise
static scene, and to modulate the perception of visible activities. In his seminal work
on film sound, Chion writes of footsteps sounds as being rich in what he refers to as

materializing sound indices, those features that can lend concreteness and materiality
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to what is on-screen, or contrarily, make it seem abstracted and unreal [49]. Contact
interactions between our feet and the ground play important roles in generating infor-
mation salient to locomotion control and planning in natural environments, and to the
understanding of structures and events in them. Although much of this information
is communicated as sound, the latter has been relatively neglected in past research re-
lated to walking in human computer interaction. Consequently, a better understanding
of the perception of walking sounds, and the way they may be rendered and displayed,
is needed in order for new and existing human-computer interfaces to effectively make
use of these channels. Such developments may hold potential to advance the state of the
art in areas such as wearable computers, intelligent environments, and virtual reality.
In researching multimodal interfaces based on walking, an interdisciplinary approach
is essential. A complete research plan on walking for multimodal interfaces, in fact,
must include understanding of physics of walking, basic results on psychophysical as-
pects, integration in multimodal installations. Such have been investigated in the first

set of papers.

The second set of papers investigates how presence research can be adapted to
evaluate user’s experience in an interactive and non-interactive scenario, i.e., while
playing a computer game and watching a movie. Both sets of papers investigate to
what degree the design of alternative interfaces helps presence research.

The contributions of this dissertation can be described as follows. First of all, new
evaluation techniques for measuring presence in multimodal environments are pro-
posed. The focus has been placed mostly on environments where presence research
has not been widely investigated yet, such as custom made interfaces which control
synthesized sounds, and computer games. The first set of papers examines the role
of evaluation techniques and presence research in sonic interaction design. The field
of sonic interaction design has been merely concerned with the development of novel
sound effects algorithms which work in real-time and are controlled by alternative
interfaces, either commercially available or custom made. In interaction design, the
availability of physical computing resources has put the construction of interactive

sonic objects among the favorite activities of many practitioners. The emergence of
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the discipline of Sonic Interaction Design is facilitated by the increasing possibilities
offered by sensors and actuators technology. Complex body gestures can nowadays
be captured, and tightly coupled to interactive sounds. On the other hand, evaluation
techniques for sonic interactive products are still lacking [2]. In this dissertation, I pro-
pose evaluation techniques for interactive products with a salient sonic content which
are based on presence research. We propose the combination of qualitative and quanti-
tative evaluation techniques, combining measurements of users’ actions with presence

questionnaires and interviews.

Among scholars in perception and cognition there has been a shift in attention,
from the human as a receiver of auditory stimuli, to the perception-action loops that
are mediated by acoustic signals [50].

The main focus is on ego-sounds produced by the action of walking. A large study
whose goal is to evaluate the role of interactive auditory feedback in enhancing motion
of users in a virtual environment is described, and the relationship between auditory

feedback and presence is investigated.

As described previously in the chapter on presence and sound, most of the previous
research investigating the connection between sound and presence has focused on the
role of presence or absence of sound or the role of different sound delivery methods or
sound rendering [44]. Few studies have examined how the content of the sound affects

presence.

Moreover, to my knowledge, nobody has previously investigated how sounds en-
hance motion of subjects in a virtual environment. Most of the studies combining
sound and motion have been performed in the field of music performance [51]. Here, I
focus on virtual environments where everyday sounds and a photorealistic visual feed-

back is provided.

Furthermore, to my knowledge nobody has evaluated new technologies such as
custom made interfaces which drive interactive sound effects from a presence perspec-
tive. To my knowledge, the effect of such self-generated sounds on users’ sense of
presence had not been investigated prior to the author’s research in this area. The com-

bination of physics-based rendering of walking sounds with contact-based sensing also
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appears to be novel. So this thesis brings together the field of presence research with

the field of sonic interaction design.

The studies described in papers I and V show how the sound produced by the
subjects’ own footsteps is not sufficient to enhance the subjects’ motion in the environ-
ment. What makes the all experience more engaging is the combination of interactive

footsteps with the soundscape of the specific place.

This observation motivated us to run a workshop in Porto during the Summer 2009,
as part of the Sound and Music Computing Summer School. The goal of this work-
shop, described in paper III, was to combine the two interactive footsteps controller
developed as part of the Natural Interactive walking project with the soundscape of the
city of Porto. Specifically, I encouraged students to find some interesting locations in
Porto, record them and create a soundscape which represented the city. In the labo-
ratory, such soundscape was combined with the interactive footsteps controller. This
resulted in an installation where subjects were feeling as if they were walking around
landmark locations of Porto. Although not formally tested in this context, the visitors
of the installations commented that the experience of using the footsteps controller
was greatly enhanced when the soundscape was provided. This confirms the results
formally tested in the experiments described in papers I and V.

Papers I to V have the following progression in chronological order from the most
to the least recent. For clarity I describe the research progression from the oldest to the
newest paper. Paper V, presented at CHI 2008, presents results on a large study which
examines how motion of subjects in enhanced in a photorealistic virtual environment.
Paper IV describes different issues which need to be taken into account when designing
walking interactions. The paper is co-authored by different members of the European
project Natural Interactive Walking (www.niwproject.eu). Expertises of the authors
covered in the paper range from design of floors which provide haptic feedback, design
of shoes enhanced with sensors, sonic feedback to simulate sensation of walking on
different surfaces as well as evaluation of the systems. I mostly contributed to the
evaluation part in the paper, which describes both basic psycho-physical experiments,

experiments which evaluate the affective content of footsteps sounds and presence and
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immersion studies.

As described before, paper III explores the use of the developed walking interfaces
and sound synthesis algorithms in the context of the city of Porto. A workshop is
described where interactive footsteps driven by the users are combined with the sound-
scape of the city of Porto, in such a way to be able to re-create in a laboratory the
sensation of walking in the city. After improving the design of the interactive foot-
steps controller, it was felt the need of performing basic psycho-physical experiments
to validate its usability, before entering advanced presence and immersion studies: this

is why the experiments described in Paper II were performed.

Paper II explores basic evaluation of the interactive footsteps synthesizer described
in Paper III. The paper proposes and justifies the design of different alternatives to
synthesize and control footsteps. Such design is tested in the paper. The importance of
finding a tradeoff between complexity of the interface/interaction and ability to provide
sense of presence is discussed. This is one of the reasons why the research started
with a simple interface (shoe with one sensor) and then increased it in complexity.
Obviously a tradeoff exists between presence and the complexity of the interface, since

complexity also obviously implies more cables, latency, etc.

The papers therefore present an evolution in the development of the technology
used. Starting with shoes with only one pressure sensors (paper V) and their design
was then improved as described in papers III and I'V. Paper II describes basic evaluation
techniques of the technology developed. Finally, paper I reports on more in depth
presence and immersion studies.

Papers VI, VII and VIII propose a novel methodology to evaluate presence in me-
diated environments, which is called adjustable distraction method (AD) from now
on. Papers VI and VII show how the method has been applied to a computer game
and a movie respectively, while paper VIII describes a larger study where some of the
experiments described in the previous paper has been redone, mainly for the purpose

of validating the previous results. Two main experiments were run: the first experi-
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ment consisted of using a visual distracter to evaluate presence as immersion [12] in a

computer game. The experiment also evaluated the intrusiveness of the AD method.

The second experiment investigated whether heart rate measurements, intensity
ratings and the results of the AD method with vibration as the distraction signal were
comparable when test participants watched a movie clip. The main idea in proposing
the AD method is to find an alternative to the use of the techniques to measure presence
that have been described in the state of the art section, together with their advantages
and disadvantages. The starting point of the AD method is the previously described
attention-based secondary-task method [20]. A number of test participants are here
given a simple secondary task to perform, namely to react whenever they are exposed

to a primitive stimulus.

A primitive stimulus is not meant to be another mediated virtual experience such as
it is the case in the secondary-task method. Instead, the stimulus should be regarded as
a distraction, as in the STRT method, which immediately reminds the participant about
the fact that he or she in reality is participating in an experiment and has to respond
now. The stimulus used could be any perceivable signal (e.g., a visual, an audible or
even a tactile signal). The important factor is that the signal can vary in strength, from

undetectable to unavoidable.

As it is the case with the breaks in presence method, in the AD method the par-
ticipants are asked to react whenever presence is broken. However, in contrast to the
breaks in presence method, the participants do not need a careful explanation of the pre-
sence concept in order to respond. The proposed method also has great resemblance
to the STRT method in the sense that they are both measuring sustained attention. As
such, the STRT method has all the advantages of the AD method (e.g., temporal mea-

sures, objective, sensitive to different levels, not retrospective).

However, the AD method does not rely on time as a measure (but on the amount of
distraction) and therefore all factors potentially leading to either increased or decreased
reaction times (e.g., age, gender and recent muscular activity) can be disregarded in
connection with the use of the AD method. A mechanism to present to test subjects an

adjusted stimulus is also proposed.
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In all the papers presented in this dissertation, when a presence study is con-
ducted the presence questionnaire named Swedish Viewer User Presence Question-
naire (SVUP) [52] was adopted.

As described in Chapter 3, several questionnaires have been proposed in the litera-
ture to measure presence. However, I believe that the SVUP questionnaire well served
my purpose and addressed issues which I was interested in measuring. The question-
naire was adapted by removing items which were irrelevant in the current investigation,
such as questions concerning social presence. Moreover, common questions from val-

idated presence questionnaires were also used and adapted to our context.

It is my opinion that it is novel to merge the fields on interface design and presence
research. Especially concerning the field of sonic interaction design, interfaces which
are used to control sonic feedback have not yet been investigated from a presence
perspective.

Furthermore, that it is extremely important to put these interfaces in a context. This
is the reason why I proposed and run the workshop described in Paper III, where the
interfaces designed have been placed in the context of the city of Porto.

Moreover, it is extremely important to evaluate novel technologies not only from
a higher level presence and immersion perspective, but also from basic psychophys-
ical perspective. This is the reason why the experiments described in Paper II were
conducted. Finally, it is important to find a tradeoff between complexity of the in-
terface/interaction and ability to provide sense of presence. This is why the research
started with a simple interface (shoe with one sensor) and then increased it in complex-
ity.

The same can be said concerning the second set of paper, where first investigations
have been conducted with a simple visual feedback, and then other sensorial modalities

such as tactile feedback have been introduced.
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Description of the submitted papers

6.1 Paper I - R. Nordanhl. Evaluating environmental sounds from a presence per-
spective for virtual reality applications, EURASIP Journal of Audio, Speech and
Music Processing, Special issue on Environmental Sound Synthesis, Processing
and Retrieval, 2010.

This paper describes the design of a multimodal environment to provide users with
IBR (Image Base Rendering) visual information and various levels of auditory infor-
mation: ego-motion (footsteps), static sounds, dynamic sounds and music. It starts by
describing the need for high quality audio in multimodal virtual environments and the
notion of presence in such environments. A review of the state of the art research on

presence and auditory feedback is presented.
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As described in Chapter 4, research on presence and auditory feedback has focused
mostly on sound delivery methods and their role in creating sense of presence. Some
work has also investigated the role of sound content in creating sense of presence [34,
38,39]. However, to our knowledge nobody has previously investigated how interactive

auditory feedback affects presence in virtual environments.

The paper presents a large study whose goal is to investigate the role of different
sound delivery methods in enhancing sense of motion in virtual environments, and
investigates to what degree such environments create a sense of presence. The research
was first motivated by previous investigations where subjects were asked to visit a
virtual place where visual feedback was rendered by using IBR techniques, displayed

by using an Head Mounted Displays.

In such simulated environments, where scenes were extremely static (subjects could
control only the point of view of the environment, but there was no actual action or
moving objects in the environment) it was observed that users moved very little, and
were not motivated to explore the environment. To overcome this limitation, other
forms of feedback which could vary over time were investigated, with the purpose
of creating a more immersive experience. I hypothesized that auditory feedback was
an ideal time-varying feedback which could allow subject to engage and move in the

environment.

To investigate not only the presence or absence of auditory feedback, but also its
quality, several soundscapes were designed. Such soundscapes, six in total, ranged
from a piece of music and environmental sounds, both static and dynamic. The more
complete solution, which was called Full in the paper, consisted of rendering sound-
scapes in 3D with moving sound sources, as well as rendering interactively footsteps
sounds. Such sounds were obtained by creating some custom made sandals enhanced
with sensors. Such sensors detected the act of users walking in the environment, and
triggered a real-time footsteps synthesizer which simulated the sound of walking in the

virtual surface depicted.

In the six different conditions to which the subjects were exposed, the body mo-
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6.2. PAPERII-R. NORDAHL, S. SERAFIN AND L. TURCHET. SOUND SYNTHESIS AND EVALUATION OF INTERAC

tion was tracked. Results show that interactive footsteps sounds, together with the
corresponding soundscape, significantly enhanced the motion of subjects in the envi-
ronment. Rather surprisingly, the sense of presence, measured by using a presence
questionnaire, was not significantly enhanced in the conditions with interactive audi-
tory feedback and soundscape combined. This can be due to the difficulties of subjects

to interpret the questions in the presence questionnaire.

6.2 Paper II - & Nordahl, S. Serafin and L. Turchet. Sound synthesis and
evaluation of interactive footsteps for virtual reality applications. Proc. IEEE
Virtual Reality, 2010.

In this paper, a study whose goal is to evaluate ability of subjects to recognize synthetic
footsteps sounds in both an interactive and an off-line context is presented. Subjects’
perception in terms of quality of the developed system and realism of the simulation
is also investigated through an psychophysical test. The ultimate goal is to develop a
high quality footsteps synthesizer where users can wear their own footwear and which

is efficient enough yet of high quality to be used in virtual reality applications.

While walking, the net force F' exerted by the foot against the ground can be repre-
sented by a time varying spectrum F'(a, t), having components tangential and normal
to the ground surface, where a denotes angular frequency and ¢ is time. The term
Ground Reaction Force (GRF) is often used to refer to the low frequency information
in F, below about 300 Hz. The GRF is essentially responsible for the center of mass
movement of the individual. It is approximately independent of footwear type, but

varies between individuals or walking styles [53].

Higher-frequencies components of F'(a,t) can be attributed to fast impacts be-
tween heel or toe and ground, sliding friction and contact variations between the shoe
and the ground [54]. Unlike the GRF, these components can depend on footwear, on
ground surface shape and material properties. They give rise to remote signatures in
the form of airborne acoustic signals, seismic vibrations of the ground, and vibrations

transmitted through the shoe to the foot, which have been studied in prior literature on
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acoustic [54,55] and vibrational [56] signatures of human walking. These signals vary
with the local material and spatial structure of the ground and with the temporal and

spatial profile of interactions between the foot of the walker and the ground surface.

The system proposed in this paper is based on microphones, which capture the
sound of a person walking and from such sound extract temporal information concern-
ing the step. More specifically, the GRF is extracted from the acoustic waveform. The
goal is to extract the users’ contribution to the step, i.e., the GRF, and simulate the
floor’s contribution, i.e., the material on which the person is walking. The ultimate
goal is to create the sensation of walking on a different surface than the one subjects

are actually walking upon.

Experiments on recognition show that subjects are better in recognizing sounds
created with the interactive system developed compared when listening to prerecorded
footsteps. A Chi-square analysis, however, shows that such recognition is significant
only for two of the simulated surfaces, namely dry leaves and metal. This means that no
real conclusions can be drawn on the better ability of subjects to recognize sounds in an
interactive rather than off-line scenario. However, the developed system is promising
since results show a high recognition rate. Moreover, informal interviews performed
after the recognition test showed that subjects appreciated the quality of the system
and the fidelity of interaction. One advantage of the system used in this research,
as compared to other systems used in previous research (such as the shoes enhanced
with sensors) is the fact that it can be used by subjects wearing their own footwear.
However, one disadvantage is the fact that the microphones capture any environmental
sound, preventing such system to be used with other external sound sources rather
than footsteps, or using it with soundscapes which would add a context to the virtual

scenario, and are essential in experiments testing sense of presence.
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6.3 Paper III - r Nordahl, S. Serafin and F. Fontana. Exploring sonic interac-
tion design and presence: Natural Interactive Walking in Porto. Proceedings of
Presence 2009.

In this paper, two different interfaces to control synthesize footsteps are compared,
their role in simulating the sensation of walking in a specific place, in this case the city
of Porto is described.

The first interface, developed at the University of Verona, is a pair of shoes en-
hanced with sensors. Specifically, the shoes are a pair of sandals with two force sen-
sitive resistors, one for each shoe. The shoes are used to control synthesized sounds
of footsteps on different surfaces. The second interface consists of four microphones
which are placed on top of a solid surface in a square configuration. The microphones
detect footsteps of a person walking on the surface. An algorithm extracts in real-
time the ground reaction force from real footsteps, and uses it to control the temporal

variations of synthesized sounds of footsteps on different surfaces.

The two developed interfaces are analyzed in terms of their ability to be used in
a multimodal virtual environment, and advantages and disadvantages of the two de-
vices are discussed. The ultimate goal is to design an interface which can be utilized
in multimodal environments (complemented with haptic and visual feedback) where
presence studies can be performed.

The shoes enhanced with sensors have the advantage of being portable. Their
main advantage, however, is the fact that they can be used also when other sounds
are present in the environment, being those soundscapes synthetically generated or un-
wanted sounds existing in the environment where the installation is setup. However,
the main disadvantage of this setup is the fact that users need to wear custom made
shoes. Moreover, the setup is wearable, meaning that all the processing happens on a
laptop placed on a backpack carried by the users. This fact has the advantage that users
can walk in an unlimited space, but the disadvantage that their way of walking is not
natural, likely preventing sense of presence.

The main advantage of the configuration with microphones is the ability of subjects
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to wear their own footwear. This is an advantage from the point of view of naturalness
of the interface and the interaction. However, the system does not work when other
sounds either than footsteps are present in the environment. The conclusion is that
neither of the systems is optimal to perform presence studies in a multimodal context,

and new solutions are been currently investigated.

This paper was presented at the Presence 2009 conference which took place in Los
Angeles in November 2009. The audience at the conference admired especially the
combination of custom made devices with studies examining sense of presence. Tra-
ditionally, the presence community in fact performs their studies using devices which

are available in the market.

64 Paper IV - R.Nordahl et al. Sound design and perception in walking inter-

actions. International Journal of Human-Computer Studies, 2009.

This paper is a collaboration between several authors. Most of the authors are partners
in the European project Natural Interactive Walking. The main goal of the paper is to
outline all the different issues which are important to be researched when designing
multimodal interfaces, in this case based on walking. It is beyond the possibility of a
single researcher to be able to cover all those competencies in depth; this is why an

interdisciplinary collaboration between different skills is desirable.

The paper starts with motivating the importance of a multimodal approach when
studying walking. From a sensory standpoint, in addition to vision, the pedestrian
receives sound information via the auditory channel, vibrational information via the
tactile (touch) sensory receptors in the skin of the feet, and information about ground
shape and compliance via the proprioceptive sense (the body’s ability to sense the
configuration of its limbs in space). Proprioception, vision, and the vestibular (balance)
sense are integrated to inform the pedestrian about his motion in space. As can be
seen from the forgoing description, walking generates a great deal of multisensory
information about the environment. Prior research has emphasized the influence of

visual, haptic, vestibular, and proprioceptive information on planning and control of
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locomotion over flat surfaces (e.g., [57]).

In two respects, these studies provide a limited account of the complexity of walk-
ing in real word environments. Firstly, they have not addressed the range of ground
surfaces and materials met outside the lab (e.g., to our knowledge, none has investi-
gated locomotion on gravel before). Secondly, they ignore the information contained in
sounds generated by walking on real world surfaces (e.g., acoustic information about
the gender of a walker [55]). These limitations are addressed in human perception
studies presented in this dissertation. Notably, in VR contexts, when such layers of
perceptual information are available, they are likely to contribute to a heightened sense

of presence in a virtual environment.

The paper starts by reviewing the literature on walking in virtual environments. It
then outlines the different issues which need to be taken into account when designing
and evaluating interfaces based on walking. First of all, the paper discusses several in-
terfaces which have been built to track a person walking. In the context of the Natural
Interactive Walking project, the participants focused both on haptic floors, by enhanc-
ing the interaction of the floor with haptic feedback, and on shoes enhanced with both
sensors and actuators. The auditory feedback designed is also discussed, together with
the physically based and physically informed algorithms designed to simulate walking

interactions.

What the author found particularly valuable when collaborating on this paper was
to realize how such a simple everyday task like the act of walking becomes extremely
complex when the goal is to faithfully reproduce it in a virtual environment. Although
different solutions for haptic, auditory and also visual feedback are proposed, together
with methods for evaluating such solutions, an overall evaluation of the advantages and

disadvantages of each solution is not provided, and is still an open research issue.
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6.5 Paper V - R. Nordahl. Sonic Interaction Design to enhance presence and

motion in virtual environments. Proc. CHI 2008.

This paper was presented at the Computer Human Interaction (CHI) 2008 conference,
in a special session dedicated to sonic interaction design. The paper describes a large
study whose goal is to investigate the role of different forms of auditory feedback in

enhancing motion of subjects in a virtual environment.

The motivations behind this work are the results of the BENOGO project, an Eu-
ropean project investigating the reproduction of physical places in the virtual world
using image based rendering (IBR) techniques. In the BENOGO project, real places
were photographed with a machine rotating around itself in 360 degrees. Such places
were virtually reconstructed using IBR, in order to give to users the impression of nav-
igating in the place, i.e., being there without going (hence the name BE-NO-GO). One
of the peculiarities of this project is the fact that, in order for the IBR technique to suc-
ceed, no moving objects need to be present in the environment. This means that, from
the visual point of view, the visited environment is extremely static. From the point of
view of presence research, i.e., investigating if subjects felt present in the reproduced
place, the project was rather unsuccessful, since subjects were feeling extremely bored
in visiting such a static environment. The goal of this paper is therefore to provide a
temporal dimension to the IBR based simulations provided by the BENOGO project.
By using auditory feedback, which is notoriously evolving over time, I hypothesize
that subjects will become more interested in visiting the virtual environment. I there-
fore tracked subjects while visiting the environment, in this case a botanical garden in
the city of Prague, and I provided six different kinds of auditory feedback. The audi-
tory feedback ranged from a static soundscape, to a piece of music to interactive shoes
enhanced with sensors, which control synthesized footsteps. Results show that the au-
ditory environment where interactive footsteps and 3D sound is rendered significantly

enhance the motion of subjects in the virtual environment.
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6.6 Paper VI - R. Nordahl and D. Korsgaard. Distraction as a measure of
presence: using visual and tactile adjustable distraction as a measure to deter-
mine immersive presence of content in mediated environments, Virtual Reality,

Springer, November 2009.

This paper presents several studies whose goal is to evaluate the role of distracters in
determining presence in two kinds of mediated environments: movies and games. The
paper is an elaborated journal version of the research described in papers VII and VIII.
Specifically, several studies are presented where the use of the adjustable distracter

method is proposed as a way to evaluate presence in mediated environments.

The method has been applied to videogames and movies, and implemented both
using visual and tactile feedback. The main assumption behind the method is that
presence is as strong as the minimum amount of stimuli required to break it. There-
fore the method proposed follows some ideas from the secondary task reaction time

technique [21], trying to overcome its limitations.

The main characteristic of an adjustable distracter is that it is a signal which can
be perceived, and varies in strength. In the first described experiment, the method
was used to evaluate presence in the context of a videogame. In this experiment, the
adjustable distracter is visual, and in the form of a circle placed outside the player’s
region, in a black frame surrounding the game’s space. In the second experiment the

distracter is tactile, in the form of a signal provided to users when watching a movie.

The first experiment showed that the adjustable distracter method is not intrusive
in the context of a game. This makes the method more interesting compared to similar
techniques such as the secondary task reaction time. However, a player’s experience
of intensity while playing a game is not proportional to the minimum amount of visual
distraction needed to attract the player’s attention, so one of our original hypotheses
had to be rejected. The second experiment, where tactile feedback is used, does not
show conclusive results on how such feedback can be used to evaluate presence in

movies. I believe this might due either to the fact that subjects perceived the tactile
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stimuli differently.

6.7 Paper VII - R. Nordahl and D. Korsgaard. On the use of adjustable distrac-
tion as a measure to determine sustained attention during movie clips. Proceedings
of Presence 2009.

This paper presents research which is a continuation of the one described in Presence
2008. Precisely, the adjustable distracter method was adapted and compared to two
other methods for measuring presence, specifically heart rates and subjective inten-
sity rates. The field of research of this paper is examining presence and immersion
in movies. In particular, it is the author’s interest to investigate whether the adjustable
reaction method can overcome the drawbacks which appear in other techniques to mea-
sure presence in movies, such as the use of secondary task reaction time (STRT). The
adjustable distraction was in this case provided by using a vibration generated by a
small speaker. The results of the experiments show similarities between results from
questionnaires and heart rate measurements, but the adjustable distraction method re-
ported different results. Great variance was measured in the recorded vibration of the
different subjects. This problem might be overcome by having a pre-screening of the
subjects, to ensure uniform perceived threshold. Another solution could be to average

the results of each subject based on their previously screened perceived threshold.

6.8 Paper VIII - R. Nordahl and D. Korsgaard. On the Use of Presence Mea-

surements to Evaluate Computer Games. Proceedings of Presence 2008.

In this paper it is described a novel methodology to measure user experience in com-
puter games and interactive environments in general. The main contributions of this
paper are a novel evaluation technique to measure experience in games. Until recently
many or even most of the evaluation methods available to the presence community have
been so-called pen-and-pencil-methods. They offer researchers the possibility to allow
test subjects to record results, or rather their personal impressions, of the experiences.

Drawbacks of such methods are stated in literature and in the paper:
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e common issues are the issues of accuracy (how much can be trusted what test

subjects report since this is not an actual measurement),

e paper-and-pencil methods records the experiences retrospectively. As such it
is not informa-tion from the actual experience that is recorded, but rather the
memory of the experience from the individual test subject, that has had time
(and is even asked to further process this experience by the mere act of filling

out a questionnaire)

e Typical interactive experiences such as computer games are of their nature not
truly linear experiences. Therefore each test-subject will have had a, at least

slightly, different path through the computer game scenario.

o Test-subjects may be positively or negatively biased (of many different reasons).
Issues such as feelings, moods, personal prejudices etc. may all affect the way

the test-subject chooses to answer the questionnaire.

In this paper, the goal was to develop a novel alternative that would allow mea-
surements of experiences in computer games. The method is thought as a tool for
developers of computer games that need to input during the development period of a
product (concerning immersion, engagement and presence). The novel technique pro-
posed was coined adjustable distraction. The paper sought to combine data recorded

through a computer application with data from more traditional questionnaires.

The technique proposed consists of using a distracter which becomes increasingly
noticeable and asking subjects to press a button when the distracter is noticed (and
the immersion in the computer game is thereby broken). Specifically, the screen was
divided into two sections, one being a black frame containing a white dot. The dot’s

colors changes from black to gray and represents the distracters.

A novel adaptive algorithm was also proposed which allows changing the size of
dots according to users’ responses. This is in order to measure several levels of pre-
sence, instead of simply measuring the ON/OFF possibility of the button being there

or not. Finally a computer game was build to use as basis for running the experiments.
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6.9 Connections between papers

Papers I, I, III, IV and V examine how presence can be adapted to the field of sonic
interaction design. Specifically, novel techniques to adapt presence research to the

design and evaluation of walking interfaces are proposed.

The papers are organized in anti-chronological order, from the newest published to
the oldest. In paper V the design of a photorealistic virtual environment that users can
visit by using an head mounted display is described. The environment consists of a
reproduction of the botanical garden in Prague. The visual feedback was enhanced by
using different combinations of auditory feedback. Results show that interactive audi-
tory feedback significantly enhances the motion of subjects in the environment. Paper
IV describes different issues which need to be taken into account when designing walk-
ing interactions. The paper is of interdisciplinary nature, and co-authored by different
members of the FET Open EU project Natural Interactive Walking. Expertises of the
different authors covered in the paper range from the design and implementation of
floors which provide haptic feedback, to the design of shoes enhanced with sensors, to
sonic feedback to simulate sensation of walking on different surfaces and evaluation
of the different systems, both in terms of perception and in terms of presence. The
author contributed mostly to the evaluation part in the paper, which includes both ba-
sic psychophysical experiments, and which evaluate the affective content of footsteps
sounds and presence and immersion studies. Paper III explores the use of the devel-
oped walking interfaces and sound synthesis algorithms in the context of the city of
Porto. A workshop is described where interactive footsteps driven by the users are
combined with the soundscape of the city of Porto, in such a way to be able to recreate
in a laboratory the sensation of walking in the city. Paper II explores basic evaluation
of the interactive footsteps synthesizer described in Paper III. The paper proposes and
justifies the design of different alternatives to synthesize and control footsteps. Such
design is tested in the paper. Finally, Paper I investigates in details sense of presence

and self-motion in a walking interface, extending the investigations started in Paper V.

All papers have in common the design, implementation of alternative interfaces to

simulate walking in virtual reality, and the evaluation of such interfaces from a hu-
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man centered perspective. The papers present an evolution in the development of the
technology used. Paper V presents studies performed with shoes with only one pres-
sure sensors. An improved design is presented in papers III and IV. Paper II describes
basic evaluation techniques of the technology developed, such as psychophysical ex-
periments which assess ability of subjects to recognize the simulated surfaces they are
stepping upon. Finally, paper I reports the results of an in depth presence and immer-

sion studies conducted with the technology developed.

The second set of papers examines how presence studies can be adapted to the
evaluation of computer games. The papers examine how distracters can be used to
evaluate presence in computer games and movies. Paper VIII presents an experiment
where a a visual distracter is adopted. A similar technique is also used to evaluate
presence in the context of a movie clip, as described in Paper VII. The advantage of
using a movie clip as opposed to a videogame is the fact that the linearity of the media
allows a better control to the stimuli subjects are exposed to. Finally, paper VI presents
a large study which combines studies presented in Papers VII and VIII, and extends

them by also using a tactile distracter.

Both sets of papers examine how presence methodology can be adapted to be used
in evaluation of novel media technology. In both sets of papers, custom made interfaces
are designed to support the investigation of presence. Specifically, in the first set of
papers custom made shoes with sensors are designed, while in the second set of paper

a vibrator to induce tactile distraction is designed.
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Conclusions

In this thesis presence research is investigated as a method to evaluate users’ experi-
ences in virtual environments.

In particular, presence is applied in disciplines where it was not applied before,
such as sonic interaction design, computer games and movies.

The first set of papers explore the relationship between auditory rendering and
presence. In particular, I investigated the different sonic elements which are present in
an environment, and assess their ability to convey a sense of presence. By combining
different kinds of auditory feedback consisting of interactive footsteps sounds created
by ego-motion with static soundscapes, it was shown how motion in virtual reality
is significantly enhanced when moving sound sources and ego-motion are rendered.
These results are demonstrated in Paper I and V submitted with this dissertation.

On the other hand, presence did not appear to be significantly enhanced when com-

49
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bining interactive footsteps with surround sound, as opposed to using a static sound-
scapes. I therefore investigated further the role of the combination of soundscapes and
interactive sounds in virtual environments. My investigation was justified by the fact
than, when exploring a place by walking, two main categories of sounds can be identi-
fied: the person’s own footsteps and the surrounding soundscapes. During a workshop
which I ran during the Summer 2009 in Porto, I investigated whether combining a
recorded soundscape of the city together with simulated interactive footsteps driven by
subjects enhanced sense of presence. Subjects who tested the footsteps interface with
the soundscape reported a higher perceived realism and immersion as opposed to those

who tested it without the soundscape.

Overall, I found particularly interesting to realize that a simple everyday task like
the act of walking becomes extremely complex when the goal is to faithfully reproduce
it in a virtual environment. Different solutions are proposed in this thesis, together
with methods to evaluate such solutions. Presence as realism and fidelity of interaction
proved to be particularly important when reproducing the act of walking. Subjects,
infact, commented on the realism of the simulated footsteps sounds, and the discrep-
ancy between auditory and haptic feedback. As a matter of fact, for some subjects
appeared as strange to hear an aggregate surface but feel a solid one, i.e., the floor of

the laboratory.

Overall I believe that presence research represents a strong method to assess user
experiences in multimodal environments. This is why I adopted it also to videogames

and movies.

I propose a new evaluation method called adjustable distraction which assumes
that presence is as the minimum amount of stimuli required to break it. In the first
set of experiments I apply to measure presence in the context of a video-game. In this
situation a visual distractor was used, namely a dot of varying place and size outside
of the players region of interest. I showed that the adjustable distractor method is
not intrusive. Therefore I concluded that this method is more interesting compared
to similar techniques used in computer games evaluation, such as the secondary task
reaction time. I could not find proportionality between players experience of intensity
while playing a game and the minimum amount of visual distraction needed to attract

the players’ attention.
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In a second experiment I investigated whether the adjustable distraction method
could work by using tactile feedback instead of visual feedback. The experiments did
not show conclusive results on how tactile feedback could be adopted. I believe this
is due to the fact that tactile stimuli are perceived significantly differently by diffe-
rent subjects. Therefore, I believe that the results of the experiments could have been
more conclusive if the custom made tactile device was calibrated beforehand for each
subject.

Overall this thesis presents innovative evaluation techniques for multimodal envi-
ronments. Such techniques are inspired by presence research and at the same time they
propose new contributions. Therefore, the thesis improves the current state of the art in
both understanding what are elements in virtual environments which enhance presence,

and in which methods are more suitable to measure presence.
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ABSTRACT

In this paper, we propose a methodology to design and eval-
uate environmental sounds for virtual environments. We
propose to combine physically modeled sound events with
recorded soundscapes. Physical models are used to provide
feedback to users’ actions, while soundscapes reproduce the
characteristic soundmarks of an environment. In this par-
ticular case, physical models are used to simulate the act of
walking in the botanical garden of the city of Prague, while
soundscapes are used to reproduce the particular sound of
the garden. The auditory feedback designed was combined
with a photorealistic reproduction of the same garden. A
between-subject experiment was conducted where 126 sub-
jects participated, involving six different experimental con-
ditions, including both uni and bi-modal stimuli (auditory
and visual). The auditory stimuli consisted of several combi-
nations of auditory feedback, including static sound sources
as well as self-induced interactive sounds simulated using
physical models. Results show that subjects’ motion in the
environment is significantly enhanced when dynamic sound
sources and sound of ego-motion are rendered in the envi-
ronment.

1. INTRODUCTION

The simulation of environmental sounds for virtual rea-
lity (VR) applications has reached a level of complexity that
most of the sonic phenomena which happen in the real world
can be reproduced using physical principles or procedural
algorithms. However, until now little research has been per-
formed on how such sounds can contribute to enhance sense
of presence and immersion when inserted in a multimodal
environment. Although sound is one of the fundamental
modalities in the human perceptual system, it still contains
a large area for exploration for researchers and practitioners
of VR [23]. While research has provided different results
concerning multimodal interaction among the senses [24],
several questions remain in how one can utilize to the highest
potential audiovisual phenomena when building interactive
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VR experiences.

As a matter of fact, following the computational capabi-
lities of evolving technology, VR-research has moved from
being focused on uni-modality (e.g., the visual modality)
to new ways to elevate the perceived feeling of being virtu-
ally present and to engineer new technologies that may offer
a higher degree of immersion, here understood as presence
considered as immersion [14].

Engineers have been interested in the audio-visual inte-
raction from the perspective of optimizing the perception of
quality offered by technologies [8, 20]. Furthermore, studies
have shown that by utilizing audio, the perceived quality
of lower quality visual displays can increase [25]. Likewise,
researchers from neuroscience and psychology have been in-
terested in the multimodal perception of the auditory and vi-
sual senses [13]. Studies have been addressing issues such as
how the senses interact, which influences they have on each
other (predominance), and audio-visual phenomena such as
the cocktail party effect [2] and the ventriloquism effect [10].

The design of immersive virtual environments is a chal-
lenging task, and cross-modal stimulation is an important
tool for achieving this goal [16]. However, the visual mo-
dality is still dominant in VR technologies. A common
approach when designing multimodal systems consists of
adding other sensorial stimulation on top of the existing
visual rendering. This approach presents several disadvan-
tages and does not always allow to exploit the full potential
which can be provided by a higher consideration to auditory
feedback.

2. AUDITORY PRESENCE IN VIRTUAL EN-
VIRONMENTS

The term presence has been used in many different con-
texts and there is still need for the clarification of this term
[22]. Such phenomenon has recently been elevated to a sta-
tus where it has been used as a qualitative metric for eva-
luation of virtual reality systems [12]. Most researchers in-
volved in presence studies agree that presence can be defined
as a feeling of “being there” [12, 3]. Presence can also be
understood as “perceptual illusion of non-mediation” [12] or
“suspension of disbelief” of being located in environments
that are not real [3].

In [14], Lombard and Ditton outline different approaches
to presence. Presence can be viewed as social richness, real-
ism, transportation and immersion.

Sound has received relatively little attention in presence
research, although the importance of auditory cues in en-



hancing sense of presence has been outlined by several re-
searchers [11, 22, 9]. Most of the research relating sound and
presence has examined the role of sound versus non sound
and the importance of spatial qualities of the auditory feed-
back.

In [19], some experiments were performed with the aim
to characterize the influence of sound quality, sound infor-
mation and sound localization on users self ratings of pre-
sence. The sounds used in their study were mainly bin-
aurally recorded ecological sounds, i.e., footsteps, vehicles,
doors etc. It was found that especially two factors had high
positive correlation with sensed presence: sound information
and sound localization.

The previously described research implies that there are
two important considerations when designing sounds for VEs,
namely that sounds should be informative and enable listen-
ers to imagine the original (or intended) scene naturally, and
the other being that sound sources should be well localizable
by listeners.

Another related line of research has been concerned with
the design of the sound itself and its relation to presence
[5, 21]. Taking the approach of ecological perception, in [5]
it is proposed that expectation and discrimination are two
possibly presence-related factors; expectation being the ex-
tent to which a person expects to hear a specific sound in
a particular place, and discrimination being the extent to
which a sound will help to uniquely identify a particular
place. The result from their studies suggested that, when a
certain type of expectation was generated by a visual stimu-
lus, sound stimuli meeting this expectation induced a higher
sense of presence as compared to when sound stimuli mis-
matched with expectations were presented along with the
visual stimulus. These findings are especially interesting for
the design of computationally efficient VEs, since they sug-
gest that only those sounds that people expect to hear in a
certain environment need to be rendered.

In previous research, we described a system which pro-
vides interactive auditory feedback made of a combination
of self sounds and soundscape design [18]. The goal was
to advocate the use of interactive auditory feedback as a
mean to enhance motion of subjects and sense of presence
in a photorealistic virtual environment. We focused both on
ambient sounds, defined as sounds characteristic of a spe-
cific environment which the user cannot modify, as well as
interactive sounds of subjects’ footsteps, which were syn-
thesized in real-time and controlled by actions of users in
the environment. The idea of rendering subjects’ self-sound
while walking on different surfaces is motivated by the fact
that walking conveys enactive information which manifests
itself predominantly through haptic and auditory cues. In
this situation, we consider visual cues as playing an inte-
grating role and to be the context of the experiments. In
this paper, we extend our research by providing an in-depth
evaluation of the system, and its ability to enhance the sense
of presence and motion of subjects in a virtual environment.
We start by describing the context of this research, i.e., the
BENOGO project, whose goal was to design photorealistic
virtual environments where subjects could feel present. We
then describe the multimodal architecture designed and the
experiments whose goal was to assess the role of interac-
tive auditory feedback in enhancing motion of subjects in a
virtual environment as well as sense of presence.

3. THE BENOGO PROJECT

Among the different initiatives to investigate how technol-
ogy can enhance sense of immersion in virtual environments,
the BENOGO project (which stands for “Being there with-
out going”) ', completed in 2005, had as its main focus the
development of new synthetic image rendering technologies
(commonly referred to as Image Base Rendering (IBR)) that
allowed photo-realistic 3D real-time simulations of real en-
vironments.

The project aimed at providing a high degree of immersion
to subjects for perceptual inspection through artificially cre-
ated scenarios based on real images. Throughout the project
the involved researchers wished to contribute to a multi-
level theory of presence and embodied interaction, defined
by three major concepts: immersion, involvement and fi-
delity. At the same time, the project aimed at improving the
IBR technology on those aspects that were found most sig-
nificant in enhancing the feeling of presence. The BENOGO
project was concerned with the reproduction of real scener-
ies that might be even taken from surroundings familiar to
the subject that uses the technology. The thought behind
such approach is that in the future we can offer people to
visit sites without people having to physically travel to the
place.

The BENOGO project makes extensive use of IBR, i.e.,
the photographic reproduction of real scenes. Such tech-
nique is dependent on extensive collections of visual data,
and therefore makes considerable demand on data process-
ing and storage capabilities. One of the drawbacks of recon-
structing images using the IBR technique is the fact that,
when the pictures are captured, no motion information can
be present in the environment. This implies that the re-
constructed scenarios are static over time. Depth percep-
tion and direction are varied according to the motion of the
user, which is able to investigate the environment at 360°
inside the so-called region of exploration (REX). However,
no events happen in the environment, which make it rather
uninteresting to explore.

An occurring problem of IBR technology for VEs has been
that subjects in general showed very little movement of head
and body. This is mostly due to the fact that only visual
stimuli were provided. By transferring information from film
studies and current practice, practitioners emphasize that
auditory feedback such as sound of footsteps signifies the
characters giving them weight and thereby subjecting the
audience to interpretation of embodiment.

We hypothesize that the movement rate can be signifi-
cantly enhanced by introducing self-induced auditory feed-
back produced in real-time by subjects while walking in the
environment.

We start by describing the content of the multimodal si-
mulation, and we then describe how the environment was
evaluated.

4. DESIGNING ENVIRONMENTAL SOUNDS

FOR VIRTUAL ENVIRONMENTS

The content of the proposed simulation was a reproduc-
tion of the Prague botanical garden, whose visual content
is shown in Figure 1. As seen in Figure 1, the environment
has a floor made of concrete where subjects are allowed to

Lwww.benogo.dk



walk. This is an important observation for when sonically
simulating the act of walking in the environment.

Figure 1: An image of the Prague botanical garden
used as visual feedback in the experiments.

The main goal of the auditory feedback was both to repro-
duce the soundscape of the botanical garden of Prague, and
to allow subjects to hear the sound of their own footsteps
while walking in the environment. The implementation of
the two situations is described in the following.

4.1 Simulating the act of walking

We are interested in combining sound synthesis based on
physical models with soundscape design in order to simulate
the act of walking on different surfaces and place them in a
context. Specifically, we developed real-time sound synthe-
sis algorithms which simulate the act of walking on different
surfaces. Such sounds were simulated using a synthesis tech-
nique called modal synthesis [1].

Every vibrating object can be considered as an exciter
which interacts with a resonator. In our situation, the ex-
citers are the subjects’ shoes, and the resonators are the
different walking surfaces. In modal synthesis, every mode
(i-e., every resonance) of a complex object is identified and
simulated using a resonator. The different resonances of the
object are connected in parallel, and excited by different
contact models, which depend on the interaction between
the shoes and the surfaces. Modal synthesis has been im-
plemented to simulate the impact of a shoe with a hard
surface.

In the case of stochastic surfaces, such as the impact of
a shoe with gravel, we implemented the physically informed
stochastic models (PhISM) [6].

The footstep synthesizer was built starting by analyzing
footsteps recorded on surfaces obtained from the Hollywood
Edge Sound Effects library.?. For each recorded sets of
sounds, single steps were isolated and analyzed. The main
goal of the analysis was to identify an average amplitude

2www.hollywoodedge.com

envelope for the different footsteps, as well as extracting the
main resonances and isolating the excitation.

A real-time footstep synthesizer, controlled by the sub-
jects using a set of sandals embedded with force sensors was
designed. Such sandals are shown in Figure 2. By navi-
gating in the environment, the user controlled the synthetic
footsteps sounds.

Despite its simplicity, the shoe controller was effective in
enhancing the user’s experience, as it will be described later.
While subjects were navigating around the environment, the
sandals were coming in contact with the floor, thereby ac-
tivating the pressure sensors. Through the use of a micro-
processor, the corresponding pressure value was converted
into an input parameter which was read by the real-time
sound synthesizer implemented in Max/MSP.® The sensors
were wirelessly connected to a microcontroller, as shown in
Figure 2, and the microprocessor was connected to a laptop
PC.

The continuos pressure value was used to control the force
of the impact of each foot on the floor, to vary the tempo-
ral evolution of the synthetic generated sounds. The use of
physically based synthesized sounds allowed to enhance the
level of realism and variety compared to sampled sounds,
since the produced sounds of the footsteps depended on the
impact force of subjects in the environment, and therefore
varied dynamically. In the simulation of the botanical gar-
den we used two different surfaces: concrete and gravel.
The concrete surface was used most of the time, and cor-
responded to the act of walking around the visitors’ floor.
The gravel surface was used when subjects were stepping
outside the visitors’ floor.

Both surfaces were rendered through an 8-channel sur-
round sound system.

4.2 Simulating soundscapes

In order to reproduce the characteristic soundmarks of
a botanical garden, a dynamic soundscape was built. The
soundscape was designed by creating an 8-channels sound-
track in which subjects could control the position of different
sound sources.

In the laboratory shown in Figure 4 eight speakers were
positioned in a parallelepipedal configuration. Current com-
mercially available sound delivery methods are based on
sound reproduction in the horizontal plane. However, we
decided to deliver sounds in eight speakers and thereby im-
plementing full 3D capabilities. By using this method, we
were allowed to position both static sound elements as well
as dynamic sound sources linked to the position of the sub-
ject. Moreover, we were able to maintain a similar config-
uration to other virtual reality facilities such as CAVEs[7],
where eight channels surround is presently implemented, in
order to perform in the future experiments with higher qual-
ity visual feedback. This is the reason why 8-channels sound
rendering was chosen compared to e.g., binaural rendering
[4].

Three kinds of auditory feedback were implemented:

1. “Static” soundscape, reproduced at max. peak of 58dB,

measured c-weighted with slow response. This sound-
scape was delivered through the 8-channels system.

Swww.cycling74.com



Figure 2: The sandals (top) enhanced with pressure
sensitive sensors wirelessly connected to a micropro-
cessor (bottom).

2. Dynamic soundscape with moving sound sources, de-

veloped using the VBAP algorithm, reproduced at max.

peak of 58dB, measured c-weighted with slow response.

3. Auditory simulation of ego-motion, reproduced at 54
dB. (This has been recognised as the proper output
level as described in [17])

The content of the soundscape in the first two conditions
was the same. The soundscape contained typical environ-
mental sounds present in a garden such as bird singing, in-
sects flying. The soundscape was designed by performing
a recording in the real botanical garden in Prague, and re-
producing a similar content by using sound effects from the
Hollywood Edge Sound Effects library.

In the first and second conditions, the soundscape only
varied in the way it was rendered. In the second condi-
tion, infact, the position of the sound sources was dynamic
and controlled by the user’s motion, who was wearing an
head tracker as described below. In the third condition, the
dynamic soundscape was augmented with auditory simula-
tion of ego-motion obtained by having subjects generating
in real-time footsteps of themselves walking in the garden.

S. AMULTIMODAL ARCHITECTURE

In order to combine the auditory and the visual feedback,
together with the shoe controller, two computers were in-
stalled in the laboratory. One computer was running the

Figure 3: A subject navigating in the virtual envi-
ronment wearing an head mounted display (HMD).

visual feedback, and another one the auditory feedback to-
gether with the interactive shoes. A Polhemus tracker (Iso-
Track II3), attached to the head mounted display, was con-
nected to the computer running the visual display, and al-
lowed to track the position and orientation of the user in 3D.
The computer running the visual display was connected to
the computer running the auditory display via TCP socket.
Connected to the sound computer there was the interface
RME Fireface 800 which allowed delivering sound to the
eight channels, and the wireless shoe controller. The men-
tioned controller, developed specifically for these experiments,
allowed detecting the footsteps of the subjects and mapping
these to the real-time sound synthesis engine. The different
hardware components were connected together as shown in
Figure 6.

The visual stimulus was provided by a standard PC run-
ning Suse Linux 10. This computer was running the BENOGO
software using the REX disc called Prague Botanical Gar-
den.

The Head-Mounted-Display (HMD) used was a VRLogic
V82. It features Dual 1.3 diagonal Active Matrix Liquid
Crystal Displays with resolution per eye: ((640x3)x480),
(921,600 color elements) equivalent to 307,200 triads. Fur-
thermore the HMD provides a field of view of 60° diagonal.
The tracker used (Polhemus IsoTrak 113) provides a latency
of 20 milliseconds with a refresh rate of 60 Hz.

The audio system was created using a standard PC run-
ning MS Windows XP SP 2. All sound was run through
Max/MSP, and as output module a Fireface 800 from RME5*
was used. Sound was delivered by eight Dynaudio BM5A
speakers.® Figure 5 shows a view of the surround sound
lab where the experiments were run. In the center of the
picture, the tracker’s receiver is shown.

“http://www.rmeaudio.com/english /firewire/
®http://www.dynaudioacoustics.com
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Figure 4: A view of the lab setup where the experiments were run. Notice the two computers, placement
of speakers (top/bottom), the HMD (lying on the floor), the tracking receiver (outside the REX) and the

sandals.

Figure 5: A different view of the 8-channels sur-
round sound lab where the experiments were run.

6. EVALUATING THE ARCHITECTURE

In order to assess how the different kinds of auditory feed-
back affected users’ behavior in the environment, an exper-
iment was run, where 126 subjects took part. All subjects
reported normal hearing and visual conditions. Figure 3
shows one of the subjects participating to the experiment.
Before entering the room, subjects were asked to wear a head
mounted display and the pair of sandals enhanced with pres-
sure sensitive sensors. Subjects were not informed about the
purpose of the sensors-equipped footwear. Before starting
the experimental session the subjects were told that they
would enter a photo-realistic environment, where they could
move around if they so wished. Furthermore, they were told
that afterwards they would have to fill out a questionnaire,
where several questions would be focused on what they re-
member having experienced. No further guidance was given.

The experiment was performed as a between subjects study

including the following six conditions:

1. Visual only. This condition had only uni-modal (vi-
sual) input.

2. Visual with footstep sounds. In this condition, the
subjects had bi-modal perceptual input (audio-visual)
comparable to our earlier research [17].

3. Visual with full sound. This condition implies that
subjects were treated with full perceptual visual and
audio input. This condition included static sound de-
sign, 3D sound (using the VBAP algorithm) as well as
rendering sounds from ego-motion (the subjects trig-
gered sounds via their footsteps).

4. Visual with full sequenced sound. This condition was
strongly related to condition 3. However, it was run
in three stages: the condition started with bi-modal
perceptual input (audio-visual) with static sound de-
sign. After 20 seconds, the rendering of the sounds
from ego-motion was introduced. After 40 seconds the
3D sound started.

5. Visual with sound + 3D sound. This condition intro-
duced bi-modal (audio-visual) stimuli to the subjects
in the form of static sound design and the inclusion
of 3D sound (the VBAP algorithm using the sound
of a mosquito as sound source). In this condition no
rendering of ego-motion was conducted.

6. Visual with music. In this condition the subjects were
introduced to bi-modal stimuli (audio and visual) with
the sound being a piece of music® described before.

SMozart, Wolfgang Amadeus, Piano Quintet in E flat, K.
452, 1. Largo Allegro Moderato, Philips Digitals Classics,
446 236-2, 1987
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Figure 6: Connection of the different hardware components in the experimental setup.

CONDITION | AUDITORY | NUM | MEAN | ST.D. Tracked Mean | Median | St.d.
STIMULI | SUBJ | (AGE) | (AGE) movement

Visual only None 21 25.6 4.13 Visual only 21.41 21.61 6.39

Visual w. foot 3 21 25.7 3.75 Visual w. foot | 22.82 25.66 6.89

Full 1+ 243 21 25 4.34 Full 26.47 26.54 5.6

Full seq 1+2+4+3 21 22.8 2.58 Full Seq 25.19 24.31 5.91

Sound + 3D 1+2 21 22.9 2.5 Sound + 3D 21.77 21.87 6.74

Music 21 28 8.1 Music 20.95 20.79 6.39

Table 1: Six different conditions to which subjects
were exposed during the experiments. The number
in the second column refers to the auditory feedback
previously described.

This condition was used as a control condition, to as-
certain that it was not sound in general that may in-
fluence the in- or decreases in motion. Furthermore it
enabled us to deduce if the results recorded from other
conditions were valid. From this it should be possible
to deduct how the specific variable sound design from
the other experimental conditions affects the subjects.

Subjects were randomly assigned to one of the six con-
ditions above. The six different conditions, together with
information about the subjects, are summarized in Table 1.

7. RESULTS

Table 7 shows the results obtained by analysing the quan-
tity of motion over time for all subjects for the different con-
ditions. Such analysis was performed by calculating motion
over time using the tracker data, where motion was defined

Table 2: Motion analysis for the different conditions
considering only the 2D motion.

as Euclidean distance from the starting point position over
time for the motion in 2D. Since motion was derived from
the tracker’s data placed on top of the head mounted display,
only the motion of the head of the subjects was tracked. In
particular, Table 2 shows data obtained by analyzing the
motion of the subjects in the horizontal plane. It is inte-
resting to notice how the condition Music elicits the lowest
amount of movement (mean=20.95), even less than the con-
dition Visual Only (mean = 21.41).

The significance of the results is outlined in Table 3, where
the corrected p-value was calculated for the different condi-
tions, using a t-test. The difference between the condition
Visual Only and Music is not significant (p=0.410), which
translates into that we cannot state that using sounds not
corresponding to the environment (such as music), should
diminish the amount of movement. The fact that music
shows less movement indicates that the content of the sound
used is important. The condition Music was in fact used as
control condition for this very purpose. Results also show
that footsteps sounds alone do not appear to cause a sig-
nificant enhancement in the motion of the subjects. When



Visual | Visual Full | Full seq. | Sound + 3D | Music
only | w. foot
Visual
only
Visual 0.26
w. foot
Full 0.006 0.04
Full seq. | 0.03 0.132 | 0.243
Sound 0.431 0.32 0.022 0.048
+ 3D
Music 0.41 0.197 | 0.003 0.018 0.347

Table 3: Comparison of the 2D motion analysis for the different conditions (p-value).

Tracked Mean
movement
Visual only 33.23 33.51 9.71

Visual w. foot | 35.65 38.13 8.63
Full 40.93 41.05 7.9

Full Seq 38.14 37.08 8.82

Sound + 3D 33.59 33.96 10.27
Music 31.92 30.81 9.38

Median | St.d.

Table 4: Motion analysis for the different conditions
including vertical movement.

comparing the results of the conditions Visual only versus
Visual w. foot (no significant difference) and the conditions
Full versus Sound+3D (significant difference) there is an in-
dication that the sound of footsteps benefits from the addi-
tion of environmental sounds. This result shows that envi-
ronmental sounds are implicitly necessary in a virtual reality
environment and we assume that their inclusion is impor-
tant to facilitate motion. This is an important observation
which is validated in the real world, when we are used to per-
ceive our self-sound always in the context of the surrounding
space.

We additionally analyzed the motion of the subjects tak-
ing into account also the vertical movement, which repre-
sents the action of subjects standing or going down on their
knees. Such action was performed by several subjects when
trying to locate objects in the lower part of the environment.
Results are shown in Table 4.

As Table 4 shows, results are very consistent with the
analysis and results without taking into account the vertical
motion. The trends, seen from the condition ranked accord-
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