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Abstract

This thesis considers spatial point patterns, which are realizations of stochas-
tic processes called spatial point processes. Point patterns are collections of
data points, where each data point indicates the location of the point. This
thesis only consider point pattern data that are observed in two-dimensional
planar regions, but the developed methodology in this thesis can handle
point pattern data that are observed in a general d-dimensional space. The
topic of point processes is applied in many types of scientific areas, including
epidemiology, agriculture, criminology or pathology, where the data points
in these cases are given by the locations of infected persons in a region, trees
in a forest, street crimes in a city or cells in a metastasis. Besides knowing
the locations of the data points, additional information may be linked to each
data point. For instance, a data point may also indicate that it is of a specific
type. The data are then expanded to be a multivariate point pattern, which
is a realization of a multivariate point process. The majority of the current
literature regarding multivariate point pattern analysis is restricted to the
bivariate case, but in the recent years new multivariate point processes have
been developed to analyze multivariate point patterns. In some cases, a point
pattern occurs in a very complex heterogeneous environment, which makes
it difficult to model the point pattern using point processes. One example is
a point pattern created from locations of different types of street crimes com-
mitted in a city. Modeling such a point pattern using a point process model is
complex, since the locations of the street crimes depend in a complex way on
the urban structure of the city and the population density. This thesis focuses
on developing new methodology to analysis multivariate point patterns that
are observed in such complex heterogeneous environments.

When analyzing a multivariate point pattern an obvious starting point is
to study the first order properties of each point type. To study the first order
properties of a point process the intensity function is used, which basically
determines the probability of observing a point at any given location. The in-
tensity function can thereby be used to study where the points are most dense
in a point pattern. If the intensity function is constant, the point process is
called homogeneous. Otherwise the point process is called inhomogeneous.

iii



In this thesis we only consider inhomogeneous multivariate point processes.
If additional information is available, like spatial covariates, one could as-
sume a parametric model for the intensity function and then study how the
point pattern is affected by such covariates. In paper A a semi-parametric
model is assumed for the intensity functions. The semi-parametric model for
the intensity functions consists of a complex non-parametric component, that
is common to all types of points, and a type-specific component that depends
on spatial covariates. We use the assumption of a semi-parametric model to
study how spatial covariates affects the occurrences of a multivariate point
process. Paper A analyzes how different types of street crimes in Washington
D.C. depend on demographic and socio-economic spatial covariates, where
the non-parametric component is assumed to take into account the urban
structure of the city and the population density. Paper A proposes method-
ology to infer the effects of spatial covariates without specifying the complex
non-parametric component.

Next step in a multivariate point pattern analysis is usually to study the
second order properties between the types of points and within each point
type. More specifically, one studies if the points have a positive, negative or
no spatial dependence between each other. To conclude on the spatial de-
pendence within each point type (and between two types of points), one can
apply different kind of functions called (cross) summary statistics. One pop-
ular summary statistic is the pair correlation function (PCF). For a given dis-
tance between two locations, the PCF describes how the presence of a point
in the first location affect the probability of observing a point in the second
location. This heuristic interpretation of the PCF can easily be extended to
the cross PCF by letting the two points be of different types. To analyze the
dependence between the points, the cross PCF and PCF can be estimated
non-parametrically. Alternatively, one can assume a multivariate point pro-
cess model for the multivariate point pattern, in which case the (cross) PCFs
are given by parametric models. In paper B the multivariate point pattern
is assumed to be a realization of a so called multivariate log Gaussian Cox
process (LGCP). LGCP models are point processes with stochastic intensity
functions that are suitable for modeling clustered point patterns. Moreover,
paper B still assumes a semi-parametric model for each intensity function,
which now consists of a complex non-parametric component, a parametric
component that depends on covariates and a stochastic component. Paper B
proposes methodology to estimate the parameters in the LGCP without esti-
mating the complex non-parametric component in the intensity functions. To
exemplify the methodology, Paper B analyzes the second order properties of
different street crimes in Washington D.C. along with different types of cells
in a lymph node metastasis.

This thesis contains two parts. The first part is an introduction to relevant
state-of-the-art, background theory regarding point processes and composite



likelihood estimating functions, which are specific types of likelihood func-
tions that are well-suited for statistical inference of the point processes. These
topics are presented to the reader with the intention, that the reader more eas-
ily can understand the content and relevance of the second part of the thesis,
which is a collection of two papers.





Resumé

Denne afhandling beskæftiger sig med data af typen punktmønstre, som er
realisationer af stokastisk processer ved navn punktprocesser. Punktmønstre
er en samling af datapunkter, hvor hvert datapunkt typisk angiver placerin-
gen eller tidspunktet af punktet. Denne afhandling afgrænser sig til kun
at fokusere på rumlige punktmønstre der observeres i afgrænsede områder
af det to-dimensionelle plan. Metoderne, som er foreslået i denne afhan-
dling, kan dog håndtere punktmønstre, der er observeret i et generelt d-
dimensionelt plan. Emnet om punktprocesser anvendes i mange typer af vi-
denskabelige fagområder, blandt andet epidemiologi, landbrug, kriminologi
eller patologi, hvor datapunkterne her er givet ved lokationerne af smittede
personer i en region, træer i en skov, forbrydelser i en by eller celler i en
metastase. Udover placeringerne af datapunkterne kan man også koble mere
information til hvert datapunkt. Eksempelvis kan hvert datapunkt også an-
give, at det er af en bestemt type. Dermed udvides datamængden til at være
et multivariat punktmønster, hvilket kan betragtes som en realisation af en
multivariat punktproces. Størstedelen af den eksisterende litteratur omhan-
dlende analyse af multivariate punktmønstre er dog restringeret til det bi-
variate tilfælde, mens der i de senere år er udviklet nye multivariate punk-
tprocesser til at analysere multivariate punktmønstre. Nogle punktmønstre
forekommer i et meget komplekst heterogent område, hvorfor det er meget
svært at modellere punktmønstrene ved hjælp af punktprocesser. Et eksem-
pel herpå er et punktmønster dannet af lokationerne af forskellige typer for-
brydelser begået i en by. Det er et komplekst problem at modellere et sådant
punktmønster ved hjælp af en punktproces, da placeringerne af de forskel-
lige forbrydelser afhænger af byens urbane struktur og populationstætheden.
Denne afhandling fokuserer på at udvikle nye metoder til at analysere mul-
tivariate punkmønstre, som er observeret i komplekse heterogene områder.

Når man analyserer et multivariat punktmønster, vil man ofte starte med
at studere førsteordens egenskaberne for hver punkttype. Til at studere
førsteordens egenskaberne af en punktproces anvendes intensitetsfunktio-
nen, som beskriver sandsynligheden for at observere et punkt i enhver given
placering. Intensitetsfunktionen kan dermed anvendes til at fortælle, hvor
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punkterne er mest tætte i en punktproces. Hvis intensitetsfunktionen er kon-
stant, så kaldes punktprocessen for homogen. Hvis det omvendte tilfælde
gør sig gældende, så kaldes punktprocessen for inhomogen. I denne afhan-
dling fokuserer vi kun på inhomogene multivariate punktprocesser. Hvis
der er yderligere information tilgængelig i form af rumlige kovariater, så
kan man antage en parametrisk model for intensitetsfunktionen og dermed
undersøge, hvordan et punktmønster afhænger af disse kovariater. I ar-
tikel A antages der en semi-parametrisk model for intensitetsfunktionerne.
Den semi-parametriske model for intensitetsfunktionerne består af en kom-
pleks ikke-parametrisk komponent, der er fælles for alle punkttyper, og en
typespecifik komponent som afhænger af tilgængelige rumlige kovariater.
Vi bruger antagelsen om en semi-parametrisk model til at analysere, hvor-
dan rumlige kovariater påvirker forekomsten af en given multivariat punk-
tproces. Et eksempel herpå kan findes i artikel A. Her analyseres hvordan
forskellige typer af forbrydelser i Washington D.C. afhænger af tilgængelige
demografiske og socio-økonomiske rumlige kovariater, hvor det antages at
den komplekse ikke-parametriske komponent i intensitetsfunktionerne tager
højde for byens urbane struktur og populationstætheden. Artikel A foreslår
en metode til at kunne estimere parametrene for kovariaterne uden at skulle
specificere den komplekse ikke-parametriske komponent.

Næste skridt i analysen af et multivariat punktmønster er ofte at studere
andenordens egenskaberne mellem punkttyperne og indenfor hver punk-
ttype. Her undersøger man, om punkterne har en positiv, negativ eller
ingen rumlig afhængighed mellem hinanden. Til at afgøre den rumlige
afhængighed mellem punkterne kan forskellige (kryds) summary statistics
anvendes. En populær summary statistic er parkorrelationsfunktionen (PCF).
For en given afstand mellem to lokationer, så beskriver PCF’en, hvordan tilst-
edeværelsen af et punkt i den ene lokation påvirker sandsynligheden for at
observere et punkt i den anden lokation. Denne heuristiske beskrivelse af
PCF’en kan nemt udvides til kryds PCF’en ved at lade de to punkter være af
forskellig type. Til at analysere afhængigheden mellem punkterne kan kryds
PCF’en og PCF’en estimeres ikke-parametrisk. Alternativt kan man antage en
multivariat punktproces model for det multivariate punktmønster, hvorved
(kryds) PCF’erne er givet på en parametrisk form. I artikel B antages et
multivariat punktmønster at være en realisation af en såkaldt multivariat log
Gaussisk Cox punktproces (LGCP). LGCP modeller er punktprocesser med
en stokastisk intensitetsfunktion, der er velegnet til at modellere punktmøn-
stre, hvor punkterne klynger sig sammen. Artikel B antager desuden stadig
en semi-parametrisk model for hver intensitetsfunktion, som nu består af
en kompleks ikke-parametrisk komponent, en parametriske komponent som
afhænger af kovariater og en stokastisk komponent. Artikel B foreslår en
metode til at estimere parametrene i LGCP’en uden at skulle estimere den
komplekse ikke-parametriske komponent i intensitetsfunktionerne. Denne



metode er eksemplificeret i artikel B, hvor andenordens egenskaberne analy-
seres for forskellige forbrydelser i Washington D.C. samt forskellige typer af
celler i en lymfemetastase.

Afhandlingen indeholder to dele. Den første del består af en introduktion
til relevant state-of-the-art, baggrundsteori om punktprocesser og composite
likelihood estimationsfunktioner, som er specifikke typer af likelihood funk-
tioner, der er velegnet til at lave statistisk inferens af punktprocesser. Disse
emner præsenteres for læseren med den hensigt, at læseren nemmere kan
forstå indholdet og relevansen af andel del af afhandlingen, som er en sam-
ling af to artikler.
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Background

1 Introduction

In this thesis the data of interest are two-dimensional spatial point patterns,
which are finite collections of data points within bounded planar regions
called observation windows. To gain knowledge of what mechanisms that
generate the occurrence of the points we consider a point pattern as a real-
ization of a spatial point process. There exists several types of spatial point
process models that have the ability of generating point patterns with either
positive, negative or no dependence between the points. The detection of
such characteristics in a point pattern is a main part of a point pattern analy-
sis. The topic of point processes is applied in a broad range of scientific fields,
including epidemiology (Diggle et al. (2005); Liang et al. (2017)), forestry and
plant ecology (Brix and Møller (2001); Grabarnik and Särkkä (2009)) or astro-
physics (Stoica et al. (2007)). To get a characterization of a point pattern one
could estimate a so-called summary statistic using non-parametric methods.
Alternatively, one may assume a point process model for the point pattern
and then infer the point pattern characteristics parametrically. In Section 3
we describe some relevant point process models, while Section 4 contains a
method to infer the point process models.

In this thesis we focus on the setup of multivariate point processes, i.e. we
consider point pattern data where the points can be of different type. When
analyzing a multivariate point pattern one would initially like to study the
first order properties of each point type. The intensity function is used to
summarize the first order properties of a point process. The intensity func-
tion essentially determines the probability of observing a point at any given
spatial location. A more detailed description of the intensity can be found in
Section 2.1. If the intensity is constant, the point process is called homogene.
Otherwise the point process is called inhomogene. In a first order point pat-
tern analysis one may try to gain knowledge of where the point pattern is
most dense. There exist different kernel methods for the intensity to study
the density of a point pattern, including Diggle (1985) and Baddeley et al.
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(2000). Guan (2008) extended the method by Diggle (1985) and proposed
a non-parametric estimator for the intensity that depends on spatial covari-
ates. However, kernel smoothing methods depend heavily on a smoothing
parameter called bandwidth. Diggle (1985), Guan (2008) and Cronie and
Van Lieshout (2018) developed bandwidth selection methods that depend
on knowledge of the observation window. These bandwidth selection meth-
ods can be problematic to apply in the cases where the observation window
is highly irregular or even unknown. As an alternative to kernel methods of
the intensity, one may study how the point process is affected by covariates, if
spatial covariates are available. To study the relation between a point process
and covariates, the intensity is assumed to follow a parametric model that
depends on the spatial covariates, in which case there exist methodology to
estimate the effect of the covariates (Waagepetersen (2007); Choiruddin et al.
(2018)). In more complex situations one may presume a more complex model
for the intensity function. Diggle (1990) assume a multiplicative model for
the intensity in order to describe possible raised incidence near a prespecified
point. The assumption of a multiplicative intensity was further applied in a
case-control study (Diggle and Rowlingson, 1994) and for analysis of golden
plover birds (Guan et al., 2008).

Subsequently, one may like to study the second order properties between
and within each type of points. A key question is whether the points tend
to spatially depend on each other, and if so, is the dependency positive or
negative. To study the spatial dependence between points of the same type,
a simple approach is to conduct an exploratory analysis of the point pattern
based on non-parametric estimates of a second order summary statistic. In
particular, Ripley’s K-function (Ripley, 1976) or the pair correlation function
(PCF) (Møller and Waagepetersen, 2004) are popular choices of second order
summary statistics. For a given distance and a constant intensity, the K-
function determines the expected number of points within that distance from
an arbitrary point in the point process. For a given distance between two
locations, the PCF basically describes how the presence of a point in the first
location affects the probability of observing a point in the second location. A
detailed description of the PCF can be found in Section 2.1.

To study the spatial dependence between two types of points one may
conduct a simple exploratory analysis of the bivariate point pattern using a
non-parametric estimate of the cross pair correlation function (cross PCF).
The cross PCF is a straightforward extension of the PCF to the bivariate case.
A detailed description of the cross PCF can be found in Section 2.2. How-
ever, the non-parametric estimator for the cross PCF suffers from strong bias
at small spatial lags when positively dependent point patterns are studied
(Stoyan and Stoyan, 1994). When analyzing second order properties of an in-
homogeneous point process, the second order inference depends on knowl-
edge of the intensity. If spatial covariates are not available to model the inten-
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1. Introduction

sity, then the intensity must be estimated using kernel smoothing methods.
Since kernel smoothing methods depends heavily on a bandwidth, different
conclusions of a point pattern analysis might occur depending on the choice
of bandwidth. With this aspect in mind, the method of modeling the intensity
function parametrically is more favorable, since the parametric model does
not depend on a bandwidth. On the other hand, a non-parametric estimate of
the intensity is less restrictive in the sense, that the intensity is not assumed
to follow a specific parametric model. As pointed out by Diggle et al. (2007)
non-parametric estimation of both the intensity and the K-function using the
same data is an ill-posed problem. As an example, a single realization of
a homogeneous Cox process (see Section 3.2 for details) is indistinguishable
from a realization of an inhomogeneous Poisson process (see Section 3.1 for
details). Instead, Diggle et al. (2007) accommodate this issue by case-control
methodology, where the intensity of the case process is assumed to be propor-
tional to the intensity of the control process. Hence the intensity of the case
process is estimated using a non-parametric estimate of the control intensity.

Another difficulty for multivariate point process analysis is that cross
summary statistics only consider pairs of point types. Thus, the complex-
ity of a multivariate point pattern analysis increases quadratic by the number
of point types, when the point pattern data is analyzed non-parametrically.
This phenomena is referred to as curse of dimensionality. In the light of
that, the literature regarding multivariate point pattern analysis is mostly
restricted to the bivariate case (Diggle and Milne (1983); Högmander and
Särkkä (1999)). For this reason, a proper multivariate point process model
contributes to the analysis, since it can give more sparse characterizations of
the dependence structure between the point types. In the recent years there
has been a growing interest in analysing multivariate point pattern data using
multivariate point process models. Grabarnik and Särkkä (2009) use a mul-
tivariate Gibbs point process with hierarchical interactions and estimate the
parameters using pseudo-likelihood. Rajala et al. (2018) model a multivariate
point pattern using a multivariate Gibbs point process with additional group
lasso for model selection. Waagepetersen et al. (2016) model a multivariate
point pattern using a multivariate log Gaussian Cox process and estimate the
parameters using a least squares method. Recently, Choiruddin et al. (2019)
modified the estimation approach in Waagepetersen et al. (2016) by using
regularization techniques in order to do model selection for a large number
of parameters.

In some cases a multivariate point pattern is observed in a highly het-
erogeneous environment, which makes the intensity functions complex to
model. One example of such data is the locations of different types of street
crimes in Washington D.C. (see Section 1.1). Another example is the loca-
tions of different cell types in a lymph node metastasis (see Section 1.1). The
existing methodology for multivariate point pattern analysis with complex
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intensity functions is insufficient. This thesis aims to fill this gap by devel-
oping new methods to conduct appropriate first and second order analysis
of such point pattern data. The following chapter serves to give background
knowledge for better understanding of paper A and paper B along with a
brief summary of the findings in the papers. Section 1.1 briefly describes
some data of interest and what kind of difficulties that are connected to the
data. Section 2 describes general uni- and multivariate point process theory.
Section 3 describes some relevant point process models. Section 4 describes
the theory of estimating functions with a focus on composite likelihood esti-
mating functions. At last, Section 5 summarizes the main findings in paper
A and paper B.

1.1 Data examples

Washington D.C. street crimes

Police departments in cities all over the world collect street crime data on a
daily basis. The data is often public available on the internet to inform the
citizens what type of crime is committed and where the crime took place.
In a fixed span of time one can aggregate the locations of street crimes and
consider the data as a spatial point pattern. Methods to analyze street crime
data are quite important from the police departments perspective, since such
methods can help reducing the occurrences of street crime but also to allo-
cate policing resources more properly. One popular tool to analyze street
crimes is to identify the hot spots, i.e the micro-places where street crimes
tend to cluster. The most common way to identify the hot spots is by using
non-parametric methods (Ratcliffe (2004); Gorr and Lee (2015)). Also point
processes have been applied to model the behaviour of street crimes. In
particular, so-called self-exciting point processes have been applied to model
burglaries (Mohler et al. (2011); Reinhart and Greenhouse (2018)) and gang ri-
valry (Egesdal et al., 2010), since self-exciting point processes have the ability
to model the behaviour that crimes trigger new crimes.

In Paper A and Paper B we consider locations of street crimes committed
in Washington D.C. aggregated over January and February 2017. We consider
the 5378 data points as a six-variate point pattern, where the six types with
numbers in parantheses are: Burglary (259), Assault with deadly weapon
(332), Motor vehicle theft (335), Theft from automobile (1832), Robbery (366)
and Other theft (2254). Figure 1 show the street crimes committed in Wash-
ington D.C. along with a map of the city. For point pattern data like street
crimes, the intensity function is rather complex due to the dependence on the
layout of the city and the population density. Moreover, the intensity can vary
considerably when moving from one street to another. When analyzing the
street crime locations two key questions occur: 1) How does the street crimes
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1. Introduction

relate to some demographical spatial covariates? 2) Does the different types
of street crimes spatially depend on each other, and if so, is the dependence
positive or negative?

Fig. 1: Left: Street crime locations in Washington D.C. Right: Map of Washington D.C.

To accommodate the issue regarding the layout of the city, one possibility
is to build a linear network space, where the edges correspond to streets.
Such setup has already been applied to determine "hot routes" in criminol-
ogy (Tompson et al., 2008) but also in the field of neurology (Baddeley et al.,
2014). Clearly, when the space is changed from a planar regular region to
a linear network, the proper distance between points is not Euclidean dis-
tance but rather the distance along the network. As showed in Okabe and
Yamada (2001), a summary statistic can be defined on a linear network if the
Euclidean distance is replaced with the shortest path distance. Hence we can
address question 2) using non-parametric methods. Alternatively, Anderes
et al. (2018) developed isotropic covariance functions for Gaussian random
fields on linear networks, where these covariance functions are isotropic in
the sense that they depend on the so-called resistance metric. Thus, one could
build log Gaussian Cox point process models on a linear network from Gaus-
sian random fields with the covariance functions proposed by Anderes et al.
(2018) to address the two key questions. However, difficulties occur when
a linear network is applied to approximate the point space. For instance, a
linear network is not adequate for approximating the street map since the
crimes can also occur in parks or at open spaces. Thereby, a linear network
does not take into account where in the park or the open space the crimes
take place.

Instead we address the two key questions by assuming a semi-parametric
multiplicative model for the intensity function. More specifically, we assume
that the intensity for all types of street crimes has a complex non-parametric
component and a parametric component for each crime type that depends on

7



covariates. The non-parametric component takes into account the layout of
the city and population density. Section 4.3 and Section 4.4 briefly describe
the methodologies that are applied to analyze Washington D.C. street crimes.

Lymph node metastasis

The recent development of super-resolution microscopy techniques now pro-
vide spatial locations of cells and molecules at the nanoscale. The accessible
microscopy data can be analyzed using spatial point processes. The litera-
ture on spatial point process analysis of microsropy data is almost restricted
to simple non-parametric analyses. Rossy et al. (2013) study possible cluster-
ing of Lck cells of the immune system using non-parametric estimates of the
K-function. Yong and Hancock (2018) use non-parametric estimates of the
(cross) K-function to study the spatial dependence between and within types
of proteins in a plasma membrane. In those papers the analyses are insuf-
ficient due to the neglection of inhomogeneity in the point pattern data. In
connection to parametric analysis, Bell and Grunwald (2004) used a Strauss
point process with mixed effects to study replicated point pattern data from
three groups: normal, schizo-affective and schizophrenic. The point pattern
data consisted of locations of pyramidal neurons in the cortex in the human
brain. This data set has earlier been analyzed by Diggle et al. (1991) and later
by Mateu (2001).

In Paper B we consider locations of four types of cells in a lymph node
metastasis. The four types of cells are Stroma cells (Stroma), Cytotoxic T-
lymphocytes cells (CD8), Hypoxic tumor cells (Hypoxic) and Normoxic tu-
mor cells (Normoxic). When taking a closer look at Figure 2 we see a clear

Fig. 2: Left: Fluorescence image of lymph node metastasis. Middle: locations of stroma (red)
and CD8 (blue) cells. Right: locations of Hypoxic (purple) and Normoxic (green) cells

segregation between the two bivariate point patterns (Stroma, CD8) and (Hy-
poxic, Normoxic). Thus, we conduct two distinct bivariate analyses in paper
B. In both analyses we study the second order properties of each bivariate
point pattern. In each of the two bivariate point patterns we see a clear large-
scale trend, which is difficult to model with simple parametric models. In
addition, no covariate information is available. Section 4.4 briefly describes
the methodology that is applied to the lymph node metastasis data.
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2. Point process theory

2 Point process theory

This section briefly describes point process theory with a focus on the nth or-
der joint intensity in the univariate case and the (m, n)th order cross intensity
in the multivariate case.

2.1 Univariate point processes

A univariate point process X on a metric space S is a random countable
subset of S. A more rigorous definition of point processes can be found in
Daley and Vere-Jones (2003). We denote by x a realization of a point process
X and n(x) is the cardinality of x. We only focus on point processes whose
realizations are locally finite subsets of S, i.e. n(x ∩ B) is finite for B ⊆ S with
|B| < ∞. We usually denote by u or v points in S. The construction of X can
be carried out for a general metric space S. We, however, restrict the space
to be S = Rd with associated Euclidean distance d(u, v) = ||u − v|| as the
metric. In practice we observe X in a bounded observation window W ⊂ Rd.

For characterization of a point process we introduce certain functions
called nth order joint intensity functions and denote them by λ(n), where
n ≥ 1. For each n ≥ 1 assume that X has a nth order joint intensity function
λ(n) that fulfills:

E

6=

∑
u1,...,un∈X

1 [u1 ∈ B1, . . . , un ∈ Bn] =
∫

∏n
k=1 Bk

λ(n)(u1, . . . , un)du1 · · ·dun,

(1)
where Bk ⊆ Rd for k = 1, . . . , n. The inequality sign 6= over the summation
means that u1, . . . , un are pairwise distinct. For n = 1 we let λ(1) = λ and
the function is then the intensity function. Using heuristic arguments, we
can think of λ(n)(u1, . . . , un)∏n

k=1 duk as the joint probability for observing n
points from X jointly in n infinitesimally small balls with centres u1, . . . , un
and volumens du1, . . . , dun. We can generalize (1) using standard measure
theoretical arguments for any non-negative function h on (Rd)n:

E

6=

∑
u1,...,un∈X

h(u1, . . . , un) =
∫
(Rd)n

h(u1, . . . , un)λ
(n)(u1, . . . , un)du1 · · ·dun.

(2)
The equality (2) is a central result in this thesis and in general point process
theory. It is often referred to as Campbells formulae.

Although there exists several summary functions to describe the higher
order properties of a point process (see e.g. Møller and Waagepetersen (2004)
for an expansive overview), we only consider the normalized n’th order joint
intensity function g(n) in paper A and paper B. This summary function is
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central for characterization of nth order properties of a point process, and is
for n ≥ 2 defined as:

g(n)(u1, . . . , un) = λ(n)(u1, . . . , un)/λ(u1) · · · λ(un), (3)

provided that λ(n) and λ exists. We define g(n)(u1, . . . , un) = 0 if λ(ui) = 0
for some i = 1, . . . , n. A special case is n = 2, where the function is then the
pair correlation function (PCF) and is denoted by g(2) = g. Using heuristic
arguments, we can interpret λ(u2)g(u1, u2) as the conditional intensity of
observing a point from X in u2, given that u1 ∈ X. Thereby, the PCF reveals
how the presence of a point at u1 affects the intensity of further points of X
at u2.

In general, if λ(·) = λ is constant, we say that X is a homogeneous point
process. Otherwise, we say that X is an inhomogeneous point process. Fur-
thermore, we say that X is a stationary point process if its distribution is
invariant under translations. Moreover, we say that X is isotropic if its dis-
tribution is invariant under rotations around the origin in Rd. Consequently,
an isotropic X has a second order joint intensity that depends on the distance
between the points, i.e. λ(2)(u1, u2) = λ(2)(‖u1 − u2‖). Following Baddeley
et al. (2000) a less restrictive property is second order intensity reweighted
stationary (SOIRS), that is if X has a second order joint intensity that depends
on the difference between pairs of points, i.e. λ(2)(u1, u2) = λ(2)(u1 − u2).

In point process theory we consider a density for one point process with
respect to another. Let X1 and X2 be point processes defined on the same
space S and define Nl f = {x ∈ S : n(x ∩ B) < ∞ for all bounded B ⊆ S}. Fol-
lowing Møller and Waagepetersen (2004), the distribution of X1 is absolutely
continuous with respect to the distribution of X2 if and only if P(X1 ∈ F) > 0
implies P(X2 ∈ F) > 0 for F ⊆ Nl f . If we assume that P(X1 ∈ F) > 0 implies
P(X2 ∈ F) > 0, then by Radon-Nykodym theorem (see Billingsley (1995)),
there exists a function f that fulfills:

P(X1 ∈ F) = E [1[X2 ∈ F] f (X2)] .

The function f is then called the density of X1 with respect to X2. Examples of
such densities are considered in Section 3, where some relevant point process
models are introduced.

2.2 Multivariate point processes

In order to extend the univariate setup for point processes to a multivariate
setup, consider a so-called marked point process. A marked point process
X is a point process on Rd with random "marks" mu ∈ M attached to each
point u ∈ X, where M is a given space. The space M can be of different
type, however we focus on the space M = {1, . . . , p}, i.e. the marks specify p
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2. Point process theory

different types of points. In this context, X then becomes a multi-type point
process. Equivalently, we can define X = (X1, . . . , Xp) as a multivariate point
process, where each Xi is a univariate point process and the indices defines
the types of points.

Besides characterizing the nth order properties of each point process Xi

using λ
(n)
i , another key question is how the point processes interact with

each other. To characterize the interaction between a pair, say Xi and Xj, we

introduce the (m, n)th order cross intensity function and denote it by λ
(m,n)
ij .

For each m, n ≥ 1 we assume that the pair (Xi, Xj) has a (m, n)th order cross

intensity function λ
(m,n)
ij that fulfills:

E

6=

∑
u1,...,um∈Xi

6=

∑
v1,...,vn∈Xj

1 [u1 ∈ A1, . . . , um ∈ Am, v1 ∈ B1, . . . , vn ∈ Bn]

=
∫

∏m
k=1 Ak

∫
∏n

l=1 Bl

λ
(m,n)
ij (u1, . . . , um, v1, . . . , vn)du1 · · ·dumdv1 · · ·dvn,

where Ak, Bl ⊆ Rd for k = 1, . . . , m and l = 1, . . . , n. When i = j and
uk 6= vl for k = 1, . . . , m and l = 1, . . . , n, the function is reduced to λ

(m,n)
ii =

λ
(m+n)
i . Moreover, when m, n = 1 and i 6= j the function is referred to

as the cross intensity and it is denoted by λ
(1,1)
ij = λij. We can think of

λ
(m,n)
ij (u1, . . . , um, v1, . . . , vn)∏m

k=1 duk ∏n
l=1 dvl as the joint probability for ob-

serving m points from Xi and n points from Xj jointly in n+m infinitesimally
small balls with centres u1, . . . , um, v1, . . . , vn and volumens du1, . . . , dum,
dv1, . . . , dvn.

Several summary functions for univariate point processes can be extended
to describe higher order cross properties of a pair (Xi, Xj). However, we focus

on the normalized (m, n)th order cross intensity function, denoted by g(m,n)
ij ,

when characterizing the (m, n)th order cross dependence between (Xi, Xj).
This cross summary function is defined as:

g(m,n)
ij (u1, . . . , um, v1, . . . , vn) =

λ
(m,n)
ij (u1, . . . , um, v1, . . . , vn)

λi(u1) · · · λi(um)λj(v1) · · · λj(vn)
,

provided that λ
(m,n)
ij , λi and λj exists. We define g(m,n)

ij (u1, . . . , um, v1, . . . , vn) =

0 if λi(uk) = 0 for k = 1, . . . , m or λj(vl) = 0 for l = 1, . . . , n. When m, n = 1
and i 6= j the function is then the cross pair correlation function (cross PCF)
and it is denoted by g(1,1)

ij = gij. Heuristic arguments to interpret the PCF can
easily be extended for the interpretation of the cross PCF. Notice, if Xi and Xj
are independent then gij ≡ 1. Thus, we can use the cross PCF as a summary
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function to determine whether Xi and Xj are positively spatially correlated
(gij > 1) or negatively spatially correlated (gij < 1).

From the univariate setup concepts like stationarity, isotropy and SOIRS
can in a straightforward manner be extended to the multivariate setup. In
addition, Campbells formulae can easily be extended for the cross joint in-
tensity function.

3 Point process models

In the last decades there has been an increasing focus on developing new
spatial point process models (see review by Møller and Waagepetersen (2017)
and their references) due to the enhance in computational power and compu-
tational methods, e.g. Markov Chain Monte Carlo (MCMC). Popular choices
of point process models include Markov point processes to model point pat-
terns with interaction (van Lieshout, 2000), Determinantal point processes to
model repulsive point patterns (Lavancier et al., 2015) and log Gaussian Cox
point processes to model clustered point patterns (Møller et al., 1998). This
section introduce the relevant point process models for paper A and paper B.

3.1 Poisson point processes

The Poisson point process plays a key role in spatial statistics as the model of
complete spatial randomness. Hence, Poisson processes are often considered
as "reference" models, when univariate point processes are studied. Further-
more, Poisson processes also play a fundamental role when more complex
point process models are constructed (see Section 3.3). A basic result for
a Poisson process shows that λ(n)(u1, . . . , un) = ∏n

k=1 λ(uk), hence Poisson
processes only depend on their first order properties. Thus, g(u1, u2) = 1
for a Poisson process. Given a point process X with g(u1, u2) > 1 (or
g(u1, u2) < 1), this indicates that pairs of points from X are more (or less)
likely to occur at locations u1 and u2 relative to a Poisson process with same
intensity as X. Consider X1 and X2 as finite Poisson processes on S with
intensities λ1 and λ2. Assume that the distribution of X1 is absolutely con-
tinuous with respect to the distribution of X2. It can then be verified, that X1
has a density f respect to X2, where f is given by:

f (x) = exp
(∫

λ2(u)− λ1(u)du
)

∏
u∈x

λ1(u)/λ2(u), (4)

where x ⊂ S is a finite point pattern.
A multivariate Poisson process can be constructed in a straightforward

manner by defining a marked Poisson process with M = {1, . . . , p} as the
mark space.
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3. Point process models

3.2 Cox point processes

Cox point processes are a class of point processes that generalize Poisson
point processes by the property that the intensity functions are stochastic it-
self. In that sense Cox processes can be understood as "doubly" stochastic
Poisson processes. To establish a more precise characterization of Cox pro-
cesses consider a non-negative random field {Λ(u) : u ∈ S}, i.e. a collection
of non-negative random variables with indices in S. We say that X is a Cox
process driven by Λ, if X conditioned on Λ = λ is an inhomogeneous Pois-
son process with intensity λ. A fundamental result for Cox processes shows
that Var [N(X ∩ B)] ≥ E [N(X ∩ B)], where B ⊂ S. This result reveals that
Cox processes are "overdispersed" relative to a Poisson process, which makes
Cox processes suitable for modeling of clustered point patterns. In general,
the nth order joint intensity is given by:

λ(n)(u1, . . . , un) = E [Λ(u1) · · ·Λ(un)] < ∞, (5)

provided that λ(n) exists. Following (3) the PCF for a Cox process is given by
g(u1, u2) = E [Λ(u1)Λ(u2)] /E [Λ(u1)]E [Λ(u2)], which is useful knowledge
when one wants to obtain an expression of the PCF for a specific type of Cox
process. Consider X as a Cox process restricted to B ⊆ S with |B| < ∞.
Then following (4), a density of X with respect to a Poisson process with unit
intensity is given by:

f (x) = E

[
exp

(
|B| −

∫
B

Λ(u)du
)

∏
u∈x∩B

Λ(u)

]
, (6)

where x is a finite point pattern on B. Notice that (6) is difficult to calculate
due to exp

(∫
B Λ(u)du

)
. To overcome the issue of calculating exp

(∫
B Λ(u)du

)
for statistical inference of a Cox process, we instead describe an alternative
in Section 4. The next section describes one popular choice of a Cox process
model called a log Gaussian Cox process.

3.3 Log Gaussian Cox point processes

One highly popular type of Cox processes is the log Gaussian Cox process
(LGCP), where the log random field is a Gaussian random field. In paper B
LGCP models play a main role, since we assume that the multivariate point
pattern can be modeled as a multivariate LGCP.

Univariate LGCP

Following Møller et al. (1998) we consider a Gaussian random field {V(u) : u ∈
S} with mean function m(u) = E[V(u)] and covariance function cV(u, v) =
Cov [V(u), V(v)], where u, v ∈ S. If X is a Cox process driven by Λ(·) =
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exp(V(·)), then we say that X is a LGCP. If we denote by σ(u)2 = Var [V(u)],
we can rewrite V(u) as:

V(u) = σ(u)U(u) + m(u), (7)

where {U(u) : u ∈ S} is a zero mean unit variance Gaussian random field
with covariance function cU(u, v) = Cov [U(u), U(v)]. It follows directly
from (5) and the moment generating functions for Gaussian random variables
that the intensity function and PCF for a LGCP are given by:

λ(u) = exp
(

m(u) +
1
2

σ(u)2
)

and

g(u, v) = exp (σ(u)cU(u, v)σ(v)) .

For convenience we often assume that X is SOIRS, i.e. σ(u) = σ is constant
and cU(u, v) = cU(u− v). For pairwise distinct u1, . . . , un ∈ Rd the nth order
joint intensity function for a LGCP is given by:

λ(n)(u1, . . . , un) =
n

∏
i=1

λ(ui) ∏
1≤i≤j≤n

g(ui − uj).

Notice that the distribution of a LGCP is fully characterized by the intensity
and PCF. Even dough LGCP models are appealing due to their simplicity and
the intuitive interpretation of σ and m, one could be interested in constructing
an even more flexible Cox process model. Such a model is introduced in
Section 3.4.

Multivariate LGCP

To extend univariate LGCP models to the multivariate case we consider
a multivariate Cox process X = (X1, . . . , Xp)T , where p ≥ 2. A multi-
variate Cox process X is a straightforward extension of the univariate case,
where each Xi is a Cox process driven by a random intensity Λi and con-
ditioned on Λi = λi, each Xi is an independent inhomogeneous Poisson
process with intensity λi. Following Waagepetersen et al. (2016) we con-
sider Y(u) = (Y1(u), . . . , Yq(u))T and U(u) = (U1(u), . . . , Up(u))T , where
{Yl(u) : u ∈ S}, l = 1, . . . , q, and {Ui(u) : u ∈ S}, i = 1, . . . , p, are zero mean
unit variance Gaussian random fields with covariance functions cYl (u, v) =
Cov [Yl(u), Yl(v)] and cUi (u, v) = Cov [Ui(u), Ui(v)], respectively. We can
expand (7) to the multivariate case:

Vi(u) = mi(u) +
q

∑
l=1

αil(u)Yl(u) + σi(u)Ui(u),
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where the function mi(u) is deterministic and may depend on spatial covari-
ates. We assume independence within and between Y(u) and U(u). More-
over, we assume that X is second order cross intensity reweighted isotropic,
i.e. cYl (u, v) = cYl (||u − v||), cUi (u, v) = cUi (||u − v||), σi(u) = σi and
αil(u) = αil . The purpose of Yl is to represent latent variables that affect
all the components in X, while the concept of Ui is to model the cluster-
ing within each component Xi, i = 1, . . . , p. A multivariate LGCP X is then
a multivariate Cox process, where each component has a random intensity
function given by:

Λi(u) = exp (Vi(u)) . (8)

Using the moment generating function for Gaussian random variables the
intensity is given by:

λi(u) = E [Λi(u)] = exp

(
mi(u) +

q

∑
l=1

α2
il

2
+

σ2
i

2

)
.

Similarly, the cross intensity between Xi and Xj is given by:

λij(u, v) = E
[
Λi(u)Λj(v)

]
= exp

(
mi(u) +

q

∑
l=1

α2
il

2
+

σ2
i

2

)
exp

(
mj(v) +

q

∑
l=1

α2
jl

2
+

σ2
j

2

)

× exp

(
q

∑
l=1

αilαjlcYl (||u− v||) + 1[i = j]σ2
i cUi (||u− v||)

)
.

Hence, the cross PCF between Xi and Xj is given by:

gij(||u− v||) = exp

(
q

∑
l=1

αilαjlcYl (||u− v||) + 1[i = j]σ2
i cUi (||u− v||)

)
.

If i 6= j and ∑
q
l=1 αilαjlcYl (||u − v||) > 0 (∑

q
l=1 αilαjlcYl (||u − v||) < 0) this

indicates that Xi and Xj are positively (negatively) spatially correlated at
lag ||u − v||, while ∑

q
l=1 αilαjl = 0 indicates that Xi and Xj are indepen-

dent. Paper B assume a multivariate LGCP for the multivariate point pattern
data along with a semi-parametric model for the intensity. Thus, paper B
propose methodology to infer the parameters αil and σ2

i , i = 1, . . . , p and
l = 1, . . . , q without estimating the complex non-parametric component in
the semi-parametric intensity.

3.4 Tukey-Cox point processes

Although univariate LGCP models are appealing due to their simplicity and
intuitive interpretation of the parameters σ2 and m, one could be interested
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in expanding the univariate LGCP models to even more flexible models. Fol-
lowing Xu and Genton (2017) the Tukey t-and-h transformation is given by:

τt,h(z) = exp
(

h2

2
z
)

exp(tz)/t− t,

where τt,h is a strictly monotone function of z, h ≥ 0 and t ∈ R. Let Z ∼
N(0, 1). Then we can define V = τt,h(Z) as a stochastic variable that follows a
Tukey t-and-h distribution. We can interpret t as the parameter that controls
the skewness of the distribution, while h controls the tails of the distribution.
Inspired by the Tukey t-and-h distribution we can define:

V(u) =
γ(u)

2
Z2(u) + σ(u)Z(u) + m(u),

where Z is a zero mean unit variance Gaussian random field with covariance
function c(ui, uj) = Cov(Z(ui), Z(uj)). Following the unpublished paper
by Genton et al. (2020), we can then define by X a Tukey Cox point pro-
cess (TCP), if X is a Cox process with random intensity Λ(u) = exp(V(u)).
Clearly, if γ(·) = 0, then X reduces to a LGCP. Furthermore, if σ(·) = σ0 is
fixed and γ(·) > 0 (or γ(·) < 0), then the resulting TCP is more (less) clus-
tered than a LGCP with the same σ0 and intensity as the TCP. In that sense,
a TCP is a more flexible model compared to a LGCP. For convenience, we as-
sume that X is SOIRS and isotropic, i.e. γ(u) = γ and σ(u) = σ are constant
and c(ui, uj) = c(r) where r = ||ui − uj||. Following Genton et al. (2020), we
can use the moment generating functions for Gaussian random variables and
obtain the intensity for a TCP:

λ(u) = E[Λ(u)] =
1√

1− γ
exp

(
σ2

2(1− γ)
+ m(u)

)
. (9)

In general, we can derive the nth order joint intensity λ(n) for a TCP X un-
der some mild assumptions. Consider Z = (Z(u1), . . . , Z(un))T ∼ N(0, Σ),
where 0 = (0, . . . , 0)T is a n × 1 mean vector and Σ is a n × n covariance
matrix with entries Σij = c(||ui − uj||). Denote by |M| the determinant of
a matrix M. If we assume that Σ is positive definite and γ ≤ 1/n, then
following Genton et al. (2020) we can derive λ(n) for X using the moment
generating functions:

λ(n)(u1, . . . , un) = E[Λ(u1) . . . Λ(un)]

= |In − γΣ|1/2exp
(

mn +
1
2

sT(In − γΣ)−1Σs
)

, (10)
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3. Point process models

where s = (σ, . . . , σ)T , In is an n× n identity matrix and mn = ∑n
i=1 m(ui).

Notice, that we are able to rewrite (10) as:

λ(n)(u1, . . . , un) =

n

∏
k=1

λ(uk)

(
(1− γ)n

|In − γΣ|

)1/2

exp
(

1
2

sT(In − γΣ)−1Σs− n
2

σ2

1− γ

)
. (11)

From (11) we can derive the PCF for a TCP X, which is a parametric model
given by:

g(r; γ, σ2) =

(
1−

[
γ

1− γ
c(r)

]2
)−1/2

exp

 σ2

(1− γ)2

c(r) + γ
1−γ c(r)2

1−
(

γ
1−γ c(r)

)2

 ,

(12)

where γ ≤ 1/2 and σ2 ∈ R+.
One subject of this thesis has been to propose a method to infer the param-

eters γ and σ2 in a TCP. Clearly, one need to consider at least second order
moments to make γ and σ2 identifiable, since the estimation of γ and σ2 can-
not be estimated separately using (9). One option is to follow Waagepetersen
and Guan (2009) and estimate γ and σ2 using a two-step estimation approach.
Using this approach one may estimate the intensity function parametrically
and then plug in the intensity estimate into a so-called second order estimat-
ing function (see Waagepetersen and Guan (2009) for details), which crucially
depends on the PCF. However, consider (12) at lag zero and fix σ2 = σ2

0 . Then
c(0) = 1 and we can rewrite (12) as:

g(0, γ, σ2
0 ) =

(
(1− γ)2

1− 2γ

)1/2

exp
(

σ2
0

1
(1− γ)(1− 2γ)

)
. (13)

When taking a closer look at (13), this is a convex function of γ with limits:

lim
γ→1/2

g(0, γ, σ2
0 ) = ∞ and lim

γ→−∞
g(0, γ, σ2

0 ) = ∞.

This suggets that one needs to impose some restrictions on the parameter
space of γ in order to make γ identifiable. Figure 3 shows the values of the
PCF for a TCP at lag 0 with fixed σ0 = 0.5 and values of γ between −3 and
0.2. From Figure 3 we see that it is not clear how to restrict the parameter
space of γ in order to make an one-to-one correspondance between γ and
g(0; γ, σ2

0 ), since the global minimum of the PCF depends on the values of
σ2 and γ. As a conclusion, the identifiability issue regarding γ remains a
subject for further research such that TCP models can be applied as point
process models to analyze point pattern data.
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Fig. 3: Plot of the true PCF for a specific choice of TCP at lag 0 with σ0 = 0.5 and values of γ
between −3 and 0.2.

4 Estimating functions

This section provides an alternative to Monte Carlo methods and simulation
based inference for Cox processes (see Møller and Waagepetersen (2004) for
details).

4.1 General theory on estimating functions

In this section we introduce the theory of estimating functions, which gen-
eralizes the concept of maximum likelihood estimation. In the following we
consider a random vector Z = (Z1, . . . , Zm). Associated with Z is a parameter
vector θ = (θ1, . . . , θK)

T and P = {fZ(·; θ)}θ∈Θ as a parameterized class of
statistical models, where θ is a parameter in the parameter space Θ ⊆ RK.
Given an observed sample z = (z1, . . . , zm) one can define a likelihood func-
tion of θ as the joint probability density at the observed data z:

L(θ; z) = fZ(z; θ). (14)

By maximizing (14) one can obtain an estimate of θ, which is known as the
maximum likelihood estimator (MLE). In fact, if l(θ; z) = log(L(θ; z)) is dif-
ferentiable with respect to θ, one can obtain the MLE by solving:

s(θ; z) = 0,
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4. Estimating functions

where s = dl/dθ is called the score function. Notice, a sufficient condition
for a local MLE θ̂ is that the Hessian matrix H = ds/dθT evaluated at θ̂ is
negatively semi-definite.

To generalize the concept of maximum likelihood estimation we consider
a so-called estimating function ψ, which is a vector function on RK × Rm

with components ψ = (ψ1, . . . , ψK)
T . A strict measure theoretic definition of

estimating functions can be found in Song (2007). To identify the parame-
ters the number of components of ψ need to be of same cardinality as the
dimension of Θ. In general, by solving the equation:

ψ(z; θ) = 0 (15)

we can obtain an estimate for the parameter θ of interest. Equation (15) is
called an estimating equation. If ψ and ψ̃ provide the same estimates for
given z, we can consider ψ and ψ̃ as equivalent estimating functions. Fur-
thermore, if Eθ [ψ(z; θ)] = 0 for all θ ∈ Θ, we call ψ an unbiased estimating
function.

For some data sets it is difficult to specify or compute a full parametric
density function. Then one may develop estimating functions that are simpler
than the score function but still sensible for estimation of θ.

4.2 General theory on composite likelihood

One alternative to MLE is composite likelihood estimation, which is con-
structed by a multiplum of a collection of likelihood components. The like-
lihood components can be marginal or conditional probability density func-
tions, where the dependence between the components is ignored. The re-
sulting estimating function is derived as the derivative of the sum of log-
likelihood components. Even though the estimating function is derived from
a misspecified model, the function is still unbiased and thereby sensible for
parameter estimation.

To outline the concept of composite likelihoods we consider a random
vector Z = (Z1, . . . Zm). Furthermore, we associate Z with a joint probability
density function fZ(·; θ), where the parameter θ is in a parameter space Θ ⊆
RK. Given a sample z = (z1, . . . , zm) and a subset of indices B ⊆ {1, . . . , N}
we can construct the following likelihood function:

LZB(θ, z) = fZB (zB; θ) ,

where ZB = (Zk)k∈B. Now define a set of indices {B1, . . . , BN}, where Bk ⊆
{1, . . . , N}. Following Varin et al. (2011) we define by:

Lcl(θ; z) =
N

∏
k=1

LZBk
(θ; zBk )

wk
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a composite likelihood function, where wk are non-negative weights. If wk =
wl for all k, l = 1, . . . , N, the weights are simply omitted. Although many
types of composite likelihood functions can be constructed, we only focus on
first and second order composite likelihoods, i.e:

L1(θ; z) =
N

∏
k=1

fZBk
(zBk ; θ), and L2(θ; z) = ∏

k 6=l
fZBkl

(zBkl ; θ),

where Bk = {k} and Bkl = {k, l}. The first order composite likelihood func-
tion is often referred to as the independence likelihood, since this function
consists of a product of marginal likelihood functions. As a consequence, the
first order composite likelihood can only infer marginal parameters. How-
ever, the second order composite likelihood function can be used to infer
parameters that relates to dependence between Zk and Zl .

4.3 First order composite likelihood in paper A

The theory of composite likelihood functions plays a central role in this thesis,
since the theory is applied in paper A and paper B to construct new methods
to infer the first and second order properties in multivariate point pattern
data with complex intensity functions. As mentioned in Section 1.1 we ana-
lyze in paper A how street crimes in Washington D.C. relate to demograph-
ical spatial covariates. As already pointed out, the street crime occurrences
depend in a complex way on the population density and the urban structure
of the city. Denote by X = (X1, . . . , Xp) a multivariate spatial point process,
where Xi is a spatial point process of type i, i = 1, . . . , p. To accommodate the
difficulty of modeling the complex intensity functions we assume in paper A
that each Xi has a semi-parametric intensity function of the form:

λi(u; γi) = λ0(u)exp
(

γT
i z(u)

)
, (16)

where λ0(·) is a complex background intensity that is assumed to be com-
mon for all the types of points. In case of Washington D.C. street crimes, λ0
takes into account the population density and the urban structure of the city.
Moreover, z(u) ∈ R(q+1) is a vector of spatial covariates at location u, while
γi ∈ R(q+1) is a vector of regression parameters.

Since λ0(·) is completely unspecified the parameters γi are not identi-
fiable. To overcome this issue we instead choose a baseline, say Xp, and
estimate contrasts βi = γi − γp, for i = 1, . . . , p− 1. In paper A we estimate
each βi by constructing a conditional probability at some location u. We con-
dition on that an event is observed at u. The probability that u is from type i
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4. Estimating functions

is then given by:

pi(u; β) =
λi(u; γi)

∑
p
k=1 λk(u; γk)

=


exp(βT

i z(u))
1+∑

p−1
k=1 exp(βT

k z(u))
, i = 1, . . . p− 1

1
1+∑

p−1
k=1 exp(βT

k z(u))
, i = p.

Notice that the probabilities do not depend on the complex background in-
tensity. In paper A we apply the theory of first order composite likelihood
function to define the multinomial conditional composite likelihood function:

L(β) =
p

∏
i=1

∏
u∈Xi∩W

pi(u; β).

The resulting log multinomial conditional composite likelihood function is
then:

l(β) =
p

∑
i=1

∑
u∈Xi∩W

βT
i z(u)− log

(
1 +

p−1

∑
k=1

exp
(

βT
k z(u)

))
. (17)

Since (17) is a concave function of β, we maximize (17) by solving the estima-
tion equation e(β) = 0, where

e(β) = (e1(β)T , . . . , ep−1(β)T)T , (18)

and

ei(β) = ∑
u∈Xi∩W

z(u)−
p

∑
l=1

∑
u∈Xl∩W

z(u)exp
(

βT
i z(u)

)
1 + ∑

p−1
k=1 exp

(
βT

k z(u)
) , i = 1, . . . , p− 1.

We show some asymptotic properties of β̂ in paper A when X is observed on
a sequence of increasing windows Wn. The main asymptotic results of β̂ are
presented in Section 5.1.

4.4 Second order composite likelihood in paper B

As pointed out earlier, the first order composite likelihood function cannot
infer parameters that relate to dependence between random events. Instead
we define a second order composite likelihood function. To study the full
between and within dependence structure of a multivariate point process, we
assume in paper B that the multivariate point pattern data can be modeled
as a multivariate LGCP model X = (X1, . . . , Xp). We assume that X is second
order cross intensity reweighted stationary and isotropic, which means that
gij(u, v) = gij(r) for all i, j = 1, . . . , p, where r = ||u− v||. In paper B we deal
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with the complex intensity functions for each Xi by combining the random
intensity functions (8) with the semi-parametric model (16), i.e:

Λi(u) = λ0(u)exp
(

γT
i z(u)

)
exp

(
mi +

q

∑
l=1

αilYl(u) + σiUi(u)

)
,

where mi = −∑
p
l=1 α2

il/2− σ2
i /2. Following paper B, the intensity of Xi is:

λi(u) = E [Λi(u)] = λ0(u)exp
(

γT
i z(u)

)
.

In a similar way, we can calculate the cross intensity function between Xi and
Xj:

λij(u, v) = E
[
Λi(u)Λj(v)

]
=λ0(u)λ0(v)exp

(
γT

i z(u)
)

exp
(

γT
j z(v)

)
× exp

(
q

∑
l=1

αilαjlcYl (r) + 1[i = j]σ2
i cUi (r)

)
.

We use the exponential correlation function for cYl (r) and cUi (r) in paper B,
i.e cYl (r) = exp (−r/ξl) and cUi (r) = exp (−r/ϕi), where ξl , l = 1, . . . , q and
ϕi, i = 1, . . . , p are correlation scale parameters. Let θ be the concatenation of
α·k = (α1k, . . . , αpk)

T , k = 1, . . . , p, σ2 = (σ2
1 , . . . , σ2

p)
T , ξ = (ξ1, . . . , ξq)T and

ϕ = (ϕ1, . . . , ϕp)T . The cross PCF between Xi and Xj is then of the form:

gij(r; θ) = exp

(
q

∑
l=1

αilαjlexp
(
−r
ξl

)
+ 1[i = j]σ2

i exp
(
−r
ϕi

))
.

Now assume that β is known and estimated using the approach described
in Section 4.3 and denote by fi(u) = exp(βT

i z(u)). In paper B we adapt the
ideas from paper A to construct second order conditional probabilities in a
similar way. We condition on that two events are observed at u and v where
u 6= v. The conditional probability that u is of type i and v is of type j is then
given by:

pij(u, v; θ) =
λij(u, v)

∑k,l λkl(u, v)
=

fi(u) f j(v)gij(u, v; θ)

∑k,l fk(u) fl(v)gkl(u, v; θ)
. (19)

Notice that (19) does not depend on λ0(·)λ0(·). To estimate θ we then maxi-
mize the following second order conditional composite likelihood:

L(θ) = ∏
ij

6=

∏
u∈Xi∩W
v∈Xj∩W

1[||u− v|| ≤ R]pij(u, v; θ), (20)

where R > 0 is a user-specific tuning parameter. Since we do not have any
closed-form solution for this maximization problem, we instead estimate θ
using an iterative Newton-Raphson method as described in paper B.
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5. Summary of findings in part II

5 Summary of findings in part II

This section summarizes the main findings in paper A and paper B.

5.1 Summary of findings in paper A

In paper A we show some asymptotic properties of β̂ when X is observed on
a sequence of increasing windows Wn. Let |Wn| be the size of Wn. Denote by
e(n)(β) the multinomial conditional composite likelihood estimating function
in (18) evaluated on Wn and let β̂n be the sequence of estimators that solves
the estimating equation e(n)(β) = 0. Furthermore, let β∗i = γ∗i − γ∗p, where
γ∗i is the true value of the semi-parametric intensity function for Xi. Under
mild conditions (C1-C4 in paper A) we show in paper A that there exists a
sequence of solutions β̂n that solves e(n)(β) = 0 for which:

β̂n
p−→ β∗,

as n → ∞. To show consistency of β̂n we use Theorem 2 in Waagepetersen
and Guan (2009) and verify their conditions W1-W4 (see Section C.1 in paper
A for details).

Furthermore, the asymptotic covariance matrix of β is of the form:

S(β∗)−1Σ(β∗, g)S(β∗)−1,

where S(β∗) = E
[

d
dβT − e(β∗)

]
is the sensitivity matrix and Σ(β∗, g) =

Var [e(β∗)] is the covariance matrix of e(β∗). The expressions for S(β∗) and
Σ(β∗, g) can be found in paper A. Let S̄(β∗) = S(β∗)/|Wn| and Σ̄(β∗, g) =
Σ(β∗, g)/|Wn|. Under mild conditions (C1-C4 and N1-N3 in paper A) we
show in paper A that:

|Wn|−1/2Σ̄−1/2
n (β∗, g)S̄(β̂n − β∗)

d−→ N
(

0, I(p−1)q

)
.

To show asymptotic normality of βn we consider a first order Taylor expan-
sion of e(n)(β) = 0 around β∗. Subsequently, we follow Theorem 3.1 in
(Biscio and Waagepetersen, 2019) and verify conditions H1−H4 (see Section
C.2 in paper A for details).

Notice that Σ(β∗, g) depends on the underlying cross PCFs. Moreover,
the estimation of cross PCFs requires consistent estimates of the intensity
functions. Since λ0 is unknown, we are not available to provide consistent
estimates of the intensity functions under model (16). However, when taking
a closer look at Σ(β∗, g) we found in paper A that the expressions of Σ(β∗, g)
can be computed using estimates of ratios of cross PCFs, i.e.

gij,kl(u, v) = gij(u, v)/gkl(u, v), i, j = 1, . . . , p, (21)
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where the types k and l are fixed. Consider now the quantity:

Fij(r; b, β) =
6=

∑
u∈Xi∩W
v∈Xj∩W

kb(||u− v|| − r)
pi(u; β)pj(v; β)

, (22)

where kb(·) = k(·/b)/b is a kernel function defined on a bounded interval in
R and b is a bandwidth. In paper A we define:

ĝij,kl(r; b, β̂) = Fij(r; b, β̂)/Fkl(r; b, β̂)

as an estimator of (21). Let bn be a sequence of bandwidths and denote by
ĝij,kl(r; bn, β̂n) a sequence of estimators:

ĝij,kl,n(r; b, β̂) = Fij,n(r; b, β̂)/Fkl,n(r; b, β̂),

where Fij,n’s are given by (22) with W = Wn. Under mild conditions (C2 and
K1-K3 in paper A) we show in paper A that:

ĝij,kl,n(r; b, β̂)
p−→ gij,kl(r), as n→ ∞ for i, j, k, l = 1, . . . , p. (23)

The proof of (23) can be found in Section C.3 in paper A.

5.2 Summary of findings in paper B

In paper B the parameters αil are not identifiable due to the unknown λ0. In
fact, we are only able to estimate contrasts αil − αpl , i = 1, . . . , p− 1, where we
choose Xp as a baseline. In order to make αil identifiable and thereby infer
the PCFs and cross PCFs in a multivariate LGCP we need to impose some
restrictions on the αils. We impose the sum-to-zero constraint ∑

p
i=1 αil = 0,

l = 1, . . . , q, in paper B to ensure identifiability. With abuse of notation, we
denote by α both the matrix [αil ]il and the vectorized version where the matrix
is laid out column-wise (αT

·1, . . . , αT
·q)

T ∈ Rpq. We propose an optimization
algorithm in paper B to infer θ, where we accommodate the sum-to-zero
constraint on αil by the change of variable Bψ = α, where ψ is a (p− 1)× q
matrix and

BT =


1 0 . . . 0 −1
0 1 . . . 0 −1
...

...
. . .

...
...

0 0 . . . 1 −1


is a (p− 1)× p matrix. We then estimate ψ, which is identifiable. Hence, we
get α̂ = Bψ̂.
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5. Summary of findings in part II

One limitation of paper B is that we did not establish asymptotic results
for the parameter estimates in the multivariate LGCP model. To establish
such asymptotic results one would need the expression of the sensitivity and
the variance of the second order conditional composite likelihood estimating
function. In fact, to provide an unbiased estimate of the variance of the
second order conditional composite likelihood estimating function, one need
to compute a certain complex quadruple sum. To compute such an quadruple
sum is both time consuming and also numerically unstable. Instead, we
in paper B combine the negation of the log of (20) with Lasso penalization
(Tibshirani, 1996) to enable the parameter estimates of αil to be exactly zero.
In that way, we can determine whether two point processes are independent.
In paper B we define the regularized object function as:

−log (L(θ)) + η
p

∑
i=1

q

∑
l=1
|αil |, Cα = 0,

where η is a penalty parameter and C is a q× pq matrix given by:

C =


1 · · · 1 0 · · · 0 · · · 0 · · · 0
0 · · · 0 1 · · · 1 · · · 0 · · · 0
... · · ·

...
... · · ·

...
. . .

... · · ·
...

0 · · · 0 0 · · · 0 · · · 1 · · · 1

 .

Notice that we use the vectorized version of α. In paper B we apply the
augmented Lagrangian algorithm proposed by Shi et al. (2016) to compute α̂
(see Section D in paper B for details).

We also propose a K-fold cross validation criterion in paper B to determine
the value of q and η. For each i, j, let Mij denote the set of pairs (u, v), where
u ∈ Xi, v ∈ Xj and 0 < ||u − v|| < R, where R is specified in (20). We
randomly split Mij into K subsets Mij,1, . . . , Mij,K of equal sizes. For each
k = 1, . . . , K we obtain a parameter estimate θ̂k by maximizing:

lk(θ) = ∑
i,j

6=

∑
(u,v)∈Mij,−k

log
(

pij(u, v; θ)
)
+ η

p

∑
i=1

q

∑
l=1
|αil |, Cα = 0,

where Mij,−k = ∪l 6=k Mij,l . The kth cross validation score is then:

CVk(q, η) = ∑
i 6=j

6=

∑
(u,v)∈Mij,k

log
(

pij(u, v; θ̂k)
)

.

Let CV(q, η) be the average of CVk(q, η), k = 1, . . . , K. Then one can choose q
and η that minimizes CV(q, η). In paper B we first select q and secondly η,
since q determines the overall model complexity, while the choice of η > 0
may introduce additional sparsity for a given choice of q.
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1. Introduction

Abstract

We propose a new method for analysis of multivariate point pattern data observed
in a heterogeneous environment and with complex intensity functions. We suggest
semi-parametric models for the intensity functions that depend on an unspecified
factor common to all types of points. This is for example well suited for analyzing
spatial covariate effects on events such as street crime activities that occur in a com-
plex urban environment. A multinomial conditional composite likelihood function is
introduced for estimation of intensity function regression parameters and the asymp-
totic joint distribution of the resulting estimators is derived under mild conditions.
Crucially, the asymptotic covariance matrix depends on ratios of cross pair correla-
tion functions of the multivariate point process. To make valid statistical inference
without restrictive assumptions, we construct consistent non-parametric estimators
for these ratios. Finally, we construct standardized residual plots, predictive probabil-
ity plots, and semi-parametric intensity plots to validate and to visualize the findings
of the model. The effectiveness of the proposed methodology is demonstrated through
extensive simulation studies and an application to analyzing the effects of socio-
economic and demographical variables on occurrences of street crimes in Washington
DC.

1 Introduction

Multivariate point pattern data with many types of points are becoming in-
creasingly common. Ecologists collect large data sets on locations and species
of plants and animals, while police authorities gather ever-increasing data
sets on times, locations, and types of crimes. In epidemiology, multivari-
ate point pattern data sets concern geo-referenced occurrences of different
types of disease or bacteria. While the literature of bivariate point patterns
is fairly well-developed (see e.g. the review in Waagepetersen et al. (2016)),
much less work has been done on the statistical analysis of point patterns
with more than two types of points. Diggle et al. (2005) and Baddeley et al.
(2014) considered four- and six-variate multivariate Poisson processes and
more recently Jalilian et al. (2015) and Waagepetersen et al. (2016) considered
five- and nine-variate multivariate Cox processes. Rajala et al. (2018) and
Choiruddin et al. (2019) consider penalized estimation for respectively multi-
variate Gibbs and log Gaussian Cox point processes for data sets containing
locations of more than 80 species of rain forest trees.

This paper is concerned with statistical modeling of the first-order inten-
sity functions of a multivariate spatial point process with an arbitrary num-
ber of types of points. For clarity of exposition we discuss our proposal in
relation to the specific problem of street crime analysis where we focus on
the spatial aspects of street crimes aggregated over a time span of interest,
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see also the data example in Section 6. To model street crime activities as
a multivariate point process poses three major challenges: (1) to handle the
high complexity of the first-order intensity function for each type of points;
(2) to relate the street crime locations to available spatial covariates; (3) to
take into account spatial correlations within and between different types of
crimes. The first challenge arises because street crime activities depend in
a complicated way on the layout of the city (streets, squares, malls,...) as
well as the typically unknown population density at any location. More-
over, the intensity of crime activities may also change abruptly from one area
to neighboring areas. The second challenge arises because it is of great in-
terest to police and criminologists to gain information on how street crime
occurrences are related to demography, socio-economic variables, and other
covariates. Such information is, for example, helpful to assess the validity
of competing theories concerning the causes of the occurrence of crime in
space (Weisburd et al., 1993; Cohen et al., 2007; Haberman, 2017), see also
Section 3.1. To properly assess the effects of covariates it is necessary to take
into account the spatial correlation between street crimes, which leads to the
third challenge.

To address the aforementioned first two challenges, we propose a semi-
parametric regression model for the first-order intensity functions. Specif-
ically, we propose a multiplicative model where the intensity function for
each type of points is a product of a non-parametric component common to
all types of points and a parametric component that models the influence of
the covariates on the intensity function. The common non-parametric com-
ponent models background factors such as population density or variation in
intensity due to the layout of a city. To fit the model we propose a conditional
composite likelihood function that does not depend on the non-parametric
factor and is formally equivalent to multinomial logistic regression. We de-
rive the asymptotic joint distribution of the resulting estimators and provide
an estimator of the asymptotic covariance matrix. A few papers have con-
sidered building full parametric models for clustered multivariate point pro-
cesses (Jalilian et al., 2015; Waagepetersen et al., 2016; Rajala et al., 2018).
However, these parametric models impose restrictive assumptions that are
difficult to verify in practice and fitting the models can be rather challenging
when the number of point types is large.

Our approach is inspired by the case-control methodology introduced in
Diggle and Rowlingson (1994) and further considered in Guan et al. (2008),
Zimmerman et al. (2012) and Xu et al. (2019). However, we do not restrict
attention to the bivariate case considered in these references. Our approach
also has some resemblance to Diggle et al. (2005) who considered spatially
varying risks of occurrence of one type of bacteria relative to the occurrence
of other types. We, however, estimate relative risks using parametric models
depending on covariates, where Diggle et al. (2005) applied non-parametric
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kernel estimation. Diggle and Rowlingson (1994), Guan et al. (2008), Zimmer-
man et al. (2012), and Xu et al. (2019) further assume independence between
different types of points and that points of at least one type forms a Poisson
process while Diggle et al. (2005) and Zimmerman et al. (2012) assume that all
the different types of points form Poisson processes which are independent.
According to the third challenge mentioned above, we do not assume that
any of the point processes are Poisson and we do not assume independence
between different types of points. This significantly expands the applicabil-
ity of the proposed methodology to ever-growing multivariate point pattern
data collected in the big data era.

Our analysis of the street crime data clearly shows that the different types
of street crimes are not distributed as Poisson processes and are also not
independent of each other, see Figure A.4 for details. Thus, the inferential
procedures considered in the existing work cited above, including Diggle and
Rowlingson (1994), would not be valid even in the bivariate case. Table A.2 in
our simulation study demonstrates that ignoring spatial correlations among
different point patterns will lead to severe under-coverage of the resulting
confidence intervals. Table A.4 of our crime data analysis also suggests that
failure to take into account spatial correlations within and between types of
points may result in misleading interpretations of the effects of some covari-
ates.

Our theoretical investigation reveals that the asymptotic covariance matrix
of our proposed estimator depends on the so-called pair correlation functions
(PCFs) and cross PCFs of the multivariate point process, neither of which can
be consistently estimated due to the common non-parametric component in-
cluded in the model of the first-order intensity functions. A major novelty
of our approach is our discovery that the asymptotic covariance matrix can
be consistently estimated by an estimator expressed in terms of ratios of the
PCFs and cross PCFs, but not the individual PCFs and cross PCFs themselves.
In contrast to the individual PCFs and cross PCFs, it is possible to estimate
these ratios consistently under the proposed model. However, the naive use
of kernel estimators for PCF/cross-PCF ratios can still lead to serious under-
coverage of the resulting confidence intervals. To further improve the quality
of statistical inference, we developed a novel regularized non-parametric es-
timator for these ratios by imposing some mild shape constraints. To the best
of our knowledge, no such regularized estimator has been studied in the lit-
erature. Consequently, valid statistical inferences can be performed for the
estimated regression coefficients without restrictive parametric assumptions.

The proposed semi-parametric regression model for the first-order inten-
sity functions allows us to study relative risks given by the ratios of the first-
order intensity functions. Our estimators of ratios of PCFs and cross PCFs
allow us to generalize this concept to the second-order setting. The appli-
cation to street crime data in Section 6 shows that practical insights can be
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gained by studying these PCF and cross PCF ratios. This is another novelty of
our work. A final novel feature of our semi-parametric model is that we can
combine information for all types of points to estimate the non-parametric
component and subsequently obtain semi-parametric estimates of the inten-
sity function for each type of points. This provides a more precise alternative
to the usual non-parametric kernel intensity function estimator that is applied
to each type of points separately.

The rest of the paper is organized as follows. Section 2 provides an
overview of multivariate point processes with a focus on intensity and cross
pair correlation functions. The semi-parametric model and its inference are
introduced in Section 3 and theoretical investigations are given in Section 4.
Simulation studies are presented in Section 5 and an application to Wash-
ington DC street crime data is given in Section 6. Concluding remarks are
given in Section 7 and all technical proofs are collected in the supplementary
material.

2 Background on multivariate point processes

Denote by X = (X1, . . . , Xp) a multivariate spatial point process, where Xi is
a random subset of Rd with the property that Xi ∩ B is of finite cardinality
for all bounded B ⊆ Rd and i = 1, . . . , p. We assume that each Xi is observed
in a bounded window W ⊂ Rd and Xi ∩ Xj = ∅ for any i 6= j. Assume that

for each m ≥ 1 and i = 1, . . . , p, there exists a non-negative function λ
(m)
i (·)

such that

E
6=

∑
u1,...,um∈Xi

1 [u1 ∈ A1, . . . , um ∈ Am] =
∫

∏m
j=1 Aj

λ
(m)
i (u1, . . . , um)du1 · · ·dum,

where Aj ⊂ Rd, and ∑ 6= indicates that u1, . . . , um are pairwise distinct. The

function λ
(m)
i (·) is called the m’th order joint intensity function of Xi. When

m = 1, the function λ
(1)
i (·) is referred to as the intensity and is denoted

λi(·). Assume further that for each n, m ≥ 1 and i, j = 1, . . . , p, there exists a
non-negative function λ

(m,n)
ij (·, ·) such that

E
6=

∑
u1,...um∈Xi

6=

∑
v1,...,vn∈Xj

1[u1 ∈ A1, . . . , um ∈ Am, v1 ∈ B1, . . . , vn ∈ Bn] (A.1)

=
∫

∏m
j=1 Aj

∫
∏n

j=1 Bj

λ
(m,n)
ij (u1, . . . , um, v1, . . . , vn)du1 · · ·dumdv1 · · ·dvn,

where Ak ⊂ Rd and Bl ⊂ Rd for k = 1, . . . , m and l = 1, . . . , n. The function
λ
(m,n)
ij (·, ·) is referred to as the (m, n)’th order cross intensity function between
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Xi and Xj, i, j = 1, . . . , p. The normalized (cross) joint intensities g(m)
i (·) and

g(m,n)
ij (·, ·) are defined as

g(m)
i (u1, . . . um) = λ

(m)
i (u1, . . . , um)/

m

∏
l=1

λi(ul), and

g(m,n)
ij (u1, . . . , um, v1, . . . , vn) =

λ
(m,n)
ij (u1, . . . , um, v1, . . . , vn)

∏m
l=1 λi(ul)∏n

k=1 λj(vk)
, (A.2)

provided the denominators on the right hand sides are positive (otherwise
we define g(m)

i (u1, . . . , um) = 0 and g(m,n)
ij (u1, . . . , um, v1, . . . , vn) = 0). For

i 6= j, g(1,1)
ij (·, ·) is referred to as the cross pair correlation function (cross

PCF) and g(1,1)
ii (·, ·) coincides with g(2)i (·, ·) which is known as the pair corre-

lation function (PCF). From now on, we write gi(·, ·) for g(2)i (·, ·) and gij(·, ·)
for g(1,1)

ij (·, ·). The notion of cross joint intensities and their normalized ver-

sions can be generalized in an obvious way to joint cross intensities λ
(n1,...,nk)
i1i2···ik

and normalized cross joint intensities g(n1,...,nk)
i1i2···ik for Xi1 , . . . , Xik for any k ≥ 1,

{i1, . . . , ik} ⊆ {1, 2, . . . , p}, and integers n1, . . . , nk ≥ 1.
Suppose that a point from Xi is observed at u. Then λj(v)gij(u, v) can be

interpreted as the conditional intensity of Xj at v given that u ∈ Xi. Thus
the cross PCF informs on how presence of a point in u affects the intensity
of further points in Xj. In the special case when Xi and Xj are indepen-
dent, gij(u, v) ≡ 1. If X = (X1, . . . , Xp) consists of independent Poisson

processes, we call X a multivariate Poisson process. Then λ
(m)
i (u1, . . . , um) =

∏m
l=1 λi(ul) and λ

(m,n)
ij (u1, . . . , um, v1, . . . , vn) = ∏m

l=1 λi(ul)∏n
k=1 λj(vk). Con-

sequently, gij(u, v) = 1, i, j = 1, . . . , p, for a multivariate Poisson process
which is the reference model of complete spatial independence.

Throughout the paper, we assume that the multivariate point process is
second-order cross-intensity reweighted isotropic meaning that gij(u, v) de-
pends only on the distance ‖u− v‖. For this reason, we abuse notation and
denote by gij(r) the value of gij(u, v) when ‖u− v‖ = r. We often refer to so-
called Campbell’s formulae. For example, by standard measure theoretical
arguments, the definition of λ

(m)
i (·) implies

E
6=

∑
u1,...,um∈Xi

f (u1, . . . , um) =
∫
(Rd)m

f (u1, . . . , um)λ
(m)
i (u1, . . . , um)du1 · · ·dum

for any non-negative function f on (Rd)m. Similar Campbell formulae hold
for the cross joint intensities.
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3 Semi-parametric multinomial logistic regression

In this section, we detail the proposed semi-parametric model and the multi-
nomial logistic regression approach to statistical inference. Formal asymp-
totic considerations are deferred to Section 4.

3.1 Semi-parametric model

For spatial point pattern data in an environment like a city, the intensity func-
tion can be rather complex due to the city layout and variations in population
density. To overcome this difficulty, we follow Diggle and Rowlingson (1994)
and assume that for each point pattern Xi, the intensity function takes the
multiplicative form

λi(u; γi) = λ0(u) exp
[
γT

i z(u)
]

, i = 1, . . . , p, (A.3)

where λ0(·) is an unknown background intensity function, z(u) is a q-dimen-
sional vector of spatial covariates at location u, and γi ∈ Rq is the vector of
regression parameters. The background intensity λ0(·) can be interpreted as
the spatial effects of latent factors such as the urban structure and popula-
tion density and is assumed to be common for all point types. The model
(A.3) is also closely related to the Cox regression model widely used for the
conditional intensity in survival analysis (Cox, 1972).

In case of crime, several competing theories regarding causes of crime
exist (Weisburd et al., 1993; Haberman, 2017). The crime general theory as-
serts that general factors drive crimes regardless of crime type. Accordingly,
the proportions of crime types should be roughly constant across space. The
crime specific theory instead asserts that different crimes depend on different
factors, including environmental factors, which should lead to a more seg-
regated occurrence of crime types with some crimes being more frequent in
some areas than others. Our background intensity accommodates the effects
of environmental factors with a common effect for all crimes. Next, based on
(A.3) we can derive conditional probabilities which precisely model the pro-
portions of crime types for each location u and how they depend on spatial
covariates, see (A.5) in Section 3.2.

Following Cohen et al. (2007), crime relevant spatial covariates may be cat-
egorized as crime attractors or crime displacements covariates. For example,
distances to places like bars, parking lots, and music venues can be viewed
as crime attractor covariates. Another example is the indicator of neighbor-
hoods where policing of minor offenses are not strictly enforced. The spatial
intensity of policing is an example of a crime displacement covariate since
increased police activity in one location merely displaces crime to other lo-
cations rather than reducing crime overall (Ratcliffe, 2002). In Section 6 we
model Washington DC street crime by demographical covariates along with
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the distance to the nearest police station as a crime displacement covariate.
The demographical covariates are not as such crime attractors but can be
used to study whether the socio-economic status of a neighborhood has an
impact on the occurrence of crimes.

The parameters γi are not identifiable since subtracting kTz(u) from the
log-linear model for some k ∈ Rq while redefining λ0(u) := λ0(u) exp[kTz(u)]
does not change the intensities λi. To address this issue, we pick a base-
line process, say Xp, and define identifiable parameters βi = γi − γp for
i = 1, . . . , p− 1. Further, without loss of generality, we may assume γp = 0
in which case λ0(·) becomes the intensity of the baseline process. Using the
new parameterization, we can evaluate the effects of the covariates z(·) rel-
ative to the baseline process Xp similar to matched case-control studies and
Cox regression in survival analysis.

Although estimation of the λi(·) is not our primary concern, note that
given estimates λ̂0(·) and β̂i, we may estimate λi(·) by

λ̂i(u) = λ̂0(u) exp
[

β̂
T
i z(u)

]
. (A.4)

If type i points are rare, this estimate may be advantageous compared to an
intensity estimate based only on type i points since we can borrow strength
by estimating λ0(·) using all types of points, see also Section 6.2.

In terms of criminology research, a solid amount of literature states that
crime is clustered in micro-places called hot spots (see Haberman, 2017, and
the references therein). Identification of hot spots may help police depart-
ments to allocate their resources properly (Buerger et al., 1995) and hot spot
policing reduces crime (Braga et al., 2014). Numerous non-parametric meth-
ods have been developed to identify the hot spots, including kernel density
estimation (Ratcliffe, 2004; Gorr and Lee, 2015). The estimator (A.4) adds to
the existing hot spot detection methods by enhancing non-parametric kernel
estimation with additional information from spatial covariates. Forecasting
future occurrences of crime is another challenge to police departments. The
Broken Windows theory of crime (Wilson and Kelling, 1982) states that the
tolerance of ‘soft’ crimes in a neighborhood attracts criminals, hence the pres-
ence of ‘soft’ crimes can be used to forecast ‘serious’ crimes, see Cohen et al.
(2007) and Gorr and Lee (2015). By a straightforward expansion of model
(A.3) to a space-time setup, one could use the estimator (A.4) to forecast ‘se-
rious’ crimes using an estimate of current soft crime intensity as a covariate.

3.2 Multinomial logistic regression

We tackle the estimation of model (A.3) by conditional composite likeli-
hood where we use the reparametrization in terms of the βi from the pre-
vious section. Conditioned on that an event is observed at location u, under
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model (A.3), the probability that it is from the point process Xi is

pi(u; β) =
λi(u; γi)

∑
p
k=1 λk(u; γk)

=


exp

[
βT

i z(u)
]

1+∑
p−1
k=1 exp

[
βT

k z(u)
] , i = 1, . . . , p− 1,

1
1+∑

p−1
k=1 exp

[
βT

k z(u)
] , i = p,

(A.5)

which does not depend on the background intensity λ0(·). To estimate β, we
define the multinomial conditional composite likelihood as

L(β) =
p

∏
i=1

∏
u∈Xi∩W

pi(u; β).

This is formally equivalent to a multinomial logistic regression likelihood
function. It is a composite likelihood function because it ignores possible
dependencies between types of points given their locations. The log multino-
mial conditional composite likelihood function is of the form

`(β) =
p

∑
i=1

∑
u∈Xi∩W

[
βT

i z(u)− log

(
1 +

p−1

∑
k=1

exp
[
βT

k z(u)
])]

, (A.6)

and the conditional composite likelihood estimator is defined as
β̂ = arg maxβ `(β).

3.3 Estimation of the asymptotic covariance matrix of β̂

In this section, we consider the problem of estimating the asymptotic covari-
ance matrix of β̂, which is challenging due to the highly complex between-
and within-type correlation structure of the multivariate point process.

We denote by E(·) and Var(·), expectation and variance with respect to
the data generating distribution of X = (X1, . . . , Xp), where we assume the
intensity function of Xi is of the form (A.3) with the parameters γi given by
some specific values γ∗i ∈ Rq and we let β∗i = γ∗i − γ∗p for i = 1, . . . , p− 1.
In this section and the rest of the paper we will refer to the ‘pooled’ point
process Xpl = ∪p

k=1Xi, whose intensity function and PCF are

λpl(u; γ) =
p

∑
k=1

λk(u; γk) and (A.7)

gpl(u, v; β, g) =
p

∑
l=1

p

∑
l′=1

pl(u; βl)pl′(v; βl)gll′(u, v).

The “g” inside gpl(u, v; β, g) signifies the dependence on the gll′ . We use in
the following the short forms λ∗k (·), p∗l (·), λpl(·), and gpl(·, ·) for λk(·; γ∗i ),
pl(·; β∗l ), λpl(·; γ∗), and gpl(·, ·; β∗, g).
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3. Semi-parametric multinomial logistic regression

It is trivial to see that `(β) in (A.6) is a concave function of β and thus
maximizing `(β) is equivalent to solving the estimating equation e(β) = 0
where

e(β) =
[
e1(β)T, . . . , ep−1(β)T

]T , with (A.8)

ei(β) =
d

dβi
`(β) = ∑

u∈Xi∩W
z(u)−

p

∑
l=1

∑
u∈Xl∩W

z(u) exp
[
βT

i z(u)
]

1 + ∑
p−1
k=1 exp

[
βT

k z(u)
] , (A.9)

for i = 1, . . . , p− 1. According to standard estimating equation theory (see,
for example, Crowder, 1986) and formally justified by Theorem 2 in Sec-
tion 4.1, the asymptotic covariance matrix of β̂ is of the form

[S(β∗)]−1
Σ(β∗, g) [S(β∗)]−1 ,

where S(β∗) = E
[
− d

dβT e(β∗)

]
is the so-called sensitivity matrix and Σ(β∗, g) =

Var [e(β∗)] is the covariance matrix of e(β∗). The “g” inside Σ(β∗, g) empha-
sizes that Var [e(β∗)] depends on the underlying cross PCFs.

The explicit forms of S(β∗) and Σ(β∗, g) are derived in Section A of the
supplementary material. The (i, j)’th block of S(β∗) is of the form

S(β∗)ij =

{∫
W Z(u, u)

[
1− p∗i (u)

]
λ∗i (u)du i = j,

−
∫

W Z(u, u)p∗j (u)λ
∗
i (u)du i 6= j,

(A.10)

for i, j = 1, . . . , p− 1 with Z(u, v) = z(u)z(v)T. The (i, j)’th block of Σ(β∗, g)
corresponding to Cov

[
ei(β∗), ej(β∗)

]
takes the form

Σ(β∗, g)ij =

S(β∗)ij +
∫

W2
Z(u, v)λ∗i (u)λ

∗
j (v)gpl(u, v; β∗, g)Tij(u, v; β, g)dudv, (A.11)

where the function Tij(u, v; β∗, g) is defined as

1 +
gij(u, v)

gpl(u, v; β∗, g)
−

p

∑
l=1

[
p∗l (v)gil(u, v) + p∗l (u)gjl(u, v)

]
gpl(u, v; β∗, g)

. (A.12)

By Campbell’s formulae we can approximate S(β∗) and Σ(β∗, g) by Ŝ(β∗)
and Σ̂(β∗, g), whose (i, j)’th blocks are defined as

Ŝ(β∗)ij =


∑

u∈Xpl
Z(u, u)

[
1− p∗i (u)

]
p∗i (u) i = j,

− ∑
u∈Xpl

Z(u, u)p∗i (u)p
∗
j (u) i 6= j,

(A.13)
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Σ̂(β∗, g)ij = Ŝ(β∗)ij +
6=

∑
u,v∈Xpl :‖u−v‖≤R

Z(u, v)p∗i (u)p
∗
j (v)Tij(u, v; β∗, g),

(A.14)
for i, j = 1, . . . , p− 1. Here R denotes a ‘correlation range’ such that gij(r) ≈ 1
for r > R. In practice we replace β∗ by β̂ in (A.13)-(A.14) and the notion “g”
emphasizes their dependence on the underlying cross PCFs, which will be
replaced by non-parametric estimators discussed in the next sections.

3.4 Naive kernel estimation of cross PCF ratios

The empirical covariance matrix (A.14) depends critically on cross PCFs which
need to be estimated. The definition of a cross PCF in (A.2) suggests that its
estimation requires consistent estimators of the intensity functions which are
not available under the model (A.3), since λ0(·) is unknown. However, a
closer look at (A.12) reveals that for computation of (A.12) it suffices to esti-
mate the cross PCFs up to a common multiplicative factor, or, equivalently,
to estimate ratios of cross PCFs, i.e.

gij,kl(u, v) = gij(u, v)/gkl(u, v), i, j = 1, . . . , p, (A.15)

for some arbitrary fixed pair of types of points k and l. These ratios are also
of great interest in their own right as they measure the strength of correlation
among two types of points relative to the strength of correlation between two
other types of points. Consider the quantity

Fij(r; b, β) =
6=

∑ ∑
u∈Xi∩W
v∈Xj∩W

kb(||u− v|| − r)
pi(u; β)pj(v; β)

, (A.16)

where kb(·) = k(·/b)/b with k(·) being a kernel function defined on a bounded
interval in R and b > 0 is a bandwidth. Using Campbell’s formula together
with equation (A.5), it follows that under model (A.3),

E[Fij(r; b, β∗)] =
∫

W2
λpl(u)λpl(v)gij(u, v)kb(||u− v|| − r)dudv,

where λpl was defined in (A.7). Under suitable conditions and appropriately
chosen bandwidth b, it is reasonable to expect that Fij(r; b, β̂) ≈ c(r)gij(r),
where

c(r) =
∫

W2
λpl(u)λpl(v)kb(||u− v|| − r)dudv,

is a multiplicative factor which, as desired, does not depend on ij. Conse-
quently,

ĝn
ij,kl(r; b, β̂) = Fij(r; b, β̂)/Fkl(r; b, β̂) (A.17)
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3. Semi-parametric multinomial logistic regression

becomes an estimator of (A.15).
Note that the estimator (A.17) does not depend on the unknown back-

ground intensity λ0(·). The superscript “n” stands for “naive” kernel esti-
mator (a regularized estimator will be introduced in the next section). Our
Theorem 3 in Section 4.2 states that under mild conditions, (A.17) is consis-
tent for gij,kl(r). The naive plug-in estimator Σ̂(β̂, ĝn) is then obtained by
replacing β∗ and the cross PCFs in (A.12) by β̂ and the estimators (A.17) of
cross PCF ratios. For the rest of the paper, we use the PCF of the baseline
process Xp as the fixed denominator in (A.15), letting k = l = p.

3.5 Regularized cross PCF ratio estimators

Even though Theorem 3 in Section 4.2 shows that the naive kernel estima-
tor (A.17) is consistent under mild conditions, the finite sample performance
of the plug-in estimators Σ̂(β̂, ĝn) may be unsatisfactory due to high variabil-
ities of the ĝn

ij,pp(·)’s. In particular, our numerical experiments suggest that
when the number of observed points is small, some diagonal elements of the
Σ̂(β̂, ĝn) may be negative, resulting in negative estimated variances for some
components of β̂.

We notice that this phenomenon is mainly caused by the existence of
a large number of negative values of Tii(u, v; β̂, ĝn) when ‖u − v‖ is large,
leading to negative values in the diagonal of Σ̂(β̂, ĝn)ii as defined in (A.14).
This issue can be resolved or alleviated by imposing constraints on the cross
PCFs. In this paper, we impose the following constraints

gij(r) ≤
√

gii(r)gjj(r) for r ≥ R∗, i, j = 1, . . . , p, (A.18)

for some R∗ ≥ 0. Intuitively, condition (A.18) means that for lags r ≥ R∗, the
spatial correlation between different point processes is weaker than the (ge-
ometric) average of spatial correlation within each individual point process.
Condition (A.18) is not necessarily true for any multivariate point process but
is indeed valid with R∗ = 0 for a large class of multivariate log Gaussian Cox
processes (Waagepetersen et al., 2016) (see also Section 5) and for a large sub-
class of the multivariate shot-noise Cox processes proposed in Jalilian et al.
(2015).

To enforce the constraint (A.18) on the naive kernel estimators, let Ĝn
r be

a p× p matrix whose (i, j)’th element is ĝn
ij,pp(r; b, β̂) for some r > R∗. The

regularized non-parametric estimators, denoted as ĝr
ij,pp(r; b, β̂), are collected

in the matrix Ĝr
r obtained by

Ĝr
r = arg min

Θ=[θij ]ij

∥∥∥Θ− Ĝn
r

∥∥∥2

F
, with θij = θji, θpp = 1, θ2

ij ≤ θiiθjj, (A.19)
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where ‖ · ‖F is the Frobenius norm of a matrix.
It can be shown (Section B in the supplementary material) that for ‖u−

v‖ > R∗, the plug-in estimator with ĝr
ij,pp(·)’s satisfies

min
1≤i≤p

Tii

(
u, v; β̂, ĝr

)
≥ 1− max

1≤l≤p
ĝr

ll,pp(‖u− v‖; b, β̂)/gpl(u, v; β̂, ĝr).

In contrast, using the naive ĝn
ij,pp(·)’s, we can only achieve the lower bound

1−
2 max

1≤l,l′≤p
ĝn

ll′ ,pp(‖u− v‖; b, β̂)− min
1≤l≤p

ĝn
ll,pp(‖u− v‖; b, β̂)

gpl(u, v; β̂, ĝn)
.

Note that the first lower bound above can be much larger than the second
lower bound, which partly explains why the regularized cross PCF ratio
estimators would produce much fewer large negative Tii(u, v; β̂, ĝr) when
‖u− v‖ > R∗, leading to a better covariance matrix estimator. In Section E in
the supplementary material, we give a more detailed demonstration through
numerical examples.

Remark 1
Our numerical investigations suggest that the regularized estimator is quite
robust to the choice of R∗. The simplest choice is to set R∗ = 0. Otherwise
we recommend to use R∗ = arg minr≥0{maxi Pii(r) > 0.05}, where Pii(r)
is the percentage of pairs (u, v) that give Tii(u, v; β̂, ĝn) < 0 within the set
{(u, v) : u, v ∈ Xpl and ‖u− v‖ ∈ (r− h, r + h)}. In other words, when the
percentage of negative Tii(u, v; β̂, ĝn)’s exceeds 5% around the distance R∗

for any i = 1, . . . , p, the restriction (A.18) will be enforced for r > R∗.

4 Asymptotic properties

In this section we study asymptotic properties of β̂ when X is observed
on a sequence of increasing windows Wn. Denote by e(n)(β) the multi-
nomial estimating function (A.8) evaluated on Wn and by β̂n the sequence
of estimators obtained as solutions to e(n)(β) = 0. The quantities γ∗, β∗,
Σn(β∗, g) and Sn(β∗) are defined as in Section 3.3 with W = Wn for the last
two. We also define ‘averaged’ versions, Σ̄n(β∗, g) = Σn(β∗, g)/|Wn| and
S̄n(β∗) = Sn(β∗)/|Wn|. Finally, ‖A‖max = maxij aij denotes the maximum
norm of A = [aij]ij.

4.1 Consistency and asymptotic normality of β̂n

The following conditions are sufficient to establish the consistency of β̂n.

46



4. Asymptotic properties

C1 W1 ⊂W2 ⊂ . . . and |
⋃∞

l=1 Wl | = ∞.

C2 There exists an 0 < K1 < ∞ such that ‖z(u)‖max, λ∗i (u) and gij(u, v)
are bounded above by K1 for all u, v ∈ ∪∞

l=1Wl and i, j = 1, . . . , p.

C3 There exists an 0 < K2 < ∞ so that
∫

Rd |gij(0, u) − 1|du < K2 for all
i, j = 1, . . . , p.

C4 lim inf
n→∞

λmin

[
|Wn|−1

∫
Wn

Z(u, u)λ∗i (u)pp(u; β∗)du
]
> 0 for i = 1, . . . , p−

1, where λmin[A] denotes the minimal eigenvalue of a matrix A.

C1-C3 are mild conditions that have been widely used in the literature. C4
ensures that the averaged sensitivity matrix S̄n(β∗) is invertible for suffi-
ciently large n, which is commonly used in the estimating equation literature.
Heuristically speaking, C4 requires that sufficient information regarding β∗

need to be accumulated across space and it could be violated if z(·) is close
to constant.
Theorem 1
Under conditions C1-C4, there exists a sequence of solutions β̂n to the estimating
equation en(β) = 0 for which

β̂n
p−→ β∗, as n→ ∞.

The proof of Theorem 1 is given in Section C.1 of the supplementary material.
Next, we proceed to establish asymptotic normality of β̂n. Following Bis-

cio and Waagepetersen (2019), we define an α-mixing coefficient by regarding
X as a marked point process with points in Rd and marks in M = {1, . . . , p}.
That is, a point u in Xi corresponds to a marked point (u, i). We then for sets
A ⊆ Rd and B ⊆ M, define XA,B = X ∩ A× B as the set of marked points in
X whose ‘point parts’ fall in A and whose marks fall in B.

To define the α-mixing coefficient for X we first define an α-mixing coef-
ficient for two σ-algebras F and G on a common probability space,

α(F ,G) = sup{|P(F ∩ G)− P(F)P(G)| : F ∈ F , G ∈ G}.

Define d(u, v) = max{|ui − vi| : 1 ≤ i ≤ d} for u, v ∈ Rd. The marked point
process α-mixing coefficient of X is then for s, c1, c2 ≥ 0 given by

αX
c1,c2

(s) = sup{α(σ(XE1,M), σ(XE2,M)) :

E1 ⊂ Rd, E2 ⊂ Rd, |E1| ≤ c1, |E2| ≤ c2, d(E1, E2) ≥ s},

where |A| is the Lebesgue measure of A and d(A, B) = inf{d(u, v) : u ∈
A, v ∈ B}. This coefficient measures the dependence between X ∩ E1 × M
and X ∩ E2 × M, where E1 and E2 are arbitrary Borel subsets of Rd with
volumes less than c1 and c2 and separated by the distance s.

The following extra conditions are needed to establish asymptotic nor-
mality.
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N1 There exists ε > 0 such that αX
2,∞(s) = O(1/sd+ε).

N2 There exist an integer m > 2d/ε+ 2 and Cg such that g(n1,n2,...,nk)
i1i2···ik (·, . . . , ·)

≤ Cg for any {i1, . . . , ik} ⊆ {1, 2, . . . , p}, and integers n1 + · · ·+ nk ≤ m.

N3 It holds that lim infn→∞ λmin [Σ̄n(β∗, g)] > 0.

N1 is a standard mixing condition that, e.g., holds for multivariate log Gaus-
sian Cox processes with PCFs of bounded range (meaning gij(r) = 1 when
r is larger than some 0 ≤ R < ∞) or Poisson cluster point processes with
sufficiently quickly decaying cluster densities. Condition N2 of bounded
normalized joint cross intensities is satisfied for most multivariate point pro-
cess models. N3 is a standard condition which ensures that the variance of
|Wn|−1e(n)(β) is not degenerate for sufficiently large n.

Theorem 2
Under conditions C1-C4 and N1-N3, as n→ ∞, we have that

|Wn|1/2Σ̄−1/2
n (β∗, g)S̄n(β∗)(β̂n − β∗)

d−→ N
(

0, I(p−1)q

)
.

The proof of Theorem 2 is given in Section C.2 of the supplementary material.
Theorem 2 implies that the asymptotic variance of β̂n is of the form

|Wn|−1 [S̄n(β∗)]−1
Σ̄n(β∗, g) [S̄n(β∗)]−1

= [Sn(β∗)]−1
Σn(β∗, g) [Sn(β∗)]−1 ,

where the left hand side suggests that the variance of β̂n is of order |Wn|−1.
Based on Theorem 2, one can make statistical inference regarding β∗ and
other quantities of interest. For example, as in classical multinomial regres-
sion models, one may be interested in the probability of a certain event

at a given location, i.e., p∗i (u), or the log-odds log p∗i (u)
p∗p(u)

= z(u)Tβ∗i for

i = 1, . . . , p− 1.
Denote by µ(β∗) a parameter of interest where µ : R(p−1)q → R is differ-

entiable. A simple application of the Delta method gives for 0 < α < 1 the
100α% approximate confidence interval for µ(β∗),

µ(β̂)± z1−α/2

√[
µ(1)(β̂)

]T [
Ŝn(β̂)

]−1
Σ̂n(β̂, ĝr

n)
[
Ŝn(β̂)

]−1
µ(1)(β̂), (A.20)

where zα is the 100αth percentile of a standard normal distribution, µ(1)(β) =
dµ(β)/dβ, and estimators of β and cross PCFs have been plugged into (A.13)
and (A.14), see also Sections 3.4-3.5 and Section 4.2.
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4.2 Asymptotic properties of ĝn
ij,kl(r; b, β̂) and ĝr

ij,kl(r; b, β̂)

Let Wn and bn be sequences of observation windows and bandwidths, re-
spectively. Denote by ĝn

ij,kl,n(r; bn, β̂n) a sequence of estimators that is given
by

ĝn
ij,kl,n(r; bn, β̂n) = Fij,n(r; bn, β̂n)/Fkl,n(r; bn, β̂n),

where the Fij,n’s are defined as in (A.16) with W = Wn. In this subsection,
we show that ĝn

ij,kl,n(r; bn, β̂n) is a consistent estimator of gij,kl(r) for any i, j =
1, . . . , p, under the following conditions.

K1 For i, j = 1, . . . , p, the cross joint intensity g(2,2)
ij is translation invariant:

g(2,2)
ij (u1, u2, v1, v2) = g(2,2)

ij (0, u2 − u1, v1 − u1, v2 − u1), u1, u2, v1, v2 ∈

∪∞
l=1Wl , and there exists K3 < ∞ so that

∫
Rd |g(2,2)

ij (0, u, v, w + u) −
gij(0, v)gij(0, w)|du < K3 for all u, v, w ∈ ∪∞

l=1Wl .

K2 There exists K4 < ∞ so that g(m,n)
ij (u1, . . . , um, v1, . . . , vn) < K4 for all

um, vn ∈ ∪∞
l=1Wl with m + n < 4 and i, j = 1, . . . , p.

K3 The kernel function k(·) has a compact support [−1, 1] and the band-
width bn satisfies that (a) bn → 0; and (b) |Wn|bn → ∞ as |Wn| → ∞.

Theorem 3
Under conditions C2 and K1 - K3, one has that

ĝn
ij,kl,n(r; bn, β̂)

p−→ gij,kl(r), as n→ ∞, for i, j, k, l = 1, . . . , p. (A.21)

If we further assume that constraint (A.18) holds true, then

ĝr
ij,kl,n(r; bn, β̂)

p−→ gij,kl(r), as n→ ∞, for i, j, k, l = 1, . . . , p. (A.22)

The proof of Theorem 3 is given in Section C.3 of the supplementary material.

5 Simulation studies

In this section we assess the finite sample performance of the proposed
methodology through simulation studies. To evaluate our estimators we need
to simulate from a model with known forms of the intensity functions and
of the ratios of cross PCFs. This precludes the use of multivariate Gibbs
processes as considered e.g. in Rajala et al. (2018) and we consider instead a
Cox process model. Specifically, the multivariate point patterns are simulated
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from a multivariate log-Gaussian Cox process where for i = 1, . . . , p, Xi has
a random intensity function of the form

Λi(u) = λ0(u) exp[γi0 + γi1z(u)]exp
[
αiY(u) + σiUi(u)− α2

i /2− σ2
i /2

]
,

(A.23)

where λ0(·) is the inhomogeneous background intensity, z(·) is a spatial co-
variate, and Y(·) and Ui(·) are independent zero-mean unit variance Gaus-
sian random fields. The spatial correlation functions of Y(·) and Ui(·) are
assumed to be exponential cY(u, v) = exp(−||u − v||/ξ) and cUi (u, v) =
exp(−||u− v||/ϕi) with scale parameters ξ and ϕi. Conditional on the Λi,
the Xi are independent Poisson processes. This model has a natural inter-
pretation and can generate both positive and negative correlations between
different types of points.

The process Y(·) can be viewed as an unobserved factor that affects all
types of points and hence induces spatial correlations both within and be-
tween different types of points. The latent Gaussian process Ui(·) is a type-
specific factor that only affects the i’th type of points. Conditional on λ0(·)
and z(·), E[Λi(u)] = λ0(u) exp[γi0 + γi1z(u)] and the cross PCF between Xi
and Xj is of the form

gij(r; θ) = exp
[
αiαjexp (−r/ξ) + 1[i = j]σ2

i exp (−r/ϕi)
]

, (A.24)

where θ = (α1, . . . , αp, ξ, σ2
1 , . . . , σ2

p , ϕ1, . . . , ϕp) ∈ R3p+1. For i 6= j, αiαj > 0
(< 0) implies positive (negative) correlation between points from Xi and Xj
whereas αiαj = 0 implies that Xi and Xj are independent given λ0(·) and
z(·).

5.1 Simulation settings

More specifically, we consider the multivariate log-Gaussian Cox process
with p = 4 and observed within a sequence of increasing square windows
Wl = [0, l] × [0, l], 1 ≤ l ≤ 2. The baseline intensity function in (A.23) is
λ0(u) = exp

[
0.5V(u)− 0.52/2

]
, where V(u) is a realization of zero-mean

unit variance Gaussian random field with the exponential correlation func-
tion and a scale parameter 0.05. The spatial covariate z(u) is chosen as an
independent copy of V(u), see Figure A.1(a)-(b).

The parameters for the multivariate log-Gaussian Cox process are listed
in Table A.1, where the intercept parameters γ∗i0, i = 1, . . . , p, are chosen
so that there are on average Ni points in the point pattern Xi in W1 with
the Ni’s specified in Table A.1. We use Xp as the baseline point process
and consider three parameters of interest: the intercepts β∗0i = γ∗0i − γ∗0p, the

slopes β∗1i = γ∗1i − γ∗1p, and the log-odds θ∗i (u) = log pi(u;β∗)
pp(u;β∗) = β∗0i + β∗1iz(u),
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Table A.1: The true parameters for the multivariate LGCP.

X αi σ2
i ξ ϕi γ∗i0 γ∗i1 Ni X αi σ2

i ξ ϕi γ∗i0 γ∗i1 Ni
X1 0.5 0.5 0.1 0.05 5.17 0 150 X2 -0.4 0.5 0.1 0.05 5.44 0.3 200
X3 0.6 0.5 0.1 0.05 5.88 -0.6 300 X4 -0.3 0.5 0.1 0.05 6.13 0.6 400

for i = 1, . . . , p− 1. The log-odds θ∗i (u) represent the elevated (or reduced)
likelihood of a point in Xi at location u with an observed covariate z(u)
relative to the probability of a point in Xp at u. For the log odds we consider
z(u) = 0.5. The αi’s are chosen such that there are positive and negative
spatial correlations among the Xi’s. The resulting PCFs and cross PCFs show
(Figure A.1(c)) strong between- and within- spatial dependence.

In the following Section 5.2 we evaluate estimation accuracies for the pa-
rameters of interest and the coverage probabilities of their associated confi-
dence intervals. The performances of the non-parametric cross PCF estima-
tors proposed in Sections 3.4-3.5 are further considered in Section E of the
supplementary material.
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Fig. A.1: The log-background intensity (left panel); The spatial covariate (middle panel); The
true PCFs and cross PCFs (right panel).

5.2 Estimation accuracies and coverage probabilities

The log odds θ∗i (u) are estimated by replacing the βi’s in the definition of
the θ∗i (u)’s by their estimates β̂i. Four types of confidence intervals are in-
vestigated, denoted CIĝn , CIĝr , CIgPoisson , and CIgtrue . All confidence intervals
are constructed using (A.20) with the sensitivity and the covariance matri-
ces estimated using equations (A.13) and (A.14) with R = 0.4 but with dif-
ferent choices of cross PCF estimators. The CIĝn and CIĝr use respectively
the “naive” and “regularized” kernel cross PCF ratio estimators (A.17) and
(A.19). The R∗ used for the “regularized” kernel estimators is obtained with
the data-driven procedure in Remark 1. The CIgPoisson is obtained by assum-
ing gij(·) ≡ 1 for i, j = 1, . . . , p, and CIgtrue is constructed using the true
gij(·)’s. The coverage probabilities of CIgtrue serve as bench marks while
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Table A.2: Estimation accuracies and coverage probabilities of confidence intervals.

CIĝn CIĝr CIgPoisson CIgtrue

Bias SE 90% 95% 90% 95% 90% 95% 90% 95%
β̂01 -0.002 0.246 66.1 71.8 87.0 92.6 47.6 54.6 89.3 93.8
β̂02 0.002 0.155 66.5 72.2 93.6 97.1 62.6 70.5 90.5 94.9
β̂03 0.002 0.254 67.0 74.4 84.7 90.8 39.3 45.5 89.7 94.4
β̂11 -0.001 0.135 88.6 94.4 88.2 94.4 68.5 77.6 90.4 95.9

W1 β̂12 0.002 0.105 89.5 94.4 89.1 94.6 75.7 83.3 90.5 95.4
β̂13 -0.001 0.127 87.4 93.5 86.9 92.6 63.9 73.3 89.6 94.5
θ̂1 -0.003 0.246 68.4 75.4 87.0 93.0 44.3 52.2 89.8 94.5
θ̂2 -0.008 0.157 70.5 77.6 92.2 96.0 61.4 70.6 89.7 95.3
θ̂3 -0.002 0.261 72.6 80.7 86.2 91.3 44.1 51.3 90.8 94.5
β̂01 -0.001 0.131 82.1 89.2 86.7 92.3 46.1 52.7 88.0 93.8
β̂02 -0.006 0.080 83.3 90.4 92.3 95.7 62.0 68.5 89.6 94.7
β̂03 0.005 0.137 81.5 88.3 86.2 92.3 34.8 42.6 87.9 94.0
β̂11 -0.002 0.067 91.2 96.0 91.6 96.0 71.1 80.4 91.6 96.4

W2 β̂12 -0.001 0.054 89.7 95.5 89.7 95.5 78.1 85.8 90.5 95.6
β̂13 -0.001 0.067 88.7 95.4 88.8 95.4 63.6 72.6 89.2 95.4
θ̂1 -0.002 0.130 83.9 88.7 88.0 92.4 45.4 52.4 88.8 94.2
θ̂2 -0.006 0.083 84.0 89.7 91.2 96.0 59.4 69.0 89.2 95.2
θ̂3 0.005 0.143 83.7 88.2 86.0 91.8 40.2 47.9 88.7 93.9

CIgPoisson may reveal potential problems of using multivariate Poisson point
process models in presence of spatial correlations. Summary statistics based
on 1000 simulations are given in Table A.2 and also illustrated in Figure A.2.
The “Bias” columns in Table A.2 show that the parameter estimates are close
to unbiased. Further, as predicted by Theorem 2, the standard errors are
approximate halved when the observation window is increased from W1 to
the four times larger W2. The coverage probabilities of CIgtrue are all close
to the nominal levels, suggesting that statistical inferences based on Theo-
rem 2 are valid provided all cross PCF functions are correctly specified. On
the contrary, in almost all cases, CIgPoisson suffers from severe undercoverage
that may lead to wrong conclusions in practical applications. Confidence in-
tervals based on the “naive” kernel estimator of cross PCF ratios, i.e. CIĝn ,
achieve nominal levels for all slope parameters but suffer from serious un-
dercoverage for intercepts and the log-odds when the observation window
is small (W1 = [0, 1]× [0, 1]). The undercoverage of CIĝn becomes much less
severe when the window expands to W2 = [0, 2]× [0, 2]. Finally, confidence
intervals based on the “regularized” cross PCF ratio estimators, i.e. CIĝr , can
effectively correct the undercoverage of CIĝn and achieve nominal levels for
all parameters of interest. This suggests that it is important to apply the mod-
ification proposed in Section 3.5 for practical applications with only limited
sample sizes.

Figure A.2 paints a more complete picture of how estimation accuracies
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and coverage probabilities change as Wl expands. The root mean squared
error (RMSE) of all estimators decrease as the window size increases, sup-
porting our theoretical findings in Section 4.1. Figure A.2 also reveals that
while the coverage probabilities of CIĝn for intercepts and log-odds are get-
ting closer to the nominal level as Wl expands, the undercoverage of CIgPoisson

does not improve at all. This emphasizes the importance of taking into ac-
count spatial correlations to make valid statistical inferences. Lastly, the cov-
erage probabilities of CIĝr are close to the nominal level for all parameters
and window sizes and only slightly worse than those of CIgtrue . Therefore,
we recommend CIĝr for practical use.
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Fig. A.2: Top panels: the root mean squared errors (RMSE) of multinomial composite likelihood
estimators; Bottom panels: coverage probabilities of various confidence intervals. Observation
windows range from W1 to W2.

6 Washington DC street crime data

Figure A.3 shows spatial locations of nine types of street crimes committed in
Washington DC in January and February 2017. The data set is publicly avail-
able from the website 1. Nine types of street crime are included: (1) Other
theft, (2) Robbery, (3) Theft from automobile, (4) Motor vehicle theft, (5)
Assault with weapon, (6) Sex abuse, (7) Arson, (8) Burglary and (9) Homi-
cide. The numbers of each crime type are n1 = 2254, n2 = 366, n3 = 1832,

1http://opendata.dc.gov/datasets/crime-incidents-in-2017
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Fig. A.3: Left: street crimes locations (n = 5378); Right: a map of Washington DC.

Table A.3: List of spatial covariates.

Name Definition
1. % African Square root of percentage of African American residents
2. % Hispanic Square root of percentage of Hispanic residents
3. % Male Square root of percentage of male residents with age 18-24
4. % HouseRent Percentage of housing units occupied by renters
5. % Bachelor Percentage of residents over age 25 with a bachelor’s degree
6. MedIncome Logarithm of median annual per capita income (in $1000)
7. Pdist Logarithm of the distance to the nearest police station

n4 = 335, n5 = 332, n6 = 44, n7 = 1, n8 = 259 and n9 = 14. We omit the rare
street crimes "Sex abuse", "Arson" and "Homicide". Using spatial covariates
similar to those suggested in Reinhart and Greenhouse (2018), the first 6 spa-
tial covariates listed in Table A.3 are obtained from US census data and are
constant within each of 179 census tracts partitioning Washington DC, see
also Section 6.3. We calculated ourselves the last covariate (distance to near-
est police station) which varies smoothly across the city. Square root and log
transformations have been applied to some covariates to achieve approximate
normal distributions.

6.1 Inference regarding regression coefficients and cross PCFs

Using model (A.3), we assume that the intensity of each street crime is given
by

λi(u; γi) = λ0(u)exp [γi0 + γi1z1(u) + · · ·+ γi7z7(u)] , i = 1, . . . , 5, 8.

where the zk(·)’s are listed in Table A.3. The common first street crime
“Other theft” is used as the baseline. The regression parameters are esti-
mated by maximizing the composite likelihood (A.6). The asymptotic stan-
dard errors and p-values are computed with R = 3 km and either of two
types of cross PCFs: using the “regularized” kernel estimator ĝr proposed in

54



6. Washington DC street crime data

Section 3.5 with b = 0.2km, or assuming all gij(·) ≡ 1 ( “Poisson”) for any
i, j = 1, . . . , 5, 8. The R∗ used for the “regularized” kernel estimators is ob-
tained through the data-driven procedure outlined in Remark 1. Estimated
regression coefficients, standard deviations, and p-values are summarized in
Table A.4, and estimated PCF ratios and cross PCF ratios are illustrated in
Figure A.4.

Figure A.4(a) indicates that within and between clustering for crimes
types other than “Other theft” is less strong than for “Other theft” up to
around 250 meters. After that some crime types appear to be more clustered
than “Other theft” but the difference in clustering strength vanishes around
3km distance. In particular, Figure A.4 suggests that a multivariate Poisson
model is not appropriate for street crime data.
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Fig. A.4: (a) Estimated PCF ratios gii(r)/g11(r) for i = 2, . . . , 5, 8; (b) estimated cross PCF ratios
gij(r)/g11(r) for i, j = 2, . . . , 5, 8 and i 6= j.

In Table A.4, the Poisson model as expected always gives smaller standard
errors for all coefficients. As a result, more regression coefficients appear to
be statistically significant at the α = 0.05 level (highlighted in blue) compared
to those for the proposed method where cross PCFs are estimated from the
data. In some cases, the two methods reach contradictory conclusions. For
example, the covariate “% HouseRent” is significant under the Poisson model
(p-value 0.028) when comparing “Theft from auto” to the baseline process
“Other theft”, while the proposed model asserts otherwise with a p-value of
0.352. In such cases, considering the strong spatial correlations displayed in
Figure A.4, we argue that the proposed method is more reliable.

Based on the proposed method, all estimated coefficients for “% HouseR-
ent” are negative and many of them are significant, suggesting that when “%
HouseRent” is large, “Other theft” becomes relatively more frequent com-
pared to all other crime types. Second, no covariate elevates or reduces the
relative risk of “Robbery” compared to “Other theft” and no covariate other
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than “% HouseRent” is significant for the relative risk between “Motor vehi-
cle theft” and “Other theft”. Third, “Theft from automobile” tend to occur
more often in a neighborhood with more African American/Hispanic popu-
lation, less young male percentage and residents with relatively low educa-
tion level, as compared to “Other theft”. Fourth, “Assault with weapon” is
more likely to occur in a neighborhood with low young male population and
low income levels compared to “Other theft”. Finally, compared to “Other
theft”, “Burglary” tends to occur more in areas with low African American
population, low education level and larger distance to the police station.

Returning to the discussion regarding crime general and crime specific
theories in Section 3.1, our results clearly show that the relative risks of differ-
ent crime types depend significantly on subsets of the covariates considered.
This also means that the conditional probabilities (A.5) depend significantly
on the covariates which results in a clear spatial segregation regarding the
relative risks of different crimes, see Figure A.5 below. These results support
the crime specific theory.

6.2 Conditional probability maps and intensity estimation

For any location u, using the fitted β̂, we can compute pi(u, β̂) for i = 1, . . . , p,
using (A.5). This enables us to create the conditional probability maps in
Figure A.5 which show pi(u, β̂), i = 1, . . . , 5, 8 computed at the 5378 observed
crime locations. Recall that given a street crime occurs at location u, pi(u, β̂)
is the fitted probability that the crime is of the i’th type. The strong spatial
patterns in these conditional probabilities are remarkable. For instance, in
the southeast part of the city (southeast to the Anacostia River), given a crime
occurs, it is much more likely to be of type “Robbery” or “Assault” than in
other parts of the city. In contrast, “Theft from automobile” is more likely to
be reported in the middle and northern parts of the city while the hot spot
for “Other theft” is located in the middle-west part of the city.

Figure A.6 shows semi-parametric kernel estimates of the six crime inten-
sities using (A.4) where λ0 is estimated using the kernel estimate

λ̂0(u) =
1
p

p

∑
i=1

∑
v∈Xi

exp[−β̂
T
i z(v)]k[(u− v)/b]/b2 (A.25)

where k is a two-dimensional kernel and the bandwidth b = 3.37km is
chosen according to the data-driven criterion of Cronie and Van Lieshout
(2018). Compared to the conditional probability plots given in Figure A.5
that demonstrate relative compositions of different types of crimes at a given
location, the marginal intensities provide additional information on how of-
ten each type of crime occurs in the same location. Both plots can be useful
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Table A.4: Estimated coefficients, standard errors, and p-values for street crime data.

Std. err. P-values
Street crime Covariate Coef. ĝr Poisson ĝr Poisson

% African 0.894 0.867 0.697 0.302 0.199
% Hispanic 0.669 0.685 0.499 0.329 0.180
% Male 0.141 1.183 0.962 0.905 0.884

Robbery % HouseRent -0.783 0.442 0.352 0.077 0.026
(n2 = 366) % Bachelor -1.130 0.970 0.760 0.244 0.137

MedIncome -0.071 0.371 0.304 0.847 0.814
Pdist 0.176 0.108 0.086 0.102 0.040
% African 2.318 0.813 0.346 0.004 <0.0001
% Hispanic 2.369 0.760 0.286 0.002 <0.0001
% Male -2.332 1.049 0.500 0.026 <0.0001

Theft from % HouseRent -0.412 0.444 0.188 0.352 0.028
automobile % Bachelor 2.936 0.891 0.417 0.001 <0.0001
(n3 = 1832) MedIncome -0.461 0.339 0.164 0.174 0.004

Pdist 0.071 0.107 0.047 0.508 0.131
% African -0.451 0.872 0.702 0.605 0.520
% Hispanic -0.556 0.724 0.533 0.443 0.297
% Male -0.139 1.174 0.962 0.906 0.885

Motor vehicle % HouseRent -1.295 0.443 0.355 0.003 0.0003
theft % Bachelor -1.767 0.993 0.785 0.075 0.024

(n4 = 335) MedIncome -0.174 0.361 0.300 0.630 0.563
Pdist 0.205 0.113 0.089 0.070 0.022
% African 1.346 1.004 0.806 0.180 0.095
% Hispanic -0.101 0.794 0.541 0.898 0.851
% Male -2.76 1.358 1.132 0.042 0.0145

Assult with % HouseRent -1.229 0.494 0.377 0.013 0.001
weapon % Bachelor -0.619 1.124 0.839 0.582 0.461

(n5 = 332) MedIncome -0.798 0.391 0.314 0.041 0.011
Pdist 0.145 0.122 0.088 0.235 0.100
% African -2.332 1.187 0.801 0.050 0.003
% Hispanic -0.029 0.983 0.583 0.977 0.961
% Male 0.776 1.555 1.039 0.618 0.455

Burglary % HouseRent -1.930 0.670 0.376 0.001 <0.0001
(n8 = 259) % Bachelor -3.374 1.327 0.875 0.011 0.001

MedIncome -0.352 0.432 0.300 0.415 0.240
Pdist 0.359 0.168 0.105 0.033 0.0006

in practice for the police department to better allocate limited resources to
effective fight different types of crimes.

6.3 Residual analysis

In this subsection, we perform a residual analysis for the fitted model. We
divide the data according to the 179 census tracts in Washington DC, denoted
as A1, A2, . . . , AK, K = 179, we define the raw residual for the i’th type of

57



Paper A.

38.85

38.90

38.95

−77.10 −77.05 −77.00 −76.95 −76.90

Longitude

La
tit

ud
e

0.2

0.3

0.4

0.5

0.6

OtherTheft

38.85

38.90

38.95

−77.10 −77.05 −77.00 −76.95 −76.90

Longitude

La
tit

ud
e

0.025

0.050

0.075

0.100

0.125

Robbery

38.85

38.90

38.95

−77.10 −77.05 −77.00 −76.95 −76.90

Longitude

La
tit

ud
e

0.1

0.2

0.3

0.4

0.5

0.6

Theft_F_Auto

38.85

38.90

38.95

−77.10 −77.05 −77.00 −76.95 −76.90

Longitude

La
tit

ud
e

0.04

0.08

0.12

VehicleTheft

38.85

38.90

38.95

−77.10 −77.05 −77.00 −76.95 −76.90

Longitude

La
tit

ud
e

0.04

0.08

0.12

0.16

Assault

38.85

38.90

38.95

−77.10 −77.05 −77.00 −76.95 −76.90

Longitude

La
tit

ud
e

0.1

0.2

0.3

Burglary

Fig. A.5: Estimated conditional probability maps for Washington DC.
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Fig. A.6: Semi-parametric log-intensity (per km2) maps for crime data in Washington DC.

street crime in Ak as

ε̂i,k(β̂) = ∑
u∈Xi

I(u ∈ Ak)− ∑
u∈Xpl∩Ak

pi(u; β̂), (A.26)
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for i = 1, . . . , p and k = 1, . . . , K. Equation (A.26) is essentially a restricted
version (within Ak) of the intercept component of ei(β̂) defined in (A.9). By
definition of β̂, ei(β̂) = 0, implying ∑K

k=1 ε̂i,k = 0 for i = 1, . . . , p. If the model
fits the data reasonably well, one should expect most ε̂i,k to be relatively close
to 0.

Use the same arguments leading to (A.14), the variance of ε̂i,k(β∗) can be
estimated by

σ̂2
i,k(β∗, g) =∑

u∈Xpl∩Ak

[1− p∗i (u)]p∗i (u) +
u 6=v

∑ ∑
u,v∈Xpl∩Ak

p∗i (u)p
∗
i (v)Tii(u, v; β∗, g),

where Tii(u, v; β∗, g) is defined in (A.12). Consequently, by replacing β and
cross PCFs by their estimates, the standardized residual can be defined as
ε̂i,k(β̂) = ε̂i,k(β̂)/σ̂i,k(β̂, ĝr), for i = 1, . . . , p and k = 1, . . . , K.

Standardized residuals for all census tracts in Washington DC are illus-
trated in Figure A.7. One census tract that does not have any reported street
crime activities in January and February 2017 is indicated by the black color.
Most standardized residuals are inside the range of [−3, 3] for all six types of
street crimes, indicating an adequate model fit. Finally, the apparent strong
spatial correlations among the residuals further support the use of the pro-
posed method.

Fig. A.7: Standardized residuals for 179 census tracts for six types of street crimes.

6.4 Goodness-of-fit assessment

In addition to the graphical residual analysis in Section 6.3, it is useful to
have a numerical summary of the overall goodness-of-fit of the fitted model.
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In this section, we propose a Monte Carlo test procedure inspired by the
goodness-of-fit tests proposed in Dong and Yu (2019a,b). To do so, we
view the covariate vector z(u) as a realization of a random vector Z(u) =
(Z1(u), · · · , Zq(u))T and consider our data as a collection of marked points
(u, Z(u), Y(u)) where u ∈ Xpl denotes a crime scene and Y(u) ∈ {1, . . . , p}
is the type of crime committed at u. We can define an empirical conditional
distribution function as

F̂Y|Zj
(y|z) = 1

Nj(z)
∑

u∈Xpl

I
[
Y(u) ≤ y, zj(u) ≤ z

]
, y = 1, · · · , p, z ∈ R,

(A.27)
where Nj(z) = ∑u∈Xpl I

[
zj(u) ≤ z

]
, j = 1, · · · , q. This is an estimate of

FY|Zj
(y|z) = E

1
Mj(z)

∑
u∈Xpl

I
[
Y(u) ≤ y, Zj(u) ≤ z

]
(A.28)

where Mj(z) = ENj(z). Under our model (A.3), one can show that an alter-
native estimator of (A.28) is given by

F̂∗Y|Zj
(y|z) = 1

Nj(z)
∑

u∈Xpl

[
y

∑
i=1

pi(u; β̂)

]
I
[
zj(u) ≤ z

]
, y = 1, · · · , p, z ∈ R,

(A.29)
where pi(u; β̂) is defined in (A.5) with β̂ obtained from (A.6).

Following Dong and Yu (2019a), if model (A.3) is appropriate, one would
expect F̂Y|Zj

(y|z) and F̂∗Y|Zj
(y|z) to be close for any z and j = 1, · · · , q. There-

fore, we can define for each covariate a test statistic as

Tj(z) =
p

∑
i=1

∣∣∣F̂Y|Zj
(y|z)− F̂∗Y|Zj

(y|z)
∣∣∣∆j,z(i), j = 1, · · · , q, (A.30)

where ∆j,z(i) = F̂Y|Zj
(i|z)− F̂Y|Zj

(i− 1|z), i = 1, · · · , p.
It remains to evaluate the distribution of the Tj(z)’s. Dong and Yu (2019a)

suggests using a bootstrap exploiting that their pairs of covariate vectors and
response variables are independent and identically distributed. This is not
possible in our situation where the (Z(u), Y(u))’s are not independent. In
the following, we pursue some model-based bootstrap alternatives where
we replace the unknown background intensity λ0(·) by its non-parametric
estimate (A.25) and try out some simple models for the correlation structure.

The simplest choice is the multivariate Poisson model, where we assume
the Xi’s are independent inhomogeneous Poisson processes with intensity
functions λi(·)’s. Based on B simulations from this model, one can compute
TPoisson

j,1 (z), · · · , TPoisson
j,B (z) from which point-wise 95% percentiles can be es-

timated. Figure A.8 shows the observed test statistic Tj(z) as a function of z
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7. Concluding remarks

for three covariates and the corresponding 95% percentiles based on simula-
tions from the Poisson model (plots for the remaining covariates are similar
and shown in the supplementary material). The absence of between or within
spatial correlation for the Poisson model means that the simulated parame-
ter estimates based on (A.6) vary too little compared to their variation under
the true data generating mechanism where spatial correlation is present as
suggested in Figures A.4 and A.7. It is therefore not surprising that some
observed Tj(z)’s are above the 95% percentile based on Poisson simulations.
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Fig. A.8: Estimated Tj(z), j = 4, 5, 7 in (A.30) for the covariates % HouseRent, % Bachelor, and
Pdist, together with 95% percentiles computed from the Poisson model and the LGCP model
(plots for the other covariates are given in the supplementary material).

To partially account for spatial correlation we next consider a second
special case of model (A.3) where all point processes are independent log-
Gaussian Cox processes (LGCPs), each with an exponential covariance func-
tion. Plugging in the kernel estimate of λ0(·), we then estimate the correla-
tion parameters for each LGCP separately using standard minimum contrast
methods. Figure A.8 shows that all observed Tj(z)’s are well below the 95%
percentiles based on simulations of the fitted LGCPs. Thus large values of the
observed Tj(z)’s can be explained by sampling variation even when we only
take into account correlation within each type of points and not between.

Plugging in the non-parametric estimate of λ0(·) is not optimal but seems
to be the only alternative at the moment to fit parametric models for the
correlation structure. Developing a parametric model for the full correlation
structure is beyond the scope of this paper.

7 Concluding remarks

We propose a flexible semi-parametric model for multivariate point pattern
data. The non-parametric component of the model takes into account fea-
tures of the multivariate intensity function that are difficult to model or spec-
ify while the parametric part facilitates a study of effects of covariates on
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relative risks of occurrence of different types of points. Interesting condi-
tional probability maps can be obtained from the parametric part and the
intensity of a specific type of points can be estimated using the full data set
by combining the parametric estimate of the relative risk with an estimate of
the non-parametric part.

Our multinomial logistic composite likelihood estimation approach does
not require knowledge of the non-parametric model component. It is more-
over well founded theoretically since we established the asymptotic proper-
ties of the estimation approach in a very general setting that does not re-
quire any independence assumptions, neither within nor between the differ-
ent types of points.

Our non-parametric estimation approach allows us to estimate cross PCFs
up to a common multiplicative factor. This is sufficient for estimating the
covariance matrix of regression parameter estimates and for inferring ratios
of cross PCFs. However, to infer individual cross PCFs, it seems necessary
to introduce parametric models for the cross PCFs. We plan to pursue this
in future work. There is also room for improving the kernel estimate (A.25)
which can be criticized for ignoring the layout of the city.

Our methodology is applicable in very diverse fields. Our example ap-
plication is within criminology where the estimated conditional probability
maps disclose a remarkable structure in the occurrence of various types of
street crimes in Washington DC. Other obvious areas of applications are dis-
ease mapping in epidemiology and studies of spatial distributions of plant
and animal species in ecology. Our approach can further be extended to
space-time multivariate point pattern data, which have attracted much in-
terest in various research areas including criminology, see e.g. the thorough
review in the recent paper Reinhart and Greenhouse (2018).

SUPPLEMENTARY MATERIAL

The supplementary material for this paper contains further simulation
studies and plots, proofs, and auxiliary results.

A Sensitivity and covariance matrices for e(β)

Theorem A.1
The sensitivity matrix of the estimating function e(β) is a symmetric (p −
1)q× (p− 1)q matrix S(β), where the diagonal blocks are given by:

S(β)ii =
∫

W
Z(u, u) [1− pi(u; β)]pi(u; β)λpl(u)du
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for i = 1, . . . , p− 1 and the off-diagonal blocks are given by:

S(β)ij = −
∫

W
Z(u, u)pi(u; β)pj(u; β)λpl(u)du

for distinct i, j = 1, . . . , p− 1. When β = β∗ these results simplify to

S(β∗)ii =
∫

W
Z(u, u) [1− pi(u; β∗)] λ∗i (u)du and

S(β∗)ij = −
∫

W
Z(u, u)pj(u; β∗)λ∗i (u)du.

Proof. Some straightforward algebra yields that

d
dβT

i
ei(β)

= ∇
βT

i
∑

u∈Xi∩W
z(u)−

p

∑
l=1

∑
u∈Xl∩W

z(u)∇
βT

i
pi(u; β)

= −
p

∑
l=1

∑
u∈Xl∩W

Z(u, u)
exp

[
βT

i z(u)
] (

1 + ∑
p−1
k=1 exp

[
βT

k z(u)
]
− exp

[
βT

i z(u)
])

(1 + ∑
p−1
k=1 exp

[
βT

k z(u)
]
)2

= −
p

∑
l=1

∑
u∈Xl∩W

Z(u, u)pi(u; β) [1− pi(u; β)] . (A.31)

The expectation of (A.31) negated is by Campbell’s formula:

S(β)ii = E

[
− ∂

∂βT
i

ei(β)

]
=
∫

W
Z(u, u) [1− pi(u; β)]pi(u; β)λpl(u)du.

Similarly, for the off-diagonal blocks of the Hessian matrix of `(β), we have
that

d
dβT

j
ei(β) = ∇

βT
j

∑
u∈Xi∩W

z(u)−
p

∑
l=1

∑
u∈Xl∩W

z(u)∇
βT

j
pi(u; β)

=
p

∑
l=1

∑
u∈Xl∩W

Z(u, u)pi(u; β)pj(u; β). (A.32)

The expectation of (A.32) negated is

S(β)ij = E

[
− ∂

∂βT
j

ei(β)

]
= −

∫
W

Z(u, u)pi(u; β)pj(u; β)λpl(u)du.

Finally, when β = β∗, we have that pi(u; β∗)λpl(u) = λ∗i (u) due to (A.5),
which completes the proof of Theorem A.1.
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Theorem A.2
The variance-covariance matrix of e(β∗) is a (p− 1)q× (p− 1)q matrix with
blocks given by (A.11) for i, j = 1, . . . , p− 1.

Proof. It is straightforward to prove that E[e(β∗)] = 0 by showing that

E[ei(β∗)] =
∫

W
z(u)λ∗i (u)du−

p

∑
l=1

∫
W

z(u)pi(u; β∗)λ∗l (u)du

=
∫

W
z(u)λ∗i (u)du−

∫
W

z(u)λ∗i (u)du = 0,

where the second last equality follows from the fact that pi(u; β∗)λpl(u) =
λ∗i (u) due to (A.5). The diagonal blocks of Var [e(β∗)] are then given by
Var [ei(β∗)] = E

[
ei(β∗)ei(β∗)T

]
for i = 1, . . . , p− 1, where ei(β∗)ei(β∗)T is

ei(β∗)ei(β∗)T =

∑
u∈Xi∩W

z(u) ∑
v∈Xi∩W

z(v)T − ∑
u∈Xi∩W

z(u)
p

∑
l=1

∑
v∈Xl∩W

z(v)Tpi(v; β∗)−

p

∑
l=1

∑
u∈Xl∩W

z(u)pi(u; β∗) ∑
v∈Xi∩W

z(v)T+

p

∑
l=1

∑
u∈Xl∩W

z(u)pi(u; β∗)
p

∑
l=1

∑
v∈Xl∩W

z(v)Tpi(v; β∗), (A.33)

where the first term in (A.33) is

∑
u∈Xi∩W

z(u) ∑
v∈Xi∩W

z(v)T =
6=

∑
u,v∈Xi∩W

Z(u, v) + ∑
u∈Xi∩W

Z(u, u),

and the second and third terms are of the form

∑
u∈Xi∩W

z(u)
p

∑
l=1

∑
v∈Xl∩W

z(v)Tpi(v; β∗) =

p

∑
l=1
l 6=i

∑
u∈Xi∩W
v∈Xl∩W

Z(u, v)pi(v; β∗)+ (A.34)

6=

∑
u,v∈Xi∩W

Z(u, v)pi(v; β∗) + ∑
u∈Xi∩W

Z(u, u)pi(u; β∗)
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and the fourth term is

p

∑
l=1

∑
u∈Xl∩W

z(u)pi(u; β∗)
p

∑
l′=1

∑
v∈Xl′∩W

z(v)Tpi(v; β∗) =

p

∑
l,l′=1
l 6=l′

∑
u∈Xl∩W
v∈Xl′∩W

Z(u, v)pi(u; β∗)pi(v; β∗)+ (A.35)

p

∑
l=1

6=

∑
u,v∈Xl∩W

Z(u, v)pi(u; β∗)pi(v; β∗)+

p

∑
l=1

∑
u∈Xl∩W

Z(u, u) [pi(u; β∗)]2 .

The variance of ei(β∗) is by Campbell’s formula

Var [ei(β∗)]

=
∫

W2
Z(u, v)λ∗i (u)λ

∗
i (v)gii(u, v)dudv

−
∫

W2
Z(u, v)pi(v; β∗)λ∗i (u)

p

∑
l=1

λ∗l (v)gil(u, v)dudv

−
∫

W2
Z(u, v)pi(u; β∗)λ∗i (v)

p

∑
l=1

λ∗l (u)gil(u, v)dudv

+
∫

W2
Z(u, v)pi(u; β∗)pi(v; β∗)

p

∑ ∑
l,l′=1

λ∗l (u)λ
∗
l′(v)gll′(u, v)dudv + Sii(β∗)du

=
∫

W2
Z(u, v)λ∗i (u)λ

∗
i (v)gii(u, v)dudv

−
∫

W2
Z(u, v)λ∗i (u)λ

∗
i (v)

[
p

∑
l=1

[pl(v; β∗)gil(u, v) + pl(u; β∗)gil(u, v)]

]
dudv

+
∫

W2
Z(u, v)λ∗i (u)λ

∗
i (v)gpl(u, v)dudv + Sii(β∗)

= Sii(β∗) +
∫

W2
Z(u, v)λ∗i (u)λ

∗
i (v)[g

pl(u, v) + gii(u, v)]dudv

−
∫

W2
Z(u, v)λ∗i (u)λ

∗
i (v)

[
p

∑
l=1

[pl(v; β∗)gil(u, v) + pl(u; β∗)gil(u, v)]

]
dudv

The calculation of Cov[ei(β∗), ej(β∗)] is similar to (A.33) with the first term
replaced by ∑u∈Xi∩W z(u)∑v∈Xj∩W z(v)T = ∑u∈Xi∩W

v∈Xj∩W
z(u)z(v)T. Follow-

ing the same calculations as for the diagonal blocks of Var[e(β∗)], the off-
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diagonal blocks are given by

Cov
[
ei(β∗), ej(β∗)

]
= Sij(β∗) +

∫
W2

Z(u, v)λ∗i (u)λ
∗
j (v)

[
gpl(u, v) + gij(u, v)

]
dudv

−
∫

W2
Z(u, v)λ∗i (u)λ

∗
j (v)

[
p

∑
l=1

[
pl(v; β∗)gil(u, v) + pl(u; β∗)gjl(u, v)

]]
dudv.

The result now follows by the definition of Tij in (A.12).

B Lower bound for Tii(u, v; β∗, g)

The proof of lower bounds for Tii(u, v; β̂, gn) and Tii(u, v; β̂, gr) are identical
to the proof of Tii(u, v; β∗, g), therefore, we only provide proofs of Tii(u, v; β∗, g).

B.1 Lower bounds under constraint (A.18)

Tii(u, v; β∗, g)

= 1 +
gii(u, v)

gpl(u, v; β∗, g)
−

p

∑
l=1

[
p∗l (v)gil(u, v) + p∗l (u)gil(u, v)

]
gpl(u, v; β∗, g)

= 1 +
gii(u, v)∑

p
l=1

[
p∗l (v) + p∗l (u)

]
/2

gpl(u, v; β∗, g)
−

p

∑
l=1

[
p∗l (v) + p∗l (u)

]
gil(u, v)

gpl(u, v; β∗, g)

≥ 1 +
gii(u, v)∑

p
l=1

[
p∗l (v) + p∗l (u)

]
/2

gpl(u, v; β∗, g)

−
p

∑
l=1

[
p∗l (v) + p∗l (u)

]√
gii(u, v)gll(u, v)

gpl(u, v; β∗, g)

= 1 +
p

∑
l=1

[
p∗l (u) + p∗l (v)

] (
gii(u, v)− 2

√
gii(u, v)gll(u, v)

)
2gpl(u, v; β∗, g)

= 1 +
p

∑
l=1

[
p∗l (u) + p∗l (v)

] [(√
gii(u, v)−

√
gll(u, v)

)2
− gll(u, v)

]
2gpl(u, v; β∗, g)

≥ 1−
p

∑
l=1

[
p∗l (u) + p∗l (v)

]
gll(u, v)

2gpl(u, v; β∗, g)

≥ 1−
max1≤l≤p gll(u, v)

gpl(u, v; β∗, g)
.
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Since the right-hand side of the last inequality does not depend on i, we have
that

min
1≤i≤p

Tii(u, v; β∗, g) ≥ 1−
max1≤l≤p gll(u, v)

gpl(u, v; β∗, g)
.

B.2 Lower bounds without constraint (A.18)

Tii(u, v; β∗, g) = 1 +
gii(u, v)

gpl(u, v; β∗, g)
−

p

∑
l=1

[
p∗l (v)gil(u, v) + p∗l (u)gil(u, v)

]
gpl(u, v; β∗, g)

≥ 1 +
gii(u, v)

gpl(u, v; β∗, g)
−

2 max1≤l≤p gil(u, v)

gpl(u, v; β∗, g)
.

Therefore,

min
1≤i≤p

Tii(u, v; β∗, g) ≥ 1 +
min1≤i≤p gii(u, v)

gpl(u, v; β∗, g)
−

2 max1≤i≤p max1≤l≤p gil(u, v)

gpl(u, v; β∗, g)

≥ 1−
2 max1≤l,l′≤p gll′(u, v)−min1≤i≤p gii(u, v)

gpl(u, v; β∗, g)
.

C Proofs regarding consistency and asymptotic nor-
mality

In the following proofs we several times refer to auxiliary lemmas stated in
Section D.

C.1 Proof of Theorem 1

For ease of notation we use the abbreviations pi(u) and p∗i (u) for pi(u; β)
and pi(u; β∗), respectively. To prove Theorem 1 we invoke Theorem 2 in
Waagepetersen and Guan (2009) with Vn = |Wn|1/2Iq where Iq is the q × q
identity matrix and we define J̄(β) = − d

dβT en(β) to be the ‘average’ observed

information over Wn. It suffices to verify the following conditions

W1 There exists a t′ > 0 such that t′n ≥ t′ for all sufficiently large n where

t′n = inf‖x‖=1xTS̄n (β∗) x.

W2 As n → ∞, ‖J̄n (β)− S̄n (β)‖max converges to zero in probability for
any β ∈ Rq.

W3 For any δ > 0, sup‖|Wn |−1/2(β−β∗)‖≤δ ‖J̄n (β)− J̄n (β∗)‖max → 0 in prob-
ability as n→ ∞.
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W4 As n→ ∞, the sequence |Wn|−1/2e(n)(β∗) is bounded in probability.

Proof of W1:
Consider a unit length (p − 1)q × 1 vector x = [xT

1 , . . . , xT
p−1]

T with sub-
vectors xi = (xi1, . . . , xiq)

T for i = 1, . . . , p− 1. By (A.10),

S̄n(β∗) = |Wn|−1
∫

Wn
A(u)⊗ Z(u, u)λpl(u)du,

where ⊗ denotes the Kronecker product and A(u) = [aij(u)]ij is a (p− 1)×
(p− 1) symmetric matrix of the form

A(u) = (A.36)

[
1− p∗1(u)

]
p∗1(u) −p∗1(u)p

∗
2(u) · · · −p∗1(u)p

∗
p−1(u)

−p∗1(u)p
∗
2(u) [1− p∗2(u)]p∗2(u) −p∗2(u)p

∗
p−1(u)

...
. . .

...
−p∗1(u)p

∗
p−1(u) · · ·

[
1− p∗p−1(u)

]
p∗p−1(u)

 .

Defining now bi(u) = z(u)Txi,

xTS̄n(β∗)x = |Wn|−1
∫

Wn

p−1

∑
i,j=1

aij(u)bi(u)bj(u)λpl(u)du

= |Wn|−1
∫

Wn
bT(u)A(u)b(u)λpl(u)du,

where b(u) =
[
b1(u), . . . , bp−1(u)

]T . Using Lemma D.1 in the supplemen-
tary material, it immediately follows that

bT(u)A(u)b(u) ≥ p∗p(u)
p−1

∑
i=1

b2
i (u)p

∗
i (u) = p∗p(u)

p−1

∑
i=1

xT
i
[
z(u)z(u)Tp∗i (u)

]
xi

= xTZD(u)x,

where ZD(u) is the (p− 1)q× (p− 1)q block-diagonal matrix with diagonal
blocks z(u)z(u)Tp∗i (u)p

∗
p(u). Therefore, it follows that

xTS̄n(β∗)x ≥ xT
[
|Wn|−1

∫
Wn

ZD(u)λpl(u)du
]

x

≥ λmin

[
|Wn|−1

∫
Wn

ZD(u)λpl(u)du
]

= min
1≤i≤p−1

{
λmin

[
|Wn|−1

∫
Wn

z(u)z(u)Tp∗i (u)p
∗
p(u)λ

pl(u)du
]}

= min
1≤i≤p−1

{
λmin

[
|Wn|−1

∫
Wn

z(u)z(u)Tλ∗i (u)p
∗
p(u)du

]}
,
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where the second-last equality follows from the block-diagonal structure of
the matrix ZD(u). The result now follows from C4.

Proof of W2:
The proof of W2 follows directly from Lemma D.2 in the supplementary ma-
terial and a straightforward application of Chebyshev’s inequality.

Proof of W3:
Consider the following inequality

‖J̄n(β∗)− J̄n(β)‖max ≤
‖J̄n(β∗)− S̄n(β∗)‖max + ‖S̄n(β∗)− S̄n(β)‖max + ‖S̄n(β)− J̄n(β)‖max .

The first and third terms on the right hand side tends to zero as n → ∞ by
W2. To show that the second term tends to zero for |Wn|−1/2‖(β− β∗)‖ ≤ δ,
we use Theorem A.1 in the supplementary material and consider first the
diagonal blocks of S̄n(β∗) and S̄n(β):

‖S̄n(β∗)ii − S̄n(β)ii‖max

≤ 1
|Wn|

∫
Wn
‖Z(u, u)‖max λpl(u)

∣∣[1− p∗i (u)]p∗i (u)− [1− pi(u)]pi(u)
∣∣du

≤ 1
|Wn|

∫
Wn

K3
1 p
∣∣[1− p∗i (u)]p

∗
i (u)− [1− pi(u)]pi(u)

∣∣du,

where the last inequality follows from condition C2.
Let ti,β(u) = [1− pi(u)]pi(u). By straightforward calculations it can be

shown that
∥∥∥ d

dβ ti,β̃(u)
∥∥∥

max
≤ C for some constant C > 0 under condition C2

for any
∥∥β̃− β∗

∥∥ ≤ |Wn|1/2δ, which in turn gives that∣∣∣ti,β∗(u)− ti,β(u)
∣∣∣

|Wn|
≤

∥∥∥ d
dβ ti,β̃(u)

∥∥∥
max
‖β∗ − β‖

|Wn|
≤ C
|Wn|1/2

‖β∗ − β‖
|Wn|1/2 ,

where the second fraction is bounded by δ while the first fraction converge
to 0 as n → ∞. Therefore, ‖S̄n(β∗)ii − S̄n(β)ii‖max → 0 when n → ∞,
i = 1, . . . , p. Similarly,

∥∥S̄n(β∗)ij − S̄n(β)ij
∥∥

max → 0 when n → ∞ for any
i 6= j = 1, . . . , p− 1.

Proof of W4:
By Theorem A.2,

Σn(β∗, g)ij = Var
[
e(n)(β∗)

]
=
∫

Wn

∫
Wn

Z(u, v)λ∗i (u)λ
∗
j (u)hij(u, v)dudv + Sij(β∗),
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where the functions

hij(u, v) =gij(u, v) +
p

∑
l=1

p

∑
l′=1

p∗l (u)p
∗
l′(v)gll′(u, v)

−
p

∑
l=1

p∗l (v)gil(u, v)−
p

∑
l=1

p∗l (u)gjl(u, v),

(A.37)

i, j = 1, . . . , p− 1, can be bounded as follows:

|hij(u, v)| =
∣∣∣∣gij(u, v)− 1 +

p

∑
l=1

p

∑
l′=1

p∗l (u)p
∗
l′(v) [gll′(u, v)− 1]

−
p

∑
l=1

p∗l (v) [gil(u, v)− 1]−
p

∑
l=1

p∗l (u)
[

gjl(u, v)− 1
] ∣∣∣∣

≤ |gij(u, v)− 1|+
p

∑
l=1

p

∑
l′=1
|gll′(u, v)− 1|

+
p

∑
l=1

[
|gil(u, v)− 1|+

∣∣∣gjl(u, v)− 1
∣∣∣]

≤ 4
p

∑
l=1

p

∑
l′=1
|gll′(u, v)− 1| .

Therefore, under conditions C2 and C3 and recalling that gij is isotropic, it is
straightforward to show that

‖Σn(β∗, g)ij‖max ≤K4
1

∫
Wn

∫
Wn
|hij(u, v)|dudv + K3

1|Wn|

≤ 4K4
1

∫
Wn

∫
Wn

p

∑
l=1

p

∑
l′=1
|gll′(u, v)− 1|dudv + K3

1|Wn|

≤ 4K4
1

∫
Wn

p

∑
l=1

p

∑
l′=1

K2du + K3
1|Wn| = (4K4

1K2 p2 + K3
1)|Wn|,

which implies that ‖Wn|−1‖Σn(β∗, g)ij‖max is asymptotically bounded for
any i, j = 1, . . . , p − 1. It then follows from Chebychev’s inequality that
|Wn|−1/2e(n)(β∗) is (element-wise) bounded in probability as n→ ∞.

C.2 Proof of Theorem 2

By a first-order Taylor-expansion of e(n)(β̂) = 0 around β∗,

0 = e(n)(β∗)− Jn(β̃)(β̂− β∗)

= e(n)(β∗)−
[
Jn(β̃)− Sn(β∗)

]
(β̂− β∗)− Sn(β∗)(β̂− β∗)
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where ‖β̃ − β∗‖ ≤ ‖β̂ − β∗‖. Under condition C4, S̄−1
n (β∗) is well defined

for sufficiently large n and thus√
|Wn|(β̂− β∗) =S̄−1

n (β∗)
[
|Wn|−1/2e(n)(β∗)

]
− S̄−1

n (β∗)
[
J̄n(β̃)− S̄n(β∗)

] [
|Wn|−1/2(β̂− β∗)

]
= S̄−1

n (β∗)
[
|Wn|−1/2e(n)(β∗)

]
+ op(1),

(A.38)

where the last equality follows from W1-W3 in the proof of Theorem 1 and
the conclusion of Theorem 1. Therefore, to prove Theorem 2, it suffices to
prove the asymptotic normality of |Wn|−1/2e(n)(β∗).

Let for l ∈ Zd, C(l) denote the unit volume hypercube centered around l
and let Dn =

{
l ∈ Zd : Cn(l) ∩Wn 6= ∅

}
. Furthermore, define

Zn(l) =
[
(Z(1)

n (l))T, . . . , (Z(p−1)
n (l))T

]T
where

Z(i)
n (l) = ∑

u∈Xi∩C(l)∩Wn

z(u)−
p

∑
l=1

∑
u∈Xl∩C(l)∩Wn

z(u)
exp

[
β∗Ti z(u)

]
1 + ∑

p−1
k=1 exp

[
β∗Tk z(u)

]
is the restriction of ei(β∗) to C(l) ∩Wn.

The asymptotic normality of |Wn|−1/2e(n)(β∗) then follows from Theo-
rem 3.1 in Biscio and Waagepetersen (2019) provided the following holds

H1 W1 ⊂W2 ⊂ . . . and |
⋃∞

l=1 Wl | = ∞.

H2 There exists ε > 0 such that αX
2,∞(s) = O(1/sd+ε).

H3 There exists τ > 2d/ε such that sup
n∈N

sup
l∈Dn

E ‖Zn(l)− EZn(l)‖2+τ < ∞.

H4 We have 0 < lim infn→∞ λmin [Σ̄n(β∗, g)], where λmin(M) denotes the
smallest eigenvalue of a symmetric matrix M.

Conditions H1 and H2 are assumed in conditions C1 and N1, and con-
dition H4 is ensured by condition N3. Therefore, it suffices to show that H3
holds under the conditions of Theorem 2.

Proof of H3:
Since E [Zn(l)] = 0 and m− 2 > 2d/ε it suffices to show that

sup
n∈N

sup
l∈Dn

E ‖Zn(l)‖m < ∞ (A.39)
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(i.e. we take τ = m− 2). Moreover, letting Z(i)
n,j(l) denote the jth compo-

nent of Z(i)
n (l),

E ‖Zn(l)‖m ≤ (q(p− 1))m/2
p−1

∑
i=1

q

∑
j=1

E|Z(i)
n,j(l)|

m

so we just need to show the boundedness of E|Z(i)
n,j(l)|

m.

The binomial formula (x + y)m = ∑m
k=0 (

m
k )xkym−k gives that

E
[
|Z(i)

n,j(l)|
m
]

=
m

∑
k=0

(
m
k

)
E


 ∑

u∈Xi∩C(l)∩Wn

zj(u)

k− p

∑
l=1

∑
u∈Xl∩C(l)∩Wn

zj(u)p∗i (u)

m−k


≤
m

∑
k=0

(
m
k

)
E


 ∑

u∈Xi∩C(l)∩Wn

K1

k p

∑
l=1

∑
u∈Xl∩C(l)∩Wn

K1

m−k


= Km
1

m

∑
k=0

(
m
k

)
E


 ∑

u∈Xi∩C(l)∩Wn

1

k p

∑
l=1

∑
u∈Xl∩C(l)∩Wn

1

m−k


where the inequality follows from assumption C2.
Regarding the expression inside the expectation, ∑

u∈Xi∩C(l)∩Wn

1

k p

∑
l=1

∑
u∈Xl∩C(l)∩Wn

1

m−k

= ∑
u1∈Xi∩C(l)∩Wn

∑
u2∈Xi∩C(l)∩Wn

· · · ∑
uk∈Xi∩C(l)∩Wn

p

∑
l1=1

∑
v1,l1
∈Xl1

∩C(l)∩Wn

p

∑
l2=1

∑
v2,l2
∈Xl2

∩C(l)∩Wn

· · ·
p

∑
lm−k=1

∑
vm−k,lm−k

∈Xlm−k
∩C(l)∩Wn

1

The above sum consists of pm−k terms of the form

∑
u1∈Xi∩C(l)∩Wn

∑
u2∈Xi∩C(l)∩Wn

· · · ∑
uk∈Xi∩C(l)∩Wn

∑
v1,l1
∈Xl1

∩C(l)∩Wn

∑
v2,l2
∈Xl2

∩C(l)∩Wn

· · · ∑
vm−k,lm−k

∈Xlm−k
∩C(l)∩Wn

1

which again can be split into a number of terms according to the possible
combinations of ties between the summation indices uj, j = 1, . . . , k and vj′ ,lj′

,
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j′ = 1, . . . , m− k, lj′ = 1, . . . , p. By Campbell’s formula, the expectations of
these terms can be evaluated as integrals with respect to cross joint intensities.
For the sum where all indices are distinct, the expectation becomes an integral
over C(l)m with respect to the appropriate joint cross intensity λ

(k1,k2 ...,kN)
j1 ...jN

of

total order m, where j1 = i, N ≤ p, k1 ≥ k, ∑N
l=1 kl = m and {j2, . . . , jN} ⊆

{1, 2, . . . , p} \ {i}. For example, if l1 = l2 = · · · = lm−k = i then N = 1 and
k1 = m so that the cross joint intensity becomes the mth order joint intensity
λ
(m)
i of Xi. The joint cross intensity λ

(k1,k2 ...,kN)
j1 ...jN

is bounded above by Km
1 Cg by

conditions C2 and N2.
If not all indices are distinct we obtain lower order integrals involving

lower order joint cross densities. These integrals are of a smaller magnitude
compared to the case where all indices are distinct. Therefore, under condi-
tions C2 and N2, we have that

E

 ∑
u∈Xi∩C(l)∩Wn

1

k p

∑
l=1

∑
u∈Xl∩C(l)∩Wn

1

m−k

≤ pm−kKKm
1 Cg|C(l)|m

= pm−kKKm
1 Cg

where K < ∞ is an upper bound for the number of combinations of ties
mentioned above. This completes the proof of H3.

C.3 Proof of Theorem 3

The proof of (A.21) in Theorem 3 can be separated into the following steps

A1. ĝn
ij,kl,n(r; bn, β∗)

p−→ gij,kl(r) as n→ ∞.

A2. ĝn
ij,kl,n(r; bn, β̂)

p−→ ĝn
ij,kl,n(r; bn, β∗) as n→ ∞.

Proof of A1:
In the following, we ease the notation by omitting function arguments.

We need to show that

ĝn
ij,kl,n =

Fij,n

Fkl,n
=

gij

gkl

gkl |Wn|−1Fij,n/
[
gijE(Fkl,n)|Wn|−1]

|Wn|−1Fkl,n/ [E(Fkl,n)|Wn|−1]

p−→ gij,kl ,

as n→ ∞, which is equivalent to showing that as n→ ∞

|Wn|−1 [gkl Fij,n − gijE(Fkl,n)
] p−→ 0 and (A.40)

|Wn|−1 [Fkl,n − E(Fkl,n)]
p−→ 0. (A.41)
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By rewriting (A.40), we can see that

1
|Wn|

[
gkl Fij,n − gijE(Fkl,n)

]
=

gkl
|Wn|

[
Fij,n − E(Fij,n)

]
+

1
|Wn|

[
gklE(Fij,n)− gijE(Fkl,n)

]
.

For the first term on the right hand side it follows from Chebychev’s inequal-
ity that

P(|gkl |Wn|−1 [Fij,n − E(Fij,n)
]
| > ε) <

g2
klVar(|Wn|−1Fij,n)

ε2

for any ε > 0. Thus the first term converges to zero in probability as n → ∞
due to Lemma D.5 in the supplementary material along with condition C2.
The second term can be expanded as

1
|Wn|

∫
Wn

∫
Wn

[
gkl(r)gij(||u− v||)− gij(r)gij(||u− v||)

]
×
[

p

∑
i=1

λ∗i (u)

] [
p

∑
j=1

λ∗j (v)

]
kbn(||u− v|| − r)dudv. (A.42)

By the continuity of gij(·) and gkl(·), for any δ > 0, we can choose an
ε > 0 such that |gkl(r)gij(||u− v||)− gkl(||u− v||)gij(r)| < δ provided that
|||u− v|| − r| < ε. By the definition of the kernel function k(·), a bandwidth
bn < ε implies that the integral is only over u and v with |‖u− v‖ − r| < ε.
By Lemma D.3 in the supplementary material, this further implies that (A.42)
is bounded by δp2K2

1C̃1rd−1. Since δ > 0 can be arbitrarily chosen and bn → 0,
we have that (A.42) converges to zero as n→ ∞. Finally, (A.41) follows from a
simple application of Chebyshev’s inequality using the conclusion of Lemma
D.5.
Proof of A2:

We show that ĝn
ij,kl,n(r; bn, β̂) → ĝn

ij,kl,n(r; bn, β∗) by using a multivariate
Taylor approximation:

ĝn
ij,kl,n(r; bn, β̂)− ĝn

ij,kl,n(r; bn, β∗) = ∇ĝn
ij,kl,n(r; bn, β′)(β̂− β∗)T, (A.43)

where β′ is on the line segment that connects β∗ and β̂. Since the estima-

tor β̂ is consistent, i.e. (β̂ − β∗)T
p−→ 0 as n → ∞, it suffices to show that

∇ĝn
ij,kl,n(r; bn, β′) is bounded. Some tedious algebra yields that under condi-

tion C2,∥∥∇Fij,n(r; bn, β′)
∥∥

max ≤ 2
[

sup
u
‖z(u)‖max

]
Fij,n(r; bn, β′) ≤ 2K1Fij,n(r; bn, β′),
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which further gives that

‖∇ĝn
ij,kl,n(r; bn, β′)‖max

=

∥∥∥∥∥∇ Fij,n(r; bn, β′)

Fkl,n(r; bn, β′)

∥∥∥∥∥
max

≤ 4K1
Fij,n(r; bn, β′)

Fkl,n(r; bn, β′)

= 4K1
Fij,n(r; bn, β∗)

Fkl,n(r; bn, β∗)

Fij,n(r; bn, β′)

Fij,n(r; bn, β∗)

Fkl,n(r; bn, β∗)

Fkl,n(r; bn, β′)

= 4K1 ĝn
ij,kl,n(r; bn, β∗)

Fij,n(r; bn, β′)/|Wn|
Fij,n(r; bn, β∗)/|Wn|

Fkl,n(r; bn, β∗)/|Wn|
Fkl,n(r; bn, β′)/|Wn|

.

It follows immediately from A1, that ĝn
ij,kl,n(r; bn, β∗)

p−→ gij,kl(r) as n → ∞.

Now it remains to show that
(

Fij,n(r; bn, β∗)/|Wn|
)

/
(

Fij,n(r; bn, β′)/|Wn|
) p−→

1 as n→ ∞ or equivalently,

1
|Wn|

∣∣Fij,n(r; bn, β∗)− Fij,n(r; bn, β′)
∣∣ p−→ 0 as n→ ∞. (A.44)

Using the inequality
∥∥∇Fij,n(r; bn, β′)

∥∥
max ≤ 2K1Fij,n(r; bn, β′) and a Taylor

expansion,

1
|Wn|

|Fij,n(r; bn, β∗)− Fij,n(r;bn, β′)| = 1
|Wn|

|∇Fij,n(r; bn, β′′)T(β∗ − β′)|

≤2K1(p− 1)q‖β∗ − β′‖max

|Wn|
Fij,n(r; bn, β′′),

(A.45)

where β′′ is between β∗ and β′. Recalling the definition of Fij,n,

Fij,n(r; bn, β′′) =
6=

∑
u∈Xi∩Wn
v∈Xj∩Wn

kbn(‖u− v‖ − r)
pi(u; β′′)pj(v; β′′)

=
6=

∑
u∈Xi∩Wn
v∈Xj∩Wn

kbn(‖u− v‖ − r)
pi(u; β∗)pj(v; β∗)

×
pi(u; β∗)pj(v; β∗)

pi(u; β′′)pj(v; β′′)
.

Under condition C2, ‖z(u)‖max ≤ K1 ensures that there exists a c > 0 such
that

pi(u; β∗) ≥ c, i = 1, . . . , p,

for any u ∈
{

u ∈ ∪∞
l=1Wl : λ0(u) > 0

}
. By consistency of β̂n we have that

β′
p−→ β∗ and hence β′′

p−→ β∗, which implies that with a probability tending
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to 1,

pi(u; β′′) ≥ c, i = 1, . . . , p,

for any u ∈
{

u ∈ ∪∞
l=1Wl : λ0(u) > 0

}
. Consequently, with a probability

tending to 1, we can bound Fij,n(r; bn, β′′) as

Fij,n(r; bn, β′′) ≤ 1
c2

6=

∑
u∈Xi∩Wn
v∈Xj∩Wn

kbn(‖u− v‖ − r)
pi(u; β∗)pj(v; β∗)

=
1
c2 Fij,n(r; bn, β∗). (A.46)

Using equality (A.41),

|Wn|−1Fij,n(r; bn, β∗)
p−→ |Wn|−1E

[
Fij,n(r; bn, β∗)

]
= |Wn|−1

∫
W2

n

λpl(u)λpl(v)gij(u, v)kb(||u− v|| − r)dudv

≤
p2K3

1
|Wn|

∫
W2

n

kbn(||u− v|| − r)dudv

≤ p2K3
1

∫
Rd

kbn(||x|| − r)dx,

where the first inequality follows from condition C2. Combining the above
inequality with Lemma D.3 gives that, with a probability tending to 1, there
exists a constant CF such that

|Wn|−1Fij,n(r; bn, β∗) ≤ CF. (A.47)

Finally, for any ε > 0 and letting F̄∗ij,n = Fij,n(r; bn, β∗)/|Wn|,

P(‖β′ − β∗‖max F̄∗ij,n > ε) ≤ P(‖β′ − β∗‖maxCF > ε) + P(F̄∗ij,n > CF)

Thus, since β′
p−→ β∗ as n → ∞, (A.44) immediately follows from inequali-

ties (A.45)-(A.47), which completes the proof of A2. Therefore, the proof of
(A.21) in Theorem 3 is finished.

To show (A.22) in Theorem 3, note that

|ĝr
ij,kl,n(r; bn, β̂n)− gij,kl(r)| ≤ |ĝr

ij,kl,n(r; bn, β̂n)− ĝn
ij,kl,n(r; bn, β̂n)|

+ |ĝn
ij,kl,n(r; bn, β̂n)− gij,kl(r)|,

so that it is enough to show that

|ĝr
ij,kl,n(r; bn, β̂n)− ĝn

ij,kl,n(r; bn, β̂n)|
p−→ 0 for r ≥ R∗ as n→ ∞. (A.48)

Combining restriction (A.18) and the convergence ĝn
ij,kl,n(r; bn, β̂n)

p−→ gij,kl(r),

as n → ∞, we obtain that with a probability tending to 1, ĝn
ij,kl,n(r; bn, β̂n)
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satisfies restriction ĝij,kl,n(r; bn, β̂n) ≤
√

ĝii,kl,n(r; bn, β̂n)ĝjj,kl,n(r; bn, β̂n) for a

sufficiently large n, in which case |ĝr
ij,kl,n(r; bn, β̂n)− ĝn

ij,kl,n(r; bn, β̂n)| = 0 by
the design of algorithm (A.19). Therefore, (A.48) follows, which completes
the proof of (A.22) in Theorem 3.

D Auxiliary Lemmas

Lemma D.1
Define A(u) as in (A.36). Then for any b = (b1, . . . , bp−1)

T ∈ Rp−1,

bTA(u)b ≥ p∗p(u)
p−1

∑
i=1

b2
i p∗i (u).

Proof. Using the Cauchy-Schwartz inequality,

bTA(u)b =
p−1

∑
i=1

b2
i p∗i (u)−

[
p−1

∑
i=1

bip∗i (u)

]2

=
p−1

∑
i=1

b2
i p∗i (u)−

[
p−1

∑
i=1

bi
p∗i (u)

1− p∗p(u)

]2

[1− p∗p(u)]
2

≥
p−1

∑
i=1

b2
i p∗i (u)−

[
p−1

∑
i=1

b2
i p∗i (u)

]
[1− p∗p(u)]

= p∗p(u)
p−1

∑
i=1

b2
i p∗i (u).

Lemma D.2
Assume C1 - C3 holds true. Then as n → ∞, |Wn|−1Var�

[
Jn(β)ij

]
≤ C for

some constant 0 < C < ∞ for any i, j = 1, . . . , p − 1. Here, for a random
matrix A, Var�(A) denotes the element-wise variance of A.

Proof. Denote by A�2 the element-wise square of the matrix A and by A� B
the element-wise product of matrices A and B. Recall that E

[
Jn(β)ij

]
=

−Sn(β)ij, i, j = 1, . . . , p− 1. Clearly, Var�
[
Jn(β)ij

]
= E

[
J�2

n (β)ij
]
− S�2

n (β)ij.
Let

Hii(u) = Z(u, u)pi(u; β) [1− pi(u; β)] and

Hij(u) = Z(u, u)pi(u; β)pj(u; β).

The block elements in J�2
n (β) are of the form

J�2
n (β)ij =

p

∑ ∑
l,l′=1

∑
u∈Xl∩Wn
v∈Xl′∩Wn

Hij(u)�Hij(v),
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for i, j = 1, . . . , p− 1, whose expectations are of the form

E
[
J�2

n (β)ij

]
=

p

∑ ∑
l,l′=1

∫
Wn

∫
Wn

Hij(u)�Hij(v)λll′(u, v)dudv

+
p

∑
l=1

∫
Wn

Hij(u)�Hij(u)λ∗l (u)du.

Using Theorem A.1, it follows that the squared sensitivity is given by

S�2
n (β)ij =

p

∑ ∑
l,l′=1

∫
Wn

∫
Wn

Hij(u)�Hij(v)λ∗l (u)λ
∗
l (v)dudv

for i, j = 1, . . . , p− 1. By condition C2, ‖Hij‖max ≤ K2
1 for any i, j = 1, . . . , p−

1, which, together with condition C3 and isotropy of gll′ , further implies that

Var�
[
Jn(β)ij

]
=
∫

W2
n

Hij(u)�Hij(v)
p

∑ ∑
l,l′=1

[λll′(u, v)− λ∗l (u)λl′(v)]dudv

+
∫

Wn
Hij(u)�Hij(u)λpl(u)du

≤
∫

W2
n

K4
1

p

∑ ∑
l,l′=1

|λll′(u, v)− λ∗l (u)λ
∗
l′(v)| dudv +

∫
Wn

K4
1λpl(u)du

≤
p

∑ ∑
l,l′=1

∫
W2

n

K6
1 |gll′(u, v)− 1|dudv +

p

∑
l=1

∫
Wn

K5
1du

≤
p

∑ ∑
l,l′=1

∫
Wn

K6
1K2du + pK5

1|Wn|

= |Wn|(p2K6
1K2 + pK5

1),

which yields that |Wn|−1Var� [Jn(β)]ij ≤ C with C = p2K6
1K2 + pK5

1, for any
i, j = 1, . . . , p− 1.

Lemma D.3
Let b > 0 be a bandwidth and kb(·) = k(·/b)/b with a kernel function k(·)
defined on a bounded support in R. Then for b small enough, we have that∫

Rd
kb(‖u‖ − r)du ≤ C̃1rd−1

∫
Rd

k2
b(‖u‖ − r)du ≤ C̃2

1
b

rd−1,

where C̃1 and C̃2 are some positive constants.
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Proof. Without loss of generality we assume that the kernel function k(·) has
a bounded support [−1, 1]. Using the polar coordinates transformation∫

Rd
f (u)du =

∫
Sd−1

∫ ∞

0
f (tv)td−1dtνd(dv),

where νd(·) is surface measure on the unit sphere Sd−1 in Rd, we have that

I(r; b) ≡
∫

Rd
kb(‖u‖ − r)du =

1
b

∫
Rd

k
(
‖u‖ − r

b

)
du

=
1
b

∫
Sd−1

∫ ∞

0
k
(

t− r
b

)
td−1dtνd(dv)

=
νd

(
Sd−1

)
b

∫ ∞

0
k
(

t− r
b

)
td−1dt.

When substituting the variable s = (t− r)/b, we have that

I(r; b) = νd

(
Sd−1

) ∫ ∞

−r/b
k(s)(bs + r)d−1ds

≤ νd

(
Sd−1

) [
sup

s∈[−1,1]
k(s)

] ∫ 1

max{−1,−r/b}
(bs + r)d−1ds.

= νd

(
Sd−1

) [
sup

s∈[−1,1]
k(s)

]
1
db

[
(b + r)d − (b max{−1,−r/b}+ r)d

]
.

Applying L’Hospital’s rule,

lim
b→0

1
b

[
(b + r)d − (b max{−1,−r/b}+ r)d

]
= 2drd−1.

Hence, for b small enough, there exists a constant C̃1 so that

I(r; b) ≤ C̃1rd−1

The second inequality follows the same way.
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Lemma D.4
The variance of Fij(r; b, β∗) in (A.17) for i 6= j is:

Var[Fij(r; b, β∗)] =∫
W4

[
g(2,2)

ij (u1, u2, v1, v2)− gij(u1, v1)gij(u2, v2)
]

× t(u1, v1)t(u2, v2)du1du2dv1dv2

+
∫

W3
g(1,2)

ij (u, v1, v2)t(u, v1)
λpl(v2)

pi(u; β∗)
kb(‖u− v2‖ − r)dudu1dv2

+
∫

W3
g(2,1)

ij (u1, u2, v)t(u1, v)
λpl(u2)

pj(v; β∗)
kb(‖u2 − v‖ − r)du1du2dv

+
∫

W2
g(1,1)

ij (u, v)t(u, v)
[
pi(u; β∗)pj(v; β∗)

]−1
kb(‖u− v‖ − r)dudv

and for i = j:

Var[Fii(r; b, β∗)] =∫
W4

[
g(4)i (u1, u2, u3, u4)− gi(u1, u2)gi(u3, u4)

]
× t(u1, u2)t(u3, u4)du1du2du3du4

+ 4
∫

W3
g(3)i (u1, u2, u3)t(u1, u2)

λpl(u3)

pi(u1; β∗)
kb(‖u1 − u3‖ − r)du1du2du3

+ 2
∫

W2
gi(u1, u2)t(u1, u2) [pi(u1; β∗)pi(u2; β∗)]−1 kb(‖u1 − u2‖ − r)du1du2,

where t(u, v) = kb(‖u− v‖ − r)λpl(u)λpl(v).

Proof. The variance is

Var[Fij(r; b, β∗)] = E[Fij(r; b, β∗)2]− E[Fij(r; b, β∗)]2,

where

E[Fij(r; b, β∗)]2 =

[∫
W2

gij(u, v)t(u, v)dudv
]2

.

Define sij(u, v) =
[
pi(u; β∗)pj(v; β∗)

]−1
and suppose first that i 6= j. Then
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we have that

E[Fij(r; b, β∗)2]

= E
6=

∑
u1∈Xi∩W
v1∈Xj∩W

sij(u1, v1)kb(‖u1 − v1‖ − r)
6=

∑
u2∈Xi∩W
v2∈Xj∩W

sij(u2, v2)kb(‖u2 − v2‖ − r)

= E
6=

∑
u1,u2∈Xi∩W
v1,v2∈Xj∩W

sij(u1, v1)sij(u2, v2)kb(‖u1 − v1‖ − r)kb(‖u2 − v2‖ − r)

+ E
6=

∑
u∈Xj∩W

v1,v2∈Xj∩W

sij(u, v1)sij(u, v2)kb(||u− v1|| − r)kb(||u− v2|| − r)

+ E
6=

∑
u1,u2∈Xi∩W

v∈Xj∩W

sij(u1, v)sij(u2, v)kb(‖u1 − v‖ − r)kb(‖u2 − v‖ − r)

+ E
6=

∑
u∈Xi∩W
v∈Xj∩W

sij(u, v)2kb(||u− v|| − r)2,

where we recall that ∑ 6= means summation over distinct points. If i = j we
can rename the indices and have that

E[Fii(r; b, β∗)2]

= E
6=

∑
u1,u2∈Xi∩W

sii(u1, u2)kb(‖u1 − u2‖ − r)
6=

∑
u3,u4∈Xi∩W

sii(u3, u4)kb(‖u3 − u4‖ − r)

= E
6=

∑
u1,u2,u3,u4∈Xi∩W

sii(u1, u2)sii(u3, u4)kb(‖u1 − u2‖ − r)kb(‖u3 − u4‖ − r)

+ 4E
6=

∑
u1,u2,u3∈Xi∩W

sii(u1, u2)sii(u1, u3)kb(‖u1 − u2‖ − r)kb(‖u1 − u3‖ − r)

+ 2E
6=

∑
u1,u2∈Xi∩W

sii(u1, u2)
2kb(‖u1 − u2‖ − r)2.

Lemma D.4 then follows directly from applying Campbell’s formula to
each expectation.

Lemma D.5
Under conditions C2,K1-K3, the variance of |Wn|−1Fij,n(r; bn, β∗ij) converges
to zero in probability as n→ ∞.
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Proof. Following Lemma D.4 we have two cases for Var
[

Fij,n(r; bn, β∗ij)
]

when

i 6= j and i = j. For i 6= j we write Var
[

Fij,n(r; bn, β∗ij)
]

as a sum of four terms

T1,n, . . . , T4,n and for i = j we write Var [Fii,n(r; bn, β∗ii)] as a sum of three terms
T′1,n, . . . , T′3,n. First we consider i 6= j and applying condition C2, translation

invariance of g(2,2)
ij (condition K1) and a change of variable, it follows that

T1,n is bounded as

T1,n ≤ p4K4
1

∫
W4

n

∣∣∣g(2,2)
ij (0, u, v, w + u)− gij(0, v)gij(0, w)

∣∣∣
kbn(‖v‖ − r)kbn(‖w‖ − r)du1dudvdw.

Using the second part of condition K1, the above upper bound can be sim-
plied to

p4K4
1K3|Wn|

∫
Wn

kbn (‖v‖ − r)dv
∫

Wn
kbn (‖w‖ − r)dw.

Consequently, it follows from Lemma D.3 and condition K3 that

T1,n

|Wn|2
≤

p4K4
1K3

(
C̃1rd−1

)2

|Wn|
→ 0, as n→ ∞.

Using similar arguments for T′1,n is can be shown that T′1,n tend to zero.
Regarding T2,n, first note that under condition C2, ‖z(u)‖max ≤ K1 ensures
that there exists a c > 0 such that

pi(u; β∗) ≥ c, i = 1, . . . , p, (A.49)

for any u ∈
{

u ∈ ∪∞
l=1Wl : λ0(u) > 0

}
. Applying further condition K2, T2,n

is bounded as

T2,n ≤
K4K3

1
c

∫
W3

n

kbn(‖u− v1‖ − r)kbn(‖u− v2‖ − r)dudv1dv2

By Lemma D.3,

T2,n ≤
K4K3

1
c
|Wn|(C̃1rd−1)2.

Hence T2,n/|Wn|2 → 0 as n → ∞. It follows along the same lines that T3,n
and T′2,n tend to zero as n→ ∞.

Regarding the fourth term T4,n, we have

T4,n ≤
2K4 p2K2

1
|Wn|2c2

∫
W2

n

k2
bn
(‖u− v‖ − r)dudv ≤

2K4 p2K2
1

|Wn|c2

∫
Rd

k2
bn
(‖u‖ − r)du

Applying Lemma D.3 and the last part of condition K3, T4,n tends to zero as
n → ∞. Using similar arguments for T′3,n it can be shown that T′3,n tends to
zero as n→ ∞. Thus Var

[
|Wn|−1Fij,n(r; bn, β∗)

]
→ 0 as n→ ∞.

82



E. Performances of kernel estimators of cross PCF ratios

E Performances of kernel estimators of cross PCF
ratios

Following the last paragraph in Section 3.4, Figure A.9 illustrates the per-
formances of the “naive” kernel estimator and “regularized” kernel estima-
tor for some ratios gij(r)/g44(r) under various window sizes. Both estima-
tors are unbiased and the “regularized” kernel estimator has a slightly nar-
rower 95% probability band than the “naive” kernel estimator for the window
W1. As the observation window is increased from W1 to W2, all probability
bands become much tighter, supporting the theoretical findings in Theorem 3.
However, we do not observe appreciable differences between these two non-
parametric estimators in terms of estimation accuracies.
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m

0.0 0.1 0.2 0.3 0.4

0.
2

0.
4

0.
6

0.
8

1.
0

1.
2

1.
4

(b) Estimation of g24,44(r) with W1

r

cr
os

s−
P

C
F

 r
at

io

True g24,44(r)
Mean of ĝ
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Fig. A.9: Means of estimated cross PCF ratios and point-wise 95% probability intervals for cross
PCF ratios. Upper row: W1, lower row: W2.

To shed more light on why CIĝr outperforms CIĝn , we study the diago-
nal blocks of the covariance matrix estimator (A.14) and focus on the diago-
nal elements in each Σ̂(β∗, g)ii corresponding to the intercept, which can be
rewritten as

τ̂i(β∗, g) = ∑
u∈Xpl

[1− p∗i (u)]p∗i (u) +
L−1

∑
l=1

ϕi,l (β∗, g) , (A.50)
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for i = 1, . . . , p− 1, where for L ≥ 1 and l = 1, . . . , L− 1,

ϕi,l(β∗, g) =
6=

∑
u,v∈Xpl

p∗i (u)p
∗
i (v)Tii(u, v; β∗, g)1(rl < ‖u− v‖ ≤ rl+1), (A.51)

for an equally-spaced partition 0 = r1 < r2 < · · · < rL = R of the interval
[0, R] and with Tii(u, v; β∗, g) defined in (A.12).

The τ̂i(β∗, g)’s are estimators of variances. However, after plugging in β̂
and estimated cross PCFs, the resulting τ̂i(β̂, ĝ)’s are not guaranteed to be
positive. This issue is especially severe for the “naive” kernel cross PCF ratio
estimators. Figure A.10 compares the means of ϕi(r; β∗, g), ϕi(r; β̂, ĝn) and
ϕi(r; β̂, ĝr) based on 1000 simulations together with point-wise 95% proba-
bility bands for i = 1, 2, 3. While there exist little differences between the
means of ϕi(r; β̂, ĝn) and ϕi(r; β̂, ĝr), the low quantiles of ϕi(r; β̂, ĝn) can
take very large negative values, which may lead to a small and even neg-
ative value of τ̂i(β̂, ĝn). In contrast, the lower quantiles of ϕi(r; β̂, ĝr) are
always close to 0, and thus the associated τ̂i(β̂, ĝr)’s are bounded away from
negative values. Since the estimated covariance matrix of β̂ takes the form[

Ŝn(β̂)
]−1

Σ̂n(β̂, ĝ)
[
Ŝn(β̂)

]−1
, it is generally the case that larger diagonal el-

ements in Σ̂n(β̂, ĝ) leads to larger estimated variances for β̂. Therefore, CIĝr

tends to achieve higher coverage probability than that of CIĝn .

0.0 0.1 0.2 0.3 0.4

−
20

0
20

40

(a) φ1 with W2

r

E
st

im
at

ed
 fu

nc
tio

ns

Mean with true g

Mean with ĝ
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Fig. A.10: Means of ϕi,l(β∗, g), ϕi,l(β, ĝn) and ϕi,l(β̂, ĝr) against rl , l = 1, . . . , L, i = 1, 2, 3, and
point-wise 95% probability bands.

F Goodness-of-fit assessments of crime data

84



References

0.4 0.6 0.8 1.0

0.
00

0.
02

0.
04

0.
06

0.
08

0.
10

% African

z

T
(z

)
Test Statistics
95% percentile (Poisson)
95% percentile (LGCP)

0.2 0.3 0.4 0.5 0.6

0.
00

0.
02

0.
04

0.
06

0.
08

0.
10

% Hispanic

z

T
(z

)

Test Statistics
95% percentile (Poisson)
95% percentile (LGCP)

0.1 0.2 0.3 0.4 0.5 0.6

0.
00

0.
01

0.
02

0.
03

0.
04

0.
05

0.
06

0.
07

% Male

z

T
(z

)

Test Statistics
95% percentile (Poisson)
95% percentile (LGCP)

3.0 3.5 4.0 4.5

0.
00

0.
01

0.
02

0.
03

0.
04

0.
05

MedIncome

z

T
(z

)

Test Statistics
95% percentile (Poisson)
95% percentile (LGCP)

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

0.
00

0.
01

0.
02

0.
03

0.
04

0.
05

0.
06

% HouseRent

z

T
(z

)
Test Statistics
95% percentile (Poisson)
95% percentile (LGCP)

0.2 0.4 0.6 0.8 1.0

0.
00

0.
02

0.
04

0.
06

0.
08

% Bachelor

z

T
(z

)

Test Statistics
95% percentile (Poisson)
95% percentile (LGCP)

6.0 6.5 7.0 7.5 8.0 8.5

0.
00

0.
02

0.
04

0.
06

0.
08

Pdist

z

T
(z

)

Test Statistics
95% percentile (Poisson)
95% percentile (LGCP)

Fig. A.11: Estimated Tj(z)’s in (A.30) for three covariates together with 95% percentiles computed
from the Poisson model and the LGCP model.
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1. Introduction

Abstract

This paper introduces a new approach to inferring the second order properties of a
multivariate log Gaussian Cox process (LGCP) with a complex intensity function.
We assume a semi-parametric model for the multivariate intensity function contain-
ing an unspecified complex factor common to all types of points. Given this model
we exploit the availability of several types of points to construct a second-order con-
ditional composite likelihood to infer the pair correlation and cross pair correlation
functions of the LGCP. Crucially this likelihood does not depend on the unspecified
part of the intensity function. We also introduce a cross validation method for model
selection and an algorithm for regularized inference that can be used to obtain sparse
models for cross pair correlation functions. The methodology is applied to simulated
data as well as data examples from microscopy and criminology. This shows how
the new approach outperforms existing alternatives where the intensity functions are
estimated non-parametrically.

1 Introduction

A multivariate or multi-type point pattern is a marked point pattern where
the marks belong to a finite set corresponding to different types of points.
Equivalently, a multivariate point pattern can be viewed as a finite collection
of ordinary point patterns, where each of these point patterns consists of
points of a specific type. In this paper we consider point pattern data from
biology and criminology. In the former case the point pattern represents
locations of different types of cells in a tumor and in the latter case crime
scenes of different types of crimes. An obvious key point of interest is then
to study possible associations between the points of different types.

If consistent estimates of the intensity functions are available, and un-
der assumptions of second-order intensity reweighted stationarity (Baddeley
et al., 2000) or intensity-reweighted moment stationarity (van Lieshout, 2011),
an immediate approach is to compute non-parametric cross summary statis-
tics such as cross K, cross pair correlation, or cross J functions (Møller and
Waagepetersen, 2003; Baddeley et al., 2014; Cronie and van Lieshout, 2016).
Parametric estimation of cross associations is also possible, see e.g. Jalilian
et al. (2015); Waagepetersen et al. (2016); Choiruddin et al. (2019) who used
parametric models of intensity and pair correlation functions, or Rajala et al.
(2018) who specified a full model in terms of a multivariate Markov point
process.

In some cases it is not straightforward to estimate the intensity function.
For the cells data considered in this paper, the intensities of each type appear
to be very heterogeneous, possibly varying within regions corresponding to
different types of tissue. However, it is not straightforward to delienate these
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regions. For the crime data considered, the intensity functions depend in a
complex manner on the urban structures and the population density.

In case of bivariate case-control processes, Diggle et al. (2007) suggested a
semi-parametric model where complex features of the case and control inten-
sity functions were captured by a common non-parametric factor. This factor
was estimated non-parametrically from the control point process and next
used in a semi-parametric estimate of the intensity function for the case pro-
cess. Finally this estimate was plugged into an estimate of the K-function for
the case process. Using the control process to estimate the non-parametric
part of the case intensity function mitigates the problem of confounding
of possible clustering in the case process with variations in the case inten-
sity function. However, sensitivity to the choice of bandwidth for the non-
parametric estimation remains. Also the case and control processes were
assumed to be independent whereby the cross pair correlation function is
restricted to be one. Diggle et al. (2007) assumed the control process to be
Poisson and Henrys and Brown (2009) relaxed this assumption by allowing
both case and control processes to be clustered. They however retained inde-
pendence between the two processes. Guan et al. (2008) used the same frame-
work as Diggle et al. (2007) but used a second-order conditional composite
likelihood to fit a parametric model to the case pair correlation function. The
composite likelihood notably did not depend on the non-parametric part of
the case intensity function and hence avoided choosing a bandwidth for non-
parametric estimation.

In the context of multivariate point processes, Hessellund et al. (2019)
used a semi-parametric model for the multivariate intensity function assum-
ing a multiplicative structure where for each type of points, the intensity
function is a product of a common background intensity and a log-linear fac-
tor modeling effects of covariates. Hence focus is on estimating differences
between the intensity functions (for different types of points) that can be ex-
plained in terms of the covariates. In the bivariate case this model coincides
with the one used in Diggle et al. (2007). However, Hessellund et al. (2019)
did not impose any restrictive assumptions regarding the correlations within
each type of points or between different types of points. While the main focus
in Hessellund et al. (2019) was inference for the intensity function, they also
obtained non-parametric estimates of ratios of cross pair correlation func-
tions. They were, however, not able to obtain estimates of the individual
cross pair correlation functions.

Our objective in this paper is to infer the full within and between corre-
lation structure of a multivariate point process. To do so we adopt the para-
metric log Gaussian Cox process (LGCP) model for the correlation structure
proposed in Waagepetersen et al. (2016) and further considered in Choirud-
din et al. (2019). This model is flexible and has a very natural interpretation
in terms of latent structures. However, to deal with complex intensity func-
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tions, we replace the parametric model for the intensity function used in
Waagepetersen et al. (2016) with the semi-parametric model for the intensity
function from Hessellund et al. (2019). In this way we combine the strengths
of two modelling approaches.

The presence of a non-parametric factor in the intensity function means
that ingenuity is needed for fitting the parametric part of the model. We gen-
eralize the approach for the bivariate case in Guan et al. (2008) and obtain a
second order conditional composite likelihood function which only depends
on the parametric parts of the model and hence does not require knowl-
edge of the non-parametric component. Compared with Guan et al. (2008)
we consider an arbitrary number of point processes and do not assume that
any of the point processes are Poisson nor that any two point processes are
uncorrelated.

Some key questions we want to address for a particular data set are
whether some point processes are uncorrelated and if not, whether they are
negatively or positively correlated. We address these questions by a model
selection approach where the models considered represent different types of
correlation structures. Absence of correlation between point processes re-
quires that certain parameters must be zero. To enable selection of models
with parameters set to zero we combine our semi-parametric composite like-
lihood with a Lasso penalization (Tibshirani, 1996) which precisely facilitates
that some parameters can be estimated to be exactly zero. A similar ap-
proach was considered by Choiruddin et al. (2019) in the context of least
squares estimation for a multivariate LGCP with a full parametric model for
the multivariate intensity function.

The rest of the paper is organized as follows. Section 2 gives a brief
overview of multivariate point processes with focus on the intensity func-
tions and cross intensity functions. Next the semi-parametric model for the
intensity function and the multivariate LGCP model is described. Section 3
introduces the second order conditional composite likelihood function, an
optimization algorithm based on the proximal Newton method, and a cross
validation method for model selection. Section 4 contains simulation studies
and Section 5 applies our methodology to cells and crimes data sets. Some
concluding remarks are given in Section 6.

2 Semi-parametric modelling of a multivariate point
process

2.1 Background on intensity functions

Let X = (X1, . . . , Xp) be a multivariate spatial point process, where Xi is a
spatial point process on Rd representing points of type i, i = 1, . . . , p. Each
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Xi is hence a random subset of Rd such that the cardinality of Xi ∩ B is finite
almost surely for any bounded B ⊂ Rd. In practice we observe X in a spatial
window W, where the window W ⊂ Rd is bounded with area |W| > 0. We
will assume there exist for each i, j = 1, . . . , p, non-negative functions ρi(·)
and ρij(·) so that the so-called Campbell’s formulae:

E ∑
u∈Xi

h1(u) =
∫

h1(u)ρi(u)du (B.1)

E
6=

∑
u∈Xi ,v∈Xj

h2(u, v) =
∫

h2(u, v)ρij(u, v)dudv, (B.2)

hold for any non-negative functions h1(·) and h2(·, ·), where ∑ 6= means that
the sum is over pairwise distinct pairs (u, v). The function ρi(·) is called the
intensity function of Xi. If i = j, then ρii(·) is called the second order intensity
function of Xi, while if i 6= j, ρij(·) is called the cross intensity function
between Xi and Xj. The normalized cross intensity function, called cross
pair correlation function (cross PCF), is denoted by gij(·) and defined by:
ρi(u)ρj(v)gij(u, v) = ρij (u, v). If i = j we just call gii(·) the pair correlation
function (PCF) for Xi. If Xi and Xj are independent, then gij(u, v) = 1 while
gij(u, v) > 1 (< 1) is indicative of positive (negative) association between Xi
and Xj (or between points in Xi in the case i = j). Hence the cross PCFs
provide useful insight regarding the dependence within and between the
point processes. We assume that X is second order cross intensity reweighted
stationary and isotropic, i.e., with an abuse of notation, gij(u, v) = gij(r),
i, j = 1, . . . , p, where r = ||u− v||.

2.2 Semi-parametric regression model for the intensity

It may sometimes be difficult to specify a simple parametric model for the
intensity functions. One may then resort to non-parametric estimation of the
intensity functions but the results depend heavily on the choice of smoothing
bandwidth where different data driven methods may result in very different
results, see e.g. simulation studies in Cronie and van Lieshout (2018) and
Shaw et al. (2020). We instead consider a semi-parametric model where a
background intensity function ρ0(·) captures complex variation in the inten-
sity function that is common to all the point processes X1, . . . , Xp. For the
cells data considered in Section 5.1, ρ0(·) may capture variations in tissue
composition that influence occurrence of different types of cells while for
the crime data in Section 5.2, ρ0(·) captures variation in population density
and dependence of the intensities on the urban structure. More specifically,
following Hessellund et al. (2019), we consider the multiplicative model:

ρi(u; γi) = ρ0(u) exp(γT
i z(u)) (B.3)

94



2. Semi-parametric modelling of a multivariate point process

for the intensity of Xi where z(u) denotes a vector of spatial covariates at
location u and γi is a regression parameter vector.

Since ρ0(·) is left completely unspecified, the parameters γi are not iden-
tifiable: replacing the lth entry γil in γi by γil − K for i = 1, . . . , p while
replacing ρ0(·) by ρ0(·) exp(Kzl(u)) does not change the model when ρ0(·)
is unspecified. Hessellund et al. (2019) proposed methodology for estimat-
ing contrasts βi = γi − γp where βp = 0. Alternatively, one could impose
sum-to-zero constraints ∑l βil = 0 on the βi.

Given the semi-parametric model for the intensity functions and its asso-
ciated estimation procedure we specify in the next section a model for the
correlation structure of the multivariate point process.

2.3 Multivariate log Gaussian Cox model

Following the setup in Waagepetersen et al. (2016), we assume that Xi for
i = 1, . . . , p, is a Cox process with random intensity given by:

Λi(u) = ρ0(u) exp(γT
i z(u))exp

(
µi +

q

∑
k=1

αikYk(u) + σiUi(u)

)
, (B.4)

where the Yk and Ui are independent zero mean unit variance Gaussian ran-
dom fields and µi = −∑

q
k=1 α2

ik/2− σ2
i /2. We interpret the Yk as latent ran-

dom factors that influence all types of points. Hence the different types of
points may be correlated due to possible dependence on the Yk. Moreover,
each Ui is a type-specific random factor that only affects the ith type of points.
Hence Ui models random clustering within each Xi.

Consider for a moment the ideal situation where the Yk are observed (non-
random). Following the same considerations as for the γi in the previous sec-
tion we should then impose restrictions αpl = 0 or ∑

p
i=1 αil = 0, l = 1, . . . , q,

in order to ensure identifiability. In case of unobserved Yk and hence less
information, the need for a constraint is not less pertinent. In the following
we impose the sum-to-zero constraint ∑

p
i=1 αil = 0, l = 1, . . . , q which treats

all Xi symmetrically.
The intensity function of Xi is ρi(u) = E[Λi(u)] = ρ0(u) exp(γT

i z(u)),
which follows from the moment generating function of a Gaussian random
variable. Similarly,

ρij(u, v) = E[Λi(u)Λj(v)] =ρ0(u)ρ0(v) exp(γT
i z(u)) exp(γT

j z(u))

× exp

(
q

∑
k=1

αikαjkcYk (u, v) + 1[i = j]σ2
i cUi (u, v)

)
,

where cYk (u, v) = Corr[Yk(u), Yk(v)] and cUi (u, v) = Corr[Ui(u), Ui(v)].
For cYk (·) and cUi (·) we use exponential correlation functions, i.e. cYk (u, v) =

exp(−||u− v||/ξk) and cUi (u, v) = exp(−||u− v||/ϕi) with correlation scale
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parameters ξk and ϕi. Other parametric correlation models might of course
be used instead, depending on the application. Denote by θ the concatenation
of α·k = (α1k, . . . , αpk)

T, k = 1, . . . , q, ξ = (ξ1, . . . , ξq)T, σ2 = (σ2
1 , . . . , σ2

p)
T,

and ϕ = (ϕ1, . . . , ϕp)T. The cross PCF between Xi and Xj is then given by the
parametric model:

gij(r; θ) = exp
( q

∑
k=1

αikαjkexp(−r/ξk) + 1[i = j]σ2
i exp(−r/ϕi)

)
. (B.5)

If ∑
q
k=1 αikαjkexp(−r/ξk) is greater (smaller) than 0, this implies positive (neg-

ative) spatial correlation between points from Xi and Xj at the lag r. If for
example αikαjk = 0 for all k = 1, . . . , q, then Xi and Xj are independent.

The number q of latent common fields controls the complexity of the
model and will be chosen according to a cross validation criterion detailed
in Section 3.3. In Waagepetersen et al. (2016) and Choiruddin et al. (2019),
estimation of θ for a chosen q was based on a least squares criterion where
non-parametric estimates of the pair correlation function acted as ‘depen-
dent’ variables. These non-parametric estimates were based on fully speci-
fied regression models for the log intensity functions that are not available
in our current setting. Section 3 therefore introduces a second order condi-
tional composite likelihood function for estimation of θ that does not require
knowledge of ρ0(·).

3 Second order conditional composite likelihood

We assume initially that the βi are known and thus suppress dependence
on these in the notation. The idea is to condition on the union of all points
regardless of type and for each u 6= v ∈ ∪p

i=1Xi consider the conditional
probability (see Section A in the supplementary material) that u is of type i
and v is of type j:

pij(u, v; θ) =
ρij(u, v)

∑k,l ρkl(u, v)
=

fi(u) f j(v)gij(r; θij)

∑k,l fk(u) fl(v)gkl(r; θkl)
, (B.6)

where fi(u) = exp(βT
i z(u)), i = 1, . . . , p. Note that ρ0(u)ρ0(v) cancels out in

(B.6) so that the probabilities do not depend on the unspecified ρ0(·). We then
estimate θ by maximizing the second order conditional composite likelihood
function given by:

L(θ) = ∏
i,j

6=

∏
u∈Xi∩W,v∈Xj∩W

1R[u, v]pij(u, v; θ), (B.7)

where 1R[u, v] = 1[||u− v|| ≤ R] and R > 0 is a user-specified tuning pa-
rameter. Specifying an R < ∞ is useful for reducing computing time and
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can also improve the statistical efficiency by omitting pairs of points u and
v that are distant from each other and hence do not provide much informa-
tion on the correlation structure. As a rule of thumb, R should be chosen so
that gij(r; θ) ≈ 1 for ||u− v|| > R. Methods for choosing R are discussed in
Lavancier et al. (2019).

The cross PCFs (B.5) and hence the second order conditional compos-
ite likelihood function are invariant to simultaneous interchange of columns
α·k = (αik)k and corresponding correlation scale parameters ξk as well as to
multiplication by −1 of α·k. This lack of identifiability is not of much concern
since we are not interested in the individual αij’s but rather the resulting cor-
relation structure which is invariant to the aforementioned transformations.

Following the idea of two-step estimation in Waagepetersen and Guan
(2009), we replace the parameters βi by consistent estimates β̂i obtained us-
ing the method proposed in Hessellund et al. (2019) that does not require
knowledge of θ.

3.1 Optimization

We denote by l−(θ) the negation of the log of (B.7) and turn the estimation
of θ into a minimization problem. In order to minimize l−(θ) with respect
to θ, we consider a cyclic block descent algorithm. The strategy is to update
α, ξ, σ2 and ϕ in turn until a convergence criterion is met. In the following
we will, with a convenient abuse of notation, use α to denote both the matrix
[αij]ij and the vectorized version where the matrix is laid out column-wise
(αT
·1, . . . , αT

·q)
T. It will be clear from the context which interpretation of α is

relevant. Denote by θ(n) = ((α(n))T, (ξ(n))T, (σ2(n))T, (ϕ(n))T)T the current
value of θ. We update each parameter using a quasi Newton-Raphson iter-
ation with additional line search. This is equivalent to minimizing a certain
least squares problem. We give the details of this since this is also needed for
solving a regularized version of our estimation problem, see Section 3.2.

We denote by θ̃ a temporary parameter vector that keeps track of the
updates leading from θ(n) to θ(n+1) and initialize θ̃ = θ(n). Denote by
τ̃ ∈ {α̃, ξ̃, σ̃2,ϕ̃} the parameter vector to be updated and by θ̃(τ) the vec-
tor obtained by replacing τ̃ in θ̃ by τ. Consider a quadratic approximation
of l−(θ̃(τ)) with respect to τ around θ̃:

q(τ) = l−(θ̃) + (τ − τ̃)Te(τ̃) +
1
2
(τ − τ̃)TH(τ̃)(τ − τ̃). (B.8)

Here (omitting for convenience the arguments u, v)

e(τ) = ∇τ l−(θ̃(τ)) = ∑
i,j

6=

∑
u∈Xi∩W
v∈Xj∩W

1R

(
∑k,l ∇τρkl(θ̃(τ))

∑k,l ρkl(θ̃(τ))
−
∇τρij(θ̃(τ))

ρij(θ̃(τ))

)

97



Paper B.

is the gradient with respect to τ and

H(τ) = E[∇2
τ l−(θ̃(τ))] =

∫
W2

1RCov
(
Z(θ̃(τ))

)
∑
i,j

ρij(θ̃(τ))dudv

is the expected Hessian with respect to τ, where Z(u, v, θ̃(τ)) denotes a
random vector which takes values ∇τ log(ρij(u, v; θ̃(τ))) with probabilities
pij(u, v; θ̃(τ)) (Lemma B.2 in the supplementary material). We estimate H(τ̃)
by

Ĥ(τ̃) = ∑
i,j

6=

∑
u∈Xi∩W,v∈Xj∩W

1R[u, v]Cov
(
Z(u, v, θ̃)

)
,

which is unbiased by (B.2). Since Ĥ(τ̃) is a symmetric, positive semi-definite
matrix, the eigendecomposition implies that Ĥ(τ̃)1/2 = UD1/2UT, where D
is the diagonal matrix of the (all non-negative) eigen values of Ĥ(τ̃) and U
is the matrix with the eigen vectors as columns. Assuming that all the eigen
values are positive, following Section C in the supplementary material, the
minimizer τ̂ of (B.8) is a solution of a least squares problem:

τ̂ = arg minτ

(
1
2
||Y− Xτ||2

)
=
(
XTX

)−1 XTY, (B.9)

where Y = Ĥ(τ̃)1/2 (−Ĥ(τ̃)−1e(τ̃) + τ̃
)

and X = Ĥ(τ̃)1/2. Introducing a
line search, we update τ(n+1) = τ̃ + t(τ̂− τ̃), for some t > 0 and also update
θ̃ by replacing τ̃ = τ(n) by τ(n+1). When all components of θ̃ have been
updated we let θ(n+1) = θ̃.

As mentioned in Section 2.3 we impose a sum to zero constraint on each
α·k, i.e. ∑

p
i=1 αik = 0, k = 1, . . . , q. The constraint is easily accommodated

by the change of variable Bψ = α, where ψ is a (p − 1) × q matrix and
BT = [Ip−1 -1] is a (p − 1) × p matrix, where Ip−1 is the (p − 1) × (p − 1)
identity matrix and -1 = [-1, . . . , -1]T ∈ Rp. Under the sum to zero constraint,
the relation between α and ψ is one-to-one. Thus in case of τ = α we update
the unconstrained parameter ψ using, by the chain rule, the gradient BTe(θ̃)
and the Hessian BTH(θ̃)B and finally let α(n+1) = Bψ(n+1).

The cyclical block updating is iterated until relative function convergence,∣∣∣[l− (θ(n+1)
)
− l−

(
θ(n)

)]
/l−

(
θ(n)

)∣∣∣ < ε, (B.10)

for some ε > 0 in which case we set θ̂ = θ(n+1). Algorithm 1 gives a brief
overview of the cyclical block descent algorithm.
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Algorithm 1 Cyclical block descent algorithm

1: Simulate initial parameters ψ̂
(0), ξ̂

(0)
, σ̂2(0) and ϕ̂(0)

2: n := 0
3: repeat
4: ψ̃ := ψ(n), ξ̃ := ξ(n), σ̃2 := σ2(n) and ϕ̃ := ϕ(n)

5: update ψ̃, ξ̃, σ̃2 and ϕ̃ in turn using (B.9) combined with line search
6: ψ(n+1) := ψ̃, ξ(n+1) := ξ̃, σ2(n+1) := σ̃2, ϕ(n+1) := ϕ̃, and α(n+1) :=

Bψ̃
(n+1)

7: n := n + 1
8: until relative convergence criterion (B.10)
9: return θ̂ = θ(n)

3.2 Optimization with lasso regularization

The overall model complexity is controlled by the number q of latent fields.
Nevertheless, for any q, more sparse submodels could be obtained by re-
stricting some αij, i = 1, . . . , p, j = 1, . . . , q to zero. Of course if all entries in
a column α·k are restricted to zero this just corresponds to reducing q by one.
In order to look for sparse submodels for a given q we extend the estimation
approach by introducing a lasso regularization on α. We express the sum to
zero constraint for α by Cα = 0, where C = [D1 · · ·Dq] is a q× pq matrix that
consists of submatrices Di, i = 1, . . . q, of dimension q× p. Each submatrix
Di consists of ones on the ith row and zeros otherwise. Here α should be
interpreted as the vector obtained by concatenating the α·k, cf. Section 3.1.
Note that the regularization is not relevant in the bivariate case p = 2 since
in this case, by the sum to zero constraint, α1k = 0 implies α2k = 0 which just
corresponds to reducing q by 1.

The regularized object function becomes:

l−(θ) + λ
p

∑
i=1

q

∑
j=1
|αij|, Cα = 0, (B.11)

where λ ∑
p
i=1 ∑

q
j=1 |αij| is a lasso penalty that can lead to exact zero com-

ponents in the estimate of α. We minimize this using a cyclical block de-
scent algorithm which only differs from the one in Section 3.1 by the update

α̂ = arg minα

(
1
2 ||Y − Xα||2 + λ ∑

p
i=1 ∑

q
j=1 |αij|

)
subject to Cα = 0. To com-

pute α̂ under the sum to zero constraint, we use the augmented Lagrangian
algorithm suggested in Shi et al. (2016). Details are given in Section D in
the supplementary material. In Section 3.3 we propose a cross validation
procedure to choose λ.
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3.3 Determination of q and λ

We choose the values of q and λ according to a K-fold (K ≥ 2) cross valida-
tion criterion constructed so that it targets selection of an appropriate cross
correlation structure. Let for each i, j, Mij denote the set of pairs (u, v) with
u ∈ Xi, v ∈ Xj, and 0 < ‖u − v‖ ≤ R. We randomly split Mij into K
equally sized subsets Mij,1, . . . Mij,K. We then obtain for each k = 1, . . . , K, a
parameter estimate θ̂k by maximizing the regularized conditional composite
likelihood

lk(θ) = ∑
i,j

6=

∑
(u,v)∈Mij,−k

log pij(u, v; θ) + λ
p

∑
i=1

q

∑
j=1
|αij|, Cα = 0,

for the training data set consisting of the leave one fold out sets Mij,−k =
∪l 6=k Mij,l . The kth cross validation score based on the validation sets Mij,k,
i 6= j, is then

CVk(q, λ) = ∑
i 6=j

∑
(u,v)∈Mij,k

log pij(u, v; θ̂k).

We here omit the Mii,k to focus the cross validation on the fit of the cross
correlation structure. To reduce the sensitivity to Monte Carlo variation, one
may compute cross validation scores CVkl(q, λ), l = 1, . . . , L, based on L
independent K-fold random splits of the data and use the average CV(q, λ)
of the CVkl(q, λ), k = 1, . . . , K, l = 1, . . . , L. According to standard practice in
the statistical learning literature (Hastie et al., 2013) we use K in the range of
5 to 10.

Consider the case λ = 0 which is relevant for example when p = 2. The
most obvious choice of q is the one that minimizes the cross validation score,
qmin = arg minqCV(q, 0). We denote this the minimum (MIN) rule. However,
due to sensitivity to Monte Carlo error, a so-called one standard error rule has
been proposed (Hastie et al., 2013) that promotes more sparse solutions. Let
SD(q, 0) denote the standard deviation of a cross validation score CVkl(q, 0)
obtained from a single validation set. In the current framework, the one
standard error (1-SE) rule selects the smallest q (q1-SE) for which CV(q, 0) ≤
CV(qmin, 0) + SE(qmin, 0), where SE(q, 0) = SD(qmin, 0)/

√
KL is the standard

error of CV(qmin, 0).
For joint selection of (q, λ) the immediate choice would be the minimizer

of CV(q, λ). However, computing CV(q, λ) over a two-dimensional grid of q
and λ values is very time consuming. Instead we use a two-step approach
where we first determine qmin as in the previous paragraph and next choose
the λ that minimizes CV(qmin, λ) over values of λ. Thus the initial selection
of q determines the overall model complexity while the subsequent possible
selection of a λ > 0 may introduce additional sparsity given qmin.
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3.4 Model assessment

Assuming the model (B.3) for the intensity functions, Hessellund et al. (2019)
obtained a consistent non-parametric estimate of any ratio gij(r)/glk(r) of
cross PCFs, r > 0, i, j, l, k = 1, . . . , p. Similarly we can obtain semi-parametric
estimates of these ratios based on our semi-parametric estimates of the cross
PCFs. If the assumed multivariate LGCP is valid, the non-parametric and
the semi-parametric estimates of cross PCF ratios should not differ much. In
our data examples in Section 5 we informally assess the models by visual
comparison of the two types of estimates. We also conduct a so-called global
envelope goodness-of-fit test (Myllymäki et al., 2016) based on the difference
between the two types of estimates over spatial lags r ∈ [0, R]. This requires
simulation under a null model. For this we use the fitted multivariate LGCP
where we replace the unknown background intensity ρ0 by a non-parametric
estimate introduced in Hessellund et al. (2019), see also Section E in the sup-
plementary material.

4 Simulation study

To study the performance of the package consisting of the second order
conditional composite likelihood, the optimization algorithm in Section 3.1
with additional lasso regularization in Section 3.2, and the cross validation
procedure, we conduct simulation studies based on two different settings
for a five-variate LGCP X = (X1, X2, X3, X4, X5)

T on W = [0, 1]2. In both
cases we simulate one covariate Z(·) and a background intensity ρ0(·) =
400 exp(0.5V(·)− 0.52/2), where Z and V are zero mean unit variance Gaus-
sian random fields with exponential and Gaussian correlation functions, i.e.
Corr(Z(u), Z(v)) = exp(−||u−v||/0.05) and Corr(V(u), V(v)) = exp(−(||u−
v||/0.2)2). The realizations of Z and ρ0 are shown in Figure B.1.

Fig. B.1: Left: simulated covariate Z. Right: simulated ρ0.

Table B.1 shows the values used for all parameters except α and ξ as well
as the expected number of points N for each point process. Regarding q, α
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Table B.1: Simulation settings for X in each setup q = 0, 2 (excluding α and ξ).

X γ1 γ2 σ ϕ N X γ1 γ2 σ ϕ N
X1 0.1 -0.1 0.71 0.02 550 X4 0.4 0.1 0.71 0.03 750
X2 0.2 -0.2 0.71 0.02 619 X5 0.5 0.2 0.71 0.04 830
X3 0.3 0 0.71 0.03 677

and ξ we take q = 0 for the first setting resulting in a case with independent
components X1, . . . , X5. In the second setting we let q = 2 and choose α
as specified in the table left in Figure B.2. We moreover let ξ1 = 0.02 and
ξ2 = 0.03. The resulting PCFs and cross PCFs are shown in the middle
and right plots in Figure B.2. In the case q = 2 we have a positive spatial

X α1 α2
X1 0.5 -1
X2 0.5 0
X3 -1 0
X4 0 0.5
X5 0 0.5
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Fig. B.2: Left: α. Middle: true PCFs. Right: true cross PCFs (note g13 = g23 and g14 = g15).

dependence between X1 and X2 and between X4 and X5, while there is a
negative spatial dependence between X3 and (X1, X2) and between X1 and
(X4, X5).

For our second order conditional composite likelihood we specified expo-
nential correlation models for the fields Yk, k = 1, . . . , q and Ui, i = 1, . . . , 5.
In practice it is rarely the case that the true correlation models correspond
exactly to the specified ones. To reflect this we simulate the Yk and Ui us-
ing Gaussian correlation functions, i.e. Corr(Yk(u), Yk(v)) = exp(−(||u −
v||/ξk)

2) and Corr(Ui(u), Ui(v)) = exp(−(||u− v||/ϕi)
2). Hence the model

applied is misspecified for the simulated data. For each setting we generate
100 simulated realizations of X.

In both settings we select q among the values 0, 1, . . . , 5, and next, for the
chosen q, λ among the values 10, 8, 6, 5, 4, 3, 2, 1, 0.5, 0.25, 0, using cross val-
idation with K = 5 and L = 10, and we consider results using both the
MIN and the 1-SE approach for the selection of q. We also consider the case
where q = 7 is fixed in order to assess the effect of regularization in an
over-parametrized setting. For the second order conditional composite like-
lihood we only consider distinct pairs of points u, v with ‖u− v‖ ≤ R = 0.1.
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4. Simulation study

All first order parameters are estimated using the approach in Hessellund
et al. (2019). The initial parameters for α, ξ, σ2 and ϕ are simulated as
αik ∼ Unif(-0.25,0.25), ξk, ϕi ∼ Unif(0.01,0.04) and σ2

i ∼ Unif(0.4,0.6). The
parameter ε in the relative function convergence criterion (B.10) is set to 10−5

and the convergence parameters ε̃ and ˜̃ε for the regularized optimization
((B.15) in the supplementary material) are set to 10−10.

We measure the performance for each selected model using mean inte-
grated squared error (MISE) aggregated over respectively all PCFs and all
cross PCFs, i.e.

MISEbetween(θ̂) = ∑
i<j

E
[∫ 0.1

0.01

(
gij(r; θ̂ij)− gij(r; θij)

)2 dr
]

, (B.12)

while MISEwithin(θ̂) and MISEtotal(θ̂) are defined in the same way but with
sum over i = j or i ≤ j.

We compare the performance of the proposed method with two non-
parametric approaches. For the first approach, referred to as ‘simple’, we
estimate the intensity functions non-parametrically using the spatstat (Bad-
deley et al., 2015) procedure density.ppp with bandwidths selected using
the method introduced in Cronie and van Lieshout (2018). Next the PCFs
and cross PCFs are estimated using the spatstat procedures pcfinhom and
crosspcfinhom with the intensity functions replaced by the non-parametric
estimates. For the PCF and cross PCF estimation we manually specify rea-
sonable bandwidths based on the knowledge of the true PCFs and cross PCFs
(note that this is in favor of the non-parametric approach). The second ap-
proach is an adaption to the multivariate case of the method proposed in
Diggle et al. (2007) (see Section F in the supplementary material for details).
To measure the performances of the non-parametric approaches we simply
replace the fitted parametric cross PCFs in (B.12) by the non-parametric esti-
mate.

4.1 Five-variate LGCP with zero common latent fields

In the case q = 0, the MIN rule only selects the true value q = 0 for 1% of
the simulated data sets while values of q = 1, 2, 3 are selected for 99% of the
simulations, see left Table B.2. Using the 1-SE rule, q = 0 is selected in 77%
of the cases and a value of q bigger than 1 is only selected in two cases. The
reason that the MIN rule frequently selects q larger than zero may be that in
fact neither of the models with q = 0, . . . , 3 are severely overparametrized.
E.g. with q = 3 the in total 15 PCFs and cross PCFs are parametrized using
just 25 parameters, i.e. less than 2 parameters on average for each PCF or cross
PCF. Hence overfitting that can be detected by the cross validation procedure
mainly occurs for q = 4, 5. The middle third column in Table B.2 (left) shows
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Table B.2: (Left: true q = 0. Right: true q = 2) Distribution of q chosen by MIN and 1-SE rules,
95% probability interval for selected λs, and averages over simulated data sets of percentages of
estimated αiks equal to zero.

q MIN 1-SE λ (%αik = 0) MIN 1-SE λ (%αik = 0)
0 1 77 - - 0 0 - -
1 32 21 (0;0.61) 2 2 39 0 0
2 56 2 (0;0.41) 7 60 61 (0;0.38) 1
3 11 0 (0;0.88) 6 36 0 (0;0.25) 0.6
4 0 0 - - 2 0 0 0
7 - - (0;4.52) 52 - - (0;2) 26

95% probability intervals for the selected λs when q = 1, 2, 3 and the last
column shows the average percentages of αik’s that are estimated to be 0.
These columns show that when a larger q is selected then also a larger λ
is selected leading to a higher percentage of zeros in the estimated α. This
makes sense since larger q means more superfluous parameters and hence
more need for regularization. In the case q = 7 the selected λs tend to
be markedly larger than for the smaller qs up to 3. Also 52% of the αik are
estimated to be zero in the case q = 7 while the percentages are quite small for
q up to 3. For q = 1, 2, 3 the selected λ was zero (meaning no regularization)
in 59%, 57%, and 55% of the cases indicating that q = 1, 2, 3 already leads to
a rather sparse setup and explaining the small percentages of αik estimated
to be zero. Figure B.3 shows the average of CV(q, 0) over all simulated data
sets and confirms that the CV scores are quite similar across different q.
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Fig. B.3: Averages over simulated data sets of CV(q, 0) scores with minimum average CV-score
subtracted. The bars show the average of the standard errors SE(q, 0) obtained for CV(q, 0) for
each simulated data set. Red is for q = 0 while blue is for q = 2.

Figure B.4 shows means and 95% pointwise probability intervals for esti-
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Table B.3: MISE using (qmin, 0), (qmin, λ), (q1-SE, 0), simple, or Diggle’s non-parametric approach
when true q = 0.

(qmin, 0) (qmin, λ) (q1-SE, 0) simple Diggle
MISEtotal 3.77·10−4 3.78·10−4 3.81·10−4 2.22·10−3 2.63·10−3

MISEwithin 1.02·10−3 1.02·10−3 1.11·10−3 4.58·10−3 3.36·10−3

MISEbetween 5.45·10−5 5.34·10−5 2.01·10−5 1.04·10−3 2.27·10−3

mates of a subset of the PCFs and cross PCFs obtained for the simulated data
sets with q selected among 0, 1, 2, 3, 4, 5 using either MIN or 1-SE and with
λ = 0. We only show estimates with no regularization since the regularized
estimates are very similar. The means are quite similar for MIN and 1-SE and
the MIN and 1-SE estimates are close to unbiased for the cross PCFs, while
a moderate bias is present for the PCF. This bias is not unexpected as we
specify the wrong parametric model. However, the simple non-parametric
estimates are strongly biased in all cases.
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Fig. B.4: (true q = 0) Blue, green and red solid lines indicate pointwise means of estimates for
selected cross PCFs using MIN, 1-SE, or simple non-parametric estimation. The dotted lines
indicate the corresponding 95% pointwise probability intervals. Black solid lines indicate true
cross PCFs.

Table B.3 gives total, within and between MISEs with different strate-
gies for choosing (q, λ) and for the two non-parametric approaches. The
non-parametric approaches are clearly outperformed by the semi-parametric
method. The results for MIN with λ = 0 or λ selected are very similar and
also similar to 1-SE in case of MISEwithin. However, MISEbetween for cross
PCFs is more than twice as big for MIN compared to 1-SE. This is not so sur-
prising since 1-SE chooses the true q = 0 most of the time while MIN tends
to choose larger values of q. The between MISEs are on the other hand on a
much smaller scale than the within MISEs.

105



Paper B.

4.2 Five-variate LGCP with two common latent fields

In case of q = 2 both MIN and 1-SE performs quite well in the sense that
the chosen q’s differ at most by one from the true q in 98% (MIN) or in 100%
(1-SE) of the cases and the true q = 2 is chosen in 60% (MIN) or 61% (1-
SE) of the cases. The λ column in Table B.2 (right) shows 95% probability
intervals for the selected λs. For q = 1, 4 the cross validation always selected
λ = 0. The selected λs for q = 2, 3 are in general small and 80% (q = 2) or
95% (q = 3) of the λs were selected to be zero. These results indicate that
regularization is not pertinent in this case where the true α is not particularly
sparse. Also the percentages of αik estimated to be zero are very small for
q = 1, 2, 3, 4. In case of the overparametrized model q = 7 we on the other
hand do see an effect of regularization with larger selected λs and on average
26% of the αiks estimated to be zero.

Figure B.5 shows means and 95% probability intervals for selected esti-
mated PCFs and cross PCFs obtained with MIN or 1-SE without regulariza-
tion. In both cases MIN and 1-SE produce some bias for the PCFs, which
is expected as we specify the wrong model. As in the case q = 0, the non-
parametric estimates are more biased than the semi-parametric estimates.
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Fig. B.5: (true q = 2) Blue, green and red solid lines indicate pointwise means of estimates for
selected cross PCFs using MIN, 1-SE, or simple non-parametric estimation. The dotted lines
indicate the corresponding 95% pointwise probability intervals. Black solid lines indicate true
cross PCFs.

Table B.4 shows that MIN and 1-SE perform very similar regarding MISE.
In case of MISEbetween, MIN and 1-SE are somewhat better than the simple
approach but much better than Diggle’s approach. On the other hand, MIN
and 1-SE are somewhat better than Diggle’s approach but much better than
the simple approach in terms of MISEwithin. Overall (MISEtotal) the semi-
parametric method outperforms the non-parametric methods.
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Table B.4: MISE using (qmin, 0), (qmin, λ), (q1-SE, 0), the simple or Diggles non-parametric ap-
proach when true q = 2.

(qmin, 0) (qmin, λ) (q1-SE, 0) simple Diggle
MISEtotal 1.64·10−3 1.64·10−3 1.65·10−3 7.25·10−3 4.91·10−3

MISEwithin 4.43·10−3 4.42·10−3 4.40·10−3 2.04·10−2 8.63·10−3

MISEbetween 2.43·10−4 2.43·10−4 2.71·10−4 6.76·10−4 3.05·10−3

5 Data examples

In the following we apply our new methodology to point patterns of cells in
tumor tissue and crime scenes in Washington DC.

5.1 Lymph node metastasis

Figure B.6 shows a fluorescence image of a lymph node metastasis as well
as point patterns of locations of four types of cells extracted from the image
using machine learning techniques. The four types of cells (with abbreviated
names and numbers of cells in parantheses) are Hypoxic tumor cells (Hy-
poxic, 11733), Normoxic tumor cells (Normoxic, 18469), Stroma cells (Stroma,
6015), and Cytotoxic T-lymphocytes (CD8, 1466). For better visualization we
only show random subsets obtained by independent thinnings of the points.
Our aim is to characterize the point patterns in terms of their intensity func-
tions and their PCFs and cross PCFs.

Fig. B.6: Left: fluorescence image of a lymph node metastasis. Middle: bivariate point pattern of
CD8 (blue) and 50% independently thinned Stroma (red) cells. Right: bivariate point pattern of
80% independently thinned Hypoxic (purple) and 80% independently thinned Normoxic (green)
cells (data kindly provided by Arnulf Mayer, Dept. of Radiation Oncology, University Medical
Center, Mainz, Germany).

Figure B.7 shows non-parametric estimates of the intensity functions for
the four point patterns. These plots show a strong segregation between the
patterns of Stroma and CD8 cells versus the tumor cells. In the following
we study the more subtle variation within the bivariate point patterns of
Stroma and CD8 respectively Normoxic and Hypoxic. There are no spatial
covariates available for this data set so the intensity functions will be propor-

107



Paper B.

Fig. B.7: Kernel estimates of the intensity functions for Stroma (upper left), CD8 (upper right),
Hypoxic (lower left) and Normoxic (lower right) with bandwidths 121.2, 359.5, 173,9 and 115.7,
respectively.

tional to the common component ρ0(·) both for the pairs Stroma,CD8 and
Normoxic,Hypoxic. Since the point patterns are of high cardinality we re-
duce computing time by working with independent thinnings of the point
patterns. The PCFs and cross PCFs are invariant to independent thinning
while the intensity functions are only changed by a multiplication with the
thinning probability. In the following we present a detailed analysis of the
Stroma-CD8 point pattern. The analysis for the Normoxic-Hypoxic tumor
cells is quite similar and is presented in Section G of the supplementary ma-
terial.

Stroma and CD8

For Stroma and CD8 we use all CD8 points and independently thin the
Stroma points with a thinning probability of 50%. The point patterns clearly
show some large scale trends (Figure B.7) that are not easily fitted by simple
parametric models. We instead assume the model (B.3), choose CD8 as the
baseline, and following Hessellund et al. (2019) estimate β = (βStr, βCD8)

T =
(γStr − γCD8, γCD8 − γCD8)

T by β̂Str = log(3007/1466) = 0.72 and β̂CD8 = 0.
We next choose q among the values {0, 1, 2} using a 5-fold cross validation
as described in Section 3.3, where we resample L = 10 times. We choose the
maximal interpoint distance R for pairs of points to be 400 µm which corre-
sponds to approximately 15% of the largest observation window side length.
According to the left panel in Figure B.8 we choose q = 1 that minimizes the
cross validation score. The right panel in Figure B.8 shows a non-parametric
estimate of ρ0 using the estimator introduced in Hessellund et al. (2019) with
bandwidth chosen as described in Section E in the supplementary material.

According to the parameter estimates in Table B.5 and the resulting PCFs
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Fig. B.8: Left: CV-scores (minus minimum CV-score) with standard errors. Right: non-
parametric estimate of ρ0 with bandwidth = 194.5.

Table B.5: Parameter estimates for Stroma and CD8 for q = 1.

α̂ ξ̂ σ̂ ϕ̂ α̂ ξ̂ σ̂ ϕ̂

Stroma 0.52 63.4 0.32 97.7 CD8 -0.52 63.4 0.78 193.6

and cross PCFs shown in the left panel of Figure B.9 both Stroma and CD8
are randomly clustered point processes. The clustering is partly negatively
correlated (cf. α̂ and the fitted cross PCF in Figure B.9) and partly indepen-
dent (cf. σ̂) between Stroma and CD8. The strongest clustering is found for
CD8 due to the higher value of σ̂CD8 than σ̂Str, see also the fitted PCFs in
Figure B.9.
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Fig. B.9: Left: estimated (cross) PCFs using the semi-parametric model (solid) and simple ap-
proach (dashed). Right: estimated (cross) PCF ratio using semi-parametric model (solid), simple
approach (dashed) and consistent approach (dotted).

The total estimated variances for the log random intensity functions of
Stroma and CD8 are rather moderate, respectively 0.37 and 0.88, while the
empirical variance of log ρ̂0 over the observation window is 1.15. In this sense,
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the majority of the variation in the random intensity functions (especially for
Stroma) is explained by ρ0.

Following Section 3.4, the right panel in Figure B.9 compares semi-parametric
estimates of cross PCF ratios gStr/gCD8 and gStr,CD8/gCD8 with the non-parametric
estimates introduced in Hessellund et al. (2019). The agreement seems rea-
sonable and this is confirmed by global envelope p-values of 0.05 in case of
gStr/gCD8 and 0.09 for gStr,CD8/gCD8,CD8, see also the global envelope plots in
Section H in the supplementary material.

Figure B.9 (left) also shows simple non-parametric PCF and cross PCF es-
timates which are generally smaller than the semi-parametric estimates. In
particular, the non-parametric estimate of the cross PCF suggests a strong
negative correlation between Stroma and CD8 for all spatial lags considered.
As discussed in Shaw et al. (2020) this might be due to that the selected
bandwidths imply too little smoothing in the non-parametric intensity esti-
mates (upper plots in Figure B.7). Figure B.9 (right) further shows that the
simple estimates of cross PCF ratios deviate more from the consistent non-
parametric estimates than the semi-parametric estimates.

5.2 Washington DC street crimes

It is of great interest for criminologists and police authorities to study the
spatial patterns of crime scenes since this can lead to better understanding
of factors affecting crime and more efficient policing strategies. In this sec-
tion we focus on the spatial correlation between six common types of street
crimes committed in Washington DC in January and February 2017. These
are extracted from a larger data set publicly available from the website 1 The

Fig. B.10: Left: street crimes locations (n = 5378). Right: a map of Washington DC.

six types of crimes with numbers in parantheses are 1) Burglary (259), 2)

1http://opendata.dc.gov/datasets/

110



5. Data examples

Assault with weapon (332), 3) Motor vehicle theft (335), 4) Theft from auto-
mobile (1832), 5) Robbery (366), and 6) Other theft (2254). This data set has
previously been considered by Hessellund et al. (2019) who focused on the
dependency of the street crime intensity functions on spatial covariates using
the model (B.3). In the following we focus on the second order properties as
described by the PCFs and cross PCFs. We refer to Hessellund et al. (2019)
for more details regarding the covariates and the fitted intensity functions.

We apply the regularized estimation approach described in Sections 3.2-
3.3 where we first determine q using cross validation without regularization
and next, for the chosen q, use another cross validation to select the regular-
ization parameter λ to potentially obtain a sparse submodel for the chosen
q. For the cross validation we use K = 5 and L = 10 and choose q among
{0, 1, . . . , 5} and λ in the set {100, 80, 60, 50, 40, 30, 20, 10, 5, 2.5, 1, 0.25, 0}. For
the second order composite likelihood we use R = 1000 meters.

The left panel in Figure B.11 shows cross validation scores for each q,
where the 1-SE criterion leads to choosing q = 0 while MIN chooses q = 1.
The middle panel show CV-scores for each λ with q = 1 where the minimum
is obtained for λ = 0. The right panel in Figure B.11 shows a non-parametric
estimate of ρ0 using the estimator described in Hessellund et al. (2019) with
bandwidth chosen as described in Section E in the supplementary material.
In the following we focus on the results with q = 1 and λ = 0. Hence we
obtain an estimate of α without any regularization.
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Fig. B.11: Left: CV-score for q with one standard error bars. Middle: CV-score for λ given q = 1.
Right: non-parametric estimate of ρ0 with bandwidth 2654 meters.

The parameter estimates for each street crime are given in Table B.6 ex-
cept for the common latent field correlation scale parameter estimate which
is ξ̂ = 102.5. The σi estimates are small to moderate for the first five crimes
while the estimate σ̂6 for Other theft is about two times larger than the other
σi estimates. Regarding the latent field Y1 the αi1 estimates are pretty small for
Assault, Vehicle theft, Theft from auto, and Robbery while α11 for Burglary
and α61 for Other theft have fairly large estimates 0.78 and −0.93. The result-
ing estimated PCFs and cross PCFs are shown in the left and middle panels
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Table B.6: Table of parameter estimates for each street crime for (q, λ) = (1, 0). Last two
columns show estimates of α·l , l = 1, 2 with (q, λ) = (2, 2.5).

Crime type α̂ σ̂ ϕ̂ α̂·1 α̂·2
Burglary 0.78 0.50 245.8 0 0.76
Assault -0.12 0.51 457.5 0 -0.09

Vehicle Theft 0.49 0.14 20.5 0 0.47
Theft F. Auto 0.09 0.58 2483.1 0 0.08

Robbery -0.30 0.53 485.2 0 -0.26
Other theft -0.93 0.96 20.5 0 -0.97

of Figure B.12. The overall conclusion is that most crimes are moderately
clustered except for Burglary and Other theft with strongest clustering for
Other theft. Also the cross dependencies seem fairly weak except for pairs
involving the crimes Burglary, Vehicle theft and Other theft (crimes 1,3,6)
with Burglary and Vehicle theft being positively correlated and Burglary and
Other theft being negatively correlated. The interpretation of these results is
that except for moderate random fluctuations, the spatial patterns of Assault,
Vehicle theft, Theft from auto and Robbery are quite well described by their
intensity functions depending on the common factor ρ0 as well as covariate
effects. On the other hand, the random intensity functions for Burglary and
Other theft seem subject to more pronounced deviations from the intensity
functions and these deviations are negatively correlated. In other words if
a cluster of Burglaries not explained by the intensity function is present in
a certain area then there tends to be less Other theft committed in the same
area and vice versa.

We also tried out q = 2 for which the cross validation score is quite close
to the one for q = 1. For q = 2 the cross validation selected λ = 2.5. The last
columns in Table B.6 show the estimate of α obtained with (q, λ) = (2, 2.5).
The lasso regularization has shrunk α̂·1 to 0, while the estimate of α·2 is quite
similar to the estimate of α·1 for q = 1. In view of this, one may argue that the
lasso regularization makes our estimation approach more robust, since a too
large selected q can be counterbalanced by regularization on α with a λ > 0.

Quite different conclusions are obtained with the simple non-parametric
analysis. Figure B.12 shows that the non-parametric estimates of the PCFs
and cross PCFs are all considerably above the reference value 1 which would
imply strong clustering within and between the different types of crime.
These results may well be explained by bias of the non-parametric estimates.

For model assessment we consider global envelope tests based on differ-
ences between semi-parametric and consistent non-parametric estimates for
all 20 ratios gij/g66, 1 ≤ i ≤ j ≤ 6, (i, j) 6= (6, 6). The p-values obtained
are between 0.089 and 0.624 and hence do not provide evidence against our
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Fig. B.12: Left: semi-parametric (solid) and simple non-parametric (dashed) estimates of PCFs
for (q, λ) = (1, 0). Middle: semi-parametric estimates of cross PCFs for (q, λ) = (1, 0). Right:
simple non-parametric estimates of cross PCFs.

model. Some representative global envelope plots for the differences are
shown in Section I in the supplementary material.

We finally consider an explorative analysis focusing on patterns in the
common latent process Y1. We define ‘residuals’ ∆ log Λi(u) by log Λi(u)−
µi − βT

i z(u)− 1
p ∑

p
l=1[log Λl(u)− µl − βT

l z(u)]. Due to the sum-to-zero con-
straint on α we obtain:

∆ log Λi(u) = αi1Y1(u) + σiUi −
1
p

p

∑
l=1

σlUl(u).

Estimating ∆ log Λi by replacing Λi by a kernel estimate and the parameters
by their conditional likelihood estimates, we obtain:

Ŷ1(u) = (α̂Tα̂)−1α̂[∆̂ log Λ1(u), . . . , ∆̂ log Λp(u)]T.

The left plot in Figure B.13 shows Ŷ1 where the Λi are estimated by kernel
smoothing using a bandwidth of 3 km. There is some resemblance between
Ŷ1(u; h) and the spatial distribution of median income shown in the middle
plot of Figure B.13. Log median income is included as a covariate in the
regression model for the log intensity so it may be the case that Ŷ1(u) reflects
nonlinear effects of the financial status of a neighborhood, cf. the right plot
in Figure B.13.

6 Conclusion

The methodology introduced in this paper provides a major step forward
regarding second order analysis of multivariate point processes with com-
plex intensity functions. Existing approaches (such as simple non-parametric
estimation or the approach in Diggle et al., 2007) rely on estimating the inten-
sity functions using kernel estimators and this tends to result in strong bias
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Fig. B.13: Left: latent factor Ŷ1. Middle: log median income within census tracts. Right: Ŷ1
versus log median income.

and/or large variance for subsequent estimation of PCFs and cross PCFs.
In contrast, in the context of the model (B.3), our approach circumvents the
need to estimate the complex unknown intensity function factor ρ0 and the
resulting PCF and cross PCFs appear to be close to unbiased according to our
simulation studies. For the data examples considered we obtain simple and
interpretable models that may result in better understanding of the interplay
between respectively cells in tumors and different types of crimes.

A limitation of our approach, shared with existing methods, is that we
have not provided confidence intervals for parameter estimates or confidence
bands for estimated PCFs or cross PCFs. One topic for further research would
be to establish asymptotic results for parameter estimates within the frame-
work of estimating function inference. This was done by Hessellund et al.
(2019) regarding inference for the intensity function but the current problem
of inferring cross PCFs entail considerable additional theoretical difficulties.

The impact of using regularization was not very strong in our simulation
studies when moderate values of q were considered. However, the crimes
data example indicates that the use of regularization may add robustness to
the estimation procedure if a too large q is selected.
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A. Conditional probability and likelihood

The supplementary material for this paper contains further plots, an al-
gorithm for updating regularized α and auxiliary results.

A Conditional probability and likelihood

Define Xpooled = ∪p
i=1Xi with intensity function ∑i ρi and second order joint

intensity ∑l,k ρlk. Define further the measure

C(A× B× {i} × {j}) = E
6=

∑
u,v∈Xpooled

1[u ∈ A, v ∈ B, u ∈ Xi, v ∈ Xj]

By Radon-Nikodym’s theorem,

C(A× B× {i} × {j}) =
∫

A×B
pij(u, v)

[
∑
l,k

ρlk(u, v)

]
dudv,

where for almost all (u, v), pij(u, v) is a probability function on {1, . . . , p} ×
{1, . . . , p}. This follows because C(· × · × {i} × {j}) is absolutely continuous
with respect to the second order factorial measure

α(A× B) = E
6=

∑
u,v∈Xpooled

1[u ∈ A, v ∈ B]

of Xpool which has density ∑l,k ρlk. It is then natural to interpret pij(u, v) as
the conditional (Palm) probability that u ∈ Xi, v ∈ Xj given that u, v ∈ Xpool

since ∑l,k ρlk(u, v)dudv is the ‘probability’ that Xpool ‘has points at u and v’.
On the other hand,

C(A× B× {i} × {j}) =
∫

A×B
ρij(u, v)dudv.

Thus we obtain (B.6).
Another way to arrive at (B.6) is to define point processes Xij = {(u, v)|u ∈

Xi, v ∈ Xj, u 6= v} with intensity functions ρij(u, v). We can further define the
union X̃pool = ∪i,jXij with intensity function ∑k,l ρkl . If we now condition on
X̃pool and consider a point (u, v) ∈ X̃pool, then (B.6) is the conditional proba-
bility that this point comes from Xij. We could also define X̃pool as ∪i≤jXij in
which case we would get the conditional probabilities

qij(u, v) =
ρij(u, v)

∑l≤k ρlk(u, v)
. (B.13)
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Remark A.1
An important property of (B.7) is that the score function is unbiased, see
Lemma B.1. For this to hold it is crucial that when we sum over all l, k in the
denominator of (B.6) we also use product over all i, j in (B.7). Alternatively,
using (B.13) we could define

L(θ) = ∏
i≤j

6=

∏
u∈Xi∩W
v∈Xj∩W
||u−v||≤R

qij(u, v; θ). (B.14)

In this case a pair {u, v} with u ∈ Xi and v ∈ Xj only appears once for i 6= j
since the sum is now only over i ≤ j. However, a pair u 6= v ∈ Xi will
contribute twice to the likelihood. We tried out the two alternatives (B.7) and
(B.14) on a number of data sets and got very similar estimates.

Remark A.2
Note that if an ordered pair (u, v) appears in the product in (B.7) then so
does (v, u). Hence in a practical implementation we may restrict the product
to i ≤ j and if i = j only include unordered pairs {u, v} with u 6= v ∈ Xi. We
can finally square to get (B.7).

B Theoretical results concerning conditional com-
posite likelihood score and Hessian

In this section θ∗ denotes the parameter vector for which the data is gener-
ated.

Lemma B.1
The score function e(θ) = ∇τ l−(θ) is unbiased meaning E[e(θ∗)] = 0.

Proof.

E[e(θ∗)] = E

∑
i,j

6=

∑
u∈Xi∩W
v∈Xj∩W

(
∑k,l ∇τρkl(u, v; θ∗kl)

∑k,l ρkl(u, v; θ∗kl)
−
∇τρij(u, v; θ∗ij)

ρij(u, v; θ∗ij)

)
= ∑

i,j

∫
W2

(
∑k,l ∇τρkl(u, v; θ∗kl)

∑k,l ρkl(u, v; θ∗kl)
−
∇τρij(u, v; θ∗ij)

ρij(u, v; θ∗ij)

)
ρij(u, v; θ∗ij)dudv

=
∫

W2 ∑
k,l
∇τρkl(u, v; θ∗kl)−∑

i,j
∇τρij(u, v; θ∗ij)dudv = 0.
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Lemma B.2
The expected Hessian matrix of l−(θ∗) with respect to τ is given by:

H(θ∗) =
∫

W2
1R(u, v)Cov(Z(u, v, θ∗))∑

i,j
ρij(u, v; θ∗)dudv,

where for each u, v, Z(u, v, θ∗) denotes a random vector which takes values
∇τ logρij(u, v; θ∗) with probabilities pij(u, v; θ∗), i, j = 1, . . . , p.

Proof. We suppress the arguments u, v and θ∗ in order to save space. The
Hessian matrix for l−(θ) is:

∂

∂τT e(θ) = ∇2
τ l−(θ) =

∑
i,j

6=

∑
u∈Xi∩W
v∈Xj∩W

(∑k,l ∇2
τρkl)(∑k,l ρkl)− (∑k,l ∇τρkl)(∑k,l ∇T

τ ρkl)

(∑k,l ρkl)2 −

∑
i,j

6=

∑
u∈Xi∩W
v∈Xj∩W

(∇2
τρij)ρij − (∇τρij)(∇T

τ ρij)

ρ2
ij

The expected Hessian is then given by:

H(θ∗)

=∑
i,j

∫
W2

1R
(∑k,l ∇2

τρkl)(∑k,l ρkl)− (∑k,l ∇τρkl)(∑k,l ∇T
τ ρkl)

(∑k,l ρkl)2 ρijdudv −

∑
i,j

∫
W2

1R
(∇2

τρij)ρij − (∇τρij)(∇T
τ ρij)

ρ2
ij

ρijdudv

=
∫

W2
1R ∑

i,j

(∇τρij)(∇T
τ ρij)

ρij
−

(∑k,l ∇τρkl)(∑k,l ∇T
τ ρkl)(

∑k,l ρkl
) dudv

=
∫

W2
1R

(
∑
k,l

ρkl

)(
∑
i,j
∇τ log(ρij)∇T

τ log(ρij)pij

)
dudv

−
∫

W2
1R

(
∑
k,l

ρkl

)(
(∑

k,l
∇τ log(ρkl)pkl)(∑

k,l
∇τ log(ρkl)pkl)

T

)
dudv

=
∫

W2
1R

(
∑
i,j

ρij

)
Cov(Z(θ∗))dudv.
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C Quadratic approximation and least squares

Omitting the first term not depending on τ and letting K = −H−1(τ̃)e(τ̃),
the quadratic approximation (B.8) can be rewritten as follows:

(τ − τ̃)Te(τ̃) +
1
2
(τ − τ̃)TH(τ̃)(τ − τ̃)

=− (τ − τ̃)TH(τ̃)K +
1
2
(τ − τ̃)TH(τ̃)(τ − τ̃)

=
1
2
(K− (τ − τ̃))TH(τ̃)(K− (τ − τ̃))− 1

2
KTH(τ̃)K.

Hence, minimizing (B.8) is a least squares problem:

τ̂ = arg minτ

(
‖H(τ̃)1/2(K− (τ − τ̃))‖2

)
= arg minτ

(
‖Y− Xτ‖2

)
,

where

Y = H(τ̃)1/2
(
−H(τ̃)−1e(τ̃) + τ̃

)
and X = H(τ̃)1/2.

D Update of regularized α

Following Shi et al. (2016) we update α by minimizing the augmented La-
grangian object function

Qλ,µ(α, η) =
1
2
||Y− Xα||2 + λ

p

∑
i=1

q

∑
j=1
|αij|+ ηCα +

µ

2
||Cα||2,

where η ∈ Rq is the Lagrange multiplier and µ > 0 is a penalty parameter
that we set to 1 as in Shi et al. (2016). Letting αcurrent, ηcurrent, αnew, and
ηnew denote temporary vectors used in the iterative algorithm, we initialize
αcurrent = α(n) and ηcurrent = 0. We then iterate updates

αnew ← arg minαQλ,µ(α, ηcurrent, π(n)) ηnew ← ηcurrent + µCαnew.

The updating is terminated if for some ε̃ and ˜̃ε,

||αnew − αcurrent|| < ε̃ and ||ηnew − ηcurrent|| < ˜̃ε, (B.15)

in which case α̂ := αnew. Otherwise αcurrent ← αnew and ηcurrent ← ηnew and
a new iteration takes place.
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E. Bandwidth selection for ρ0

The update leading to αnew is conducted using cyclical updating of the
entries αnew

ij in αnew. The update of the ijth entry is

c1 ← XT
·ij

(
Y− ∑

lk 6=ij
X·lkαnew

lk

)

c2 ← µ

(
∑

lk 6=ij
αnew

lk CT
·lkC·ij + CT

·ijη/µ

)

αnew
ij ← S (c1 − c2, λ)

XT
·ijX·ij + µCT

·ijC·ij
, (B.16)

where X·ij and C·ij are the columns of X and C corresponding to αij (i.e. when
α is laid out columnwise) and S(·, ·) is a soft-thresholding operator given by:

S(c, λ) =


c− λ if c > 0 and λ < |c|
c + λ if c < 0 and λ < |c|
0 if λ > |c|.

Algorithm 2 gives an overview of the regularized cyclical block descent
algorithm.

Algorithm 2 Regularized cyclical block descent algorithm

1: Simulate initial parameters α̂(0), ξ̂
(0)

, σ̂2(0) and ϕ̂(0)

2: n := 0
3: repeat
4: α̃ := α(n), ξ̃ := ξ(n), σ2 := σ2(n) and ϕ := ϕ(n)

5: update α̃ using augmented Lagrangian method followed by line search
6: update ξ̃, σ̃2 and ϕ̃ in turn using (B.9) followed by line search
7: α(n+1) := α̃, ξ(n+1) := ξ̃, σ2(n+1) := σ̃2, and ϕ(n+1) := ϕ̃
8: n := n + 1
9: until relative convergence for object function (B.11)

10: return θ̂ = θ(n)

E Bandwidth selection for ρ0

Following Hessellund et al. (2019) we can estimate ρ0 using the semi-parametric
kernel estimator:

ρ̂0(u) =
1
p

p

∑
i=1

∑
v∈Xi

exp(−β̂
T
i z(v))

k((u− v)/b)
bdcb(v)

, (B.17)
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where k is a d-dimensional kernel, b is the bandwidth, and cb(v) =
∫

W k(u−
v)du is an edge correction factor.

We suggest to choose the bandwidth according to a criterion inspired by
Cronie and van Lieshout (2016) who consider the squared difference between
the observation window area and an estimate (depending on the bandwidth)
of this area. However, exact knowledge of the observation window area may
not always be available (this is e.g. the case for the crimes data where the
observation window depends on the complex urban structure of Washing-
ton DC). To handle this we take advantage of our multivariate setup. Define
Xpooled = ∪p

i=1Xi with intensity function ρpooled(u) = ∑
p
i=1 ρi(u). An estima-

tor of ρpooled is simply given by ρ̂pooled(u) = ρ̂0(u)∑
p
i=1 exp(β̂

T
i z(u)). We can

then define two different estimators, ω̂ and ŵ, for the area of the observation
window:

ω̂(b) =
1
p

p

∑
i=1

∑
u∈Xi

1

ρ̂0(u)exp(β̂
T
i z(u))

and ŵ(b) = ∑
u∈Xpooled

1
ρ̂pooled(u)

where the dependence on b is through ρ̂0(·). We then select the bandwidth b
that minimizes (ω̂(b)− ŵ(b))2. Hence, the bandwidth can be selected with-
out specifying the observation window.

F Modification of Diggle et al. (2007)s second order
analysis

As pointed out in Diggle et al. (2007), non-parametric estimation of both first
and second order properties from the same point pattern data is an ill-posed
problem due to confounding between variations in the intensity function and
random clustering. In case of a bivariate case-control point process and as-
suming the model (B.3), Diggle et al. (2007) suggested to estimate ρ0 using
the control points and plug in this estimate when inferring the clustering
properties of the case process. This approach can be extended to the multi-
variate (p > 2) setting as follows. For each type i = 1, . . . , p we modify (B.17)
to obtain the estimator

ρ̂0,−i(u) =
1

p− 1

p

∑
k=1
k 6=i

∑
v∈Xk

k((u− v)/b)

exp(−β̂
T
k z(v))bdcb(v)

,

that does not utilize the ith point pattern. To ease the computation time we
estimate one common bandwidth b for all i = 1, . . . , p by the bandwidth se-
lection criterion described in Section E. To estimate the PCFs and cross PCFs
we use the spatstat procedures pcfinhom and crosspcfinhom, where we
specify the intensity functions by ρ̂i(u) = ρ̂0,−i(u)exp(β̂

T
i z(u)). We manu-

ally choose the bandwidth for the PCFs and cross PCFs.
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G. Analysis for tumor cells

G Analysis for tumor cells

For the tumor cells we use 80% independent thinning of the points but
otherwise proceed precisely as in Section 5.1 to which we refer for details.
We choose Normoxic as the baseline and estimate β = (βHyp, βNor)

T by
β̂Hyp = log(2346/3693) = −0.45 and β̂Nor = 0. The left panel in Figure B.14
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Fig. B.14: Left: CV-scores (minus minimum CV-score) with standard errors. Right: Non-
parametric estimate of ρ0 with bandwidth = 153.3.

shows that the cross validation score is minimized for q = 0. Hence, we
model the bivariate point process as two independent LGCPs. The right
panel in Figure B.14 shows the non-parametric estimate of ρ0.

The parameter estimates with q = 0 are σ̂Hyp = 1.45, σ̂Nor = 1.31, ϕ̂Hyp =
66.1, and ϕ̂Nor = 46.4. The estimates of σHyp and σNor show that in addition
to the variation caused by ρ0, both the Hypoxic and Normoxic cells are highly
clustered with strongest clustering for Hypoxic. This is also illustrated by the
fitted PCFs in the left panel of Figure B.15.
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Fig. B.15: Left: estimated (cross) PCFs using the semi-parametric model (solid) and simple
approach (dashed). Right: estimated (cross) PCF ratio using semi-parametric model (solid),
simple approach (dashed) and consistent approach (dotted).
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Figure B.15 shows that the agreement between the semi-parametric and
consistent non-parametric estimates of cross PCF ratios gHyp/gNor and gHyp,Nor/gNor
is very good which is confirmed by global envelope p-values of 0.98 in case
of gHyp/gNor and 0.178 for gHyp,Nor/gNor, see also the global envelope plots
in Section H. The conclusions regarding the simple non-parametric estimates
shown in Figure B.15 (left) are completely analogous to those for Stroma
and CD8: the non-parametric estimates seem biased and the simple non-
parametric estimates of cross PCF ratios deviate more from the consistent
non-parametric estimates than the semi-parametric estimates.

H Model assessment for lymphoma data
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Fig. B.16: Differences between semi-parametric and consistent non-parametric estimates of cross
PCF ratios (solid curves) with global 95% envelopes (gray shaded areas). Left: gStr/gCD8. Right:
gStr,CD8/gCD8.
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Fig. B.17: Differences between semi-parametric and consistent non-parametric estimates of cross
PCF ratios (solid curves) with global 95% envelopes (gray shaded areas). Left: gHyp/gNor. Right:
gNor,Hyp/gNor.
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I Model assessment for crime data

Global envelope test: p = 0.624
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Fig. B.18: Differences between semi-parametric and consistent non-parametric estimates of cross
PCF ratios (solid curves) with global 95% envelopes (gray shaded areas). Left: g1/g6. Right:
g2/g6.
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Fig. B.19: Differences between semi-parametric and consistent non-parametric estimates of cross
PCF ratios (solid curves) with global 95% envelopes (gray shaded areas). Left: g13/g6. Right:
g16/g6.
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