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Abstract

To comply with the sulphur regulations introduced by the International Mar-
itime Organisation in January 2020, ship owners can install exhaust gas clean-
ing equipment onboard vessels such as a wet scrubber. The wet scrubber
removes sulphur from the exhaust gas by washing it with seawater or fresh
water. Several countries and regions worldwide have prohibited the use of
scrubbers operating in open-loop mode, which limits the use of scrubbers to
closed-loop operations. During closed-loop operation the freshwater is recir-
culated over the scrubber and the concentration of pollutants continuously
increases. To comply with the discharge legislation, a high-speed centrifugal
separator is used to sediment the pollutants in an efficient way. To increase the
efficiency of the high-speed separator, a pre-treatment system, consisting of a
pipe flocculator is installed to aggregate the micron-sized particles.

The aggregation and breakage of micron-sized particles are studied using a
multiphase computational fluid dynamics (CFD) model where the continuous
and dispersed phases are described using the two-fluid Eulerian approach.
The number density function of the dispersed phase is tracked using the pop-
ulation balance equation (PBE) which is solved using the class method. Inter-
facial momentum transfer between the two phases is included in the study to
achieve a two-way coupled model. High-fidelity, large-eddy simulations are
carried out to analyse the decay of secondary motion and the downstream tur-
bulence characteristics of the flow through a 180◦ bend. The particle strength
parameter is validated against an experimentally measured particle size dis-
tribution measured in the Alfa Laval Test and Training Centre.

Results show that the most critical geometrical parameter that influences
the particle size distribution is the pipe bend radius. Furthermore, it is shown
that when the Reynolds number is significantly large (Red > 30, 000), the
influence of the bend radius becomes negligible as the naturally occurring
turbulence breaks the largest aggregates.

This PhD project has contributed to achieving a better understanding of
inline flocculation systems with a dilute disperse phase. The proposed mod-
elling approach allows an in-depth study of the aggregation and breakage of
micron-sized particles.
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Resumé

Skibsredere kan installere udstyr til at rense udstødningsgassen fra motorer
for dermed at overholde lovningen vedr. udledning af svovl som den Inter-
nationale Maritime Organisation indførte per januar, 2020. Et sådanne udstyr
kan være en scrubber som fjerner svovl i udstødningsgassen ved at vaske ud-
stødningsgassen med enten havvand eller ferskvand. Flere lande og område
har forbudt brugen af scrubbere der fungerer i open-loop tilstand, hvilket be-
grænser brugen af scrubbere i disse områder til closed-loop tilstand. Derfor
skal scrubberen fungere i closed-loop tilstand hvor ferskvand recirkuleres over
scrubberen, hvilket betyder at der sker en kontinuerlig stigning af forurenende
stoffer i vandet. For at overholde lovgivning af udledningsvandets vand-
kvalitet bruges en centrifugal højhastighedsseparator. Et forbehandlingssys-
tem, bestående af en rør-flokkulator, er installeret opstrøms med det formål at
aggregere partikler af mikronstørrelse for at opnå en højere effektivitet.

Opbrydning og aggregering af partikler af mikronstørrelse er studeret ved
brug af computational fluid dynamics (CFD) hvor fluid- og partikel faserne
er beskrevet af en two-fluid Eulerian metode. Taltæthedsfunktionen af par-
tiklerne er sporet af population balance equation som løses ved brug af class
method. Momentumtransport mellem fluid- og partikelfaserne er betragtet
og derved opnås en tovejskoblet model. Turbulens karakteristika for et 180◦
rørbuk i en rørflokkulator er simuleret med høj troværdighed ved brug af en
large-eddy simuleringer. Parameteren for partikelstyrke er valideret mod tests
udført i Alfa Lavals Test og Trænings Center i Aalborg hvor partikelstørrelsen
blev målt.

Den geometriske parameter der påvirker størrelsesfordelingen mest i en
rørflokkulator er bukkeradius. Endvidere, er det vist at når Reynolds tallet
blive tilstrækkeligt højt (Red > 30, 000) er effekten af at have et rørbuk i sys-
temet negligerbar, da den naturligt forekomne turbulens opbryder de største
aggregater.

Denne Ph.D. afhandling bidrager med en dybere forståelse af fluid-partikel
systemer og hvordan partikler af mikronstørrelse aggregerer og opbryder i et
rørsystem. Ved brug af to-vejs CFD modellen kan systemet analyseres lokalt
for at undersøge hvor aggregering og opbrydning forekommer.
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Nomenclature
Symbols

Representation Unit Representation Unit

a Aggregation
frequency 1/s b Breakage

frequency 1/s

B Particle strength
parameter m3/s3 C Coefficient -

d Diameter m 𝐷f
Fractal
dimension -

F Force N g Gravitational
acceleration m/s2

G Velocity gradient 1/s H Total contact
number -

K Internal coordin-
ate rate of change - 𝑘𝑐

Constant relative
to packing -

L Length m m Moment Mixed

M Interfacial mo-
mentum transfer N/m3 n Number -

N Number - P Power W
p Pressure Pa R Effective radius m
r Radius m S Source term Mixed
t Time s u Velocity m/s

V Volume m3 W
Dissipated pow-
er per volume
per unit time

W/(m3 s)

x, y, z Spatial
coordinates m 𝑥𝑖 Pivotal volume m3

y Molar fraction -
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Subscripts

Representation Representation
32 Sauter mean b Bend
c Collision radius cr Critical
D Drag d Diameter

disp Dispersion f Fluid
h Hydraulic diameter L Lift
p Particle r Relative
s Sedimentation t Turbulent
T Total v Volume

VM Virtual mass 𝜑 Phase
d′ Daughter particle

Greek symbols

Representation Unit Representation Unit

𝛼 Volume fraction - 𝛽
Daughter size
distribution -

𝛾
Number of daugh-
ters - 𝜀

Turbulent dissipa-
tion rate m2/s3

𝜁 Zeta potential V 𝜇 Dynamic viscosity kg/(m s)
𝜈 Kinematic viscosity m2/s 𝜉 Internal coordinate Mixed
𝜌 Density kg/m3 𝜏 Shear stress Pa

𝜑 Pitch of inclination m 𝜔
Specific turbulent
dissipation rate 1/s

𝜔 Vorticity 1/s
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Abbreviations

Representation Representation

CFD Computational fluid
dynamics CL Closed loop

CM Class method DNS Direct numerical
simulation

DO Diesel oil DPF Diesel particle filter

DQMOM Direct quadrature
method of moments ECA Emission control area

EQMOM Extended quadrature
method of moments FNU Formazin Nephelo-

metric Units
HFO Heavy fuel oil HSS High-speed separator

IMO International Maritime
Organization LES Large eddy simulation

MEPC Marine Environment
Protection Committee MGO Marine gas oil

MOM Method of moments NG Natural gas

OL Open loop PAH Polycyclic aromatic
hydrocarbon

PBE Population balance
equation PM Particulate matter

QBMM Quadrature-based
method of moments RANS Reynolds-averaged

Navier Stokes

RH Relative humidity RNG Re-normalisation
group

RSM Reynolds stress model SCR Selective catalytic
reduction

SGS Subgrid-scale TEM Transmission electron
microscopy

WALE Wall adaptive local
eddy ZD Zero discharge

VLSFO Very low sulfur fuel
oil WESP Wet electrostatic

precipitator
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Summary
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1 | Introduction

The International Maritime Organization (IMO) adopted the Interna-
tional Convention for Prevention of Pollution from Ships, MARPOL, in
1973 to reduce harmful emissions from marine vessels. MARPOL
consists of six annexes, where the latest Annex VI, was adopted in
2005 (IMO, 2020). Annex VI concerns harmful gas emissions from
ships such as sulfuric oxides (SOx), nitrogen oxides (NOx), and
particulate matter (PM). Emission Control Areas (ECA), seen in
Fig. 1.1, were introduced by the IMO in the European Union and
along the American coastline to have zones where stricter legis-
lation can be invoked to reduce emissions even further. Since the

Zero discharge
Closed-loop operation

Emission control area

Fig. 1.1: Map of the world with ECA zones (International Maritime Organisation, 2019) and
markers indicating local/national regulation on scrubber discharge effective as of the time of
writing (EGCSA, 2022).

adoption of Marpol annex VI in 2005, the sulfur emissions inside
ECAs have been reduced from 𝑆eq < 1.5 % to 𝑆eq < 0.1 % and
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Chapter 1. Introduction

outside the ECAs, the sulfur emissions have been reduced from
𝑆eq < 4.5 % to𝑆eq < 0.5 % as seen in Fig. 1.2. The sulfur equivalent
is defined by measuring the molar fractions of SO2 and CO2 at the
outlet of the funnel and calculated as 𝑆eq = 100 𝑦SO2/(43.3 𝑦CO2),
where 𝑦 denotes the molar concentration of the species. To com-
ply with these new regulations, ship owners must switch to a
compliant fuel with a sulfur content of < 0.005 kg/kgfuel or in-
stall exhaust gas cleaning equipment such as a wet scrubber.

Fig. 1.2: Sulfur emission regulation limits within and outside ECAs over recent years.

1.1 Motivation

Since the IMO announced the adoption of MARPOL Annex VI,
the ships with scrubbers installed have gone from just a few to
over 5000, as seen in Fig. 1.3 (Clarkson, 2022). The majority of the
scrubbers were ordered in 2019 and 2020, which was due to the
implementation of new worldwide regulations and since then a
smaller number of scrubbers have been ordered. Alfa Laval de-
velops, sells and commissions wet scrubbers and has different
types in their portfolio for various types of ships, see Fig. 1.4. A
wet scrubber is used to transfer SOx from the exhaust gas to the
water which is used for scrubbing the exhaust gas. During the
operation of a scrubber, the exhaust gas is first quenched in the
jet section of the scrubber, seen in Fig. 1.4, with the objective of
cooling the exhaust gas to achieve a lower velocity. The chemical
adsorption takes place inside the packed bed absorption column
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(b)(a)

Fig. 1.3: Scrubbers contracted since 2010. Fig. 1.3a shows the number of scrubber contracts per
year divided into retrofits and new build ships. Fig. 1.3b shows the cumulative sum of the number
of contracted ships with scrubbers. Data from Clarkson (2022).

where water is sprayed on top of the packed bed. The majority of
the SOx is transferred from the gas phase to the water phase dur-
ing this stage. To remove droplets in the gas, a demister is placed
before the gas exists the scrubber. The objective of operating the
scrubber is to remove the SOx, but as a bi-product, the scrubber
also captures particulate matter, oily residue and inorganic salts.
Winnes et al. (2020) report that the scrubber removes 32 % to 43 %
of the insoluble particulate mass in the exhaust gas and that the
scrubber decreases the emissions of polycyclic aromatic hydrocar-
bons (PAH), black carbon, organic carbon and elemental carbon
in the majority of the tests performed. This is in good agreement
with the observations of Hansen (2012), who report PM removal
efficiencies in the range of 45 % to 55 % for scrubbers equipped
with sprayers. An increased PM removal efficiency of 79 % was
observed when a so-called venturi pre-unit was installed, how-
ever, this is something that is rarely installed on marine vessels.

The scrubber can be operated in either open-loop (OL) or
closed-loop (CL) mode as seen in the process diagram in Fig. 1.5.
During open-loop operation, the sea chest pump pumps water to
the scrubber for the scrubbing process and the effluent scrubber
water is discharged back into the ocean. This is allowed by the
IMO as long as the quality regulations for the discharged wa-
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Fig. 1.4: Two configurations of the scrubber in Alfa Laval’s portfolio. The U-shaped scrubber is the
most widely installed, whereas the compact scrubber has a shorter and more efficient jet section
for cooling the exhaust gas. Illustration reprinted and inspired from Simonsen (2018).

ter are met. The current quality requirements for the discharge
water are defined in MEPC 340(77) and specify a minimum pH
of 6.5 measured at a distance of 4 m from the overboard dis-
charge point, a maximum continuous PAH concentration of 50
μg/L and a maximum turbidity of 25 Formazin Nephelometric
Units (FNU) (MEPC, 2021). Several researchers have focused on
the marine environmental impact of open-loop scrubbers, as the
water is discharged back into the ocean without any cleaning.
Kjølholt et al. (2012) were some of the early researchers to study
the impact of discharging scrubber water in the North Sea and
Baltic Sea. It was reported that the acidic water would have a neg-
ligible impact on the ocean, as the acidic buffer capacity exceeds
the emissions. Furthermore, they concluded that the concentra-
tions of PAH, hydrocarbons, heavy metals and metalloids would
have a magnitude below the levels of concern. Lange et al. (2015)
analysed the impact of discharging scrubber water in ports and
coastal waters, with a focus on the German coastal line. It was con-
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cluded that the discharge of water from open-loop operation adds
additional stress factors for marine organisms and recommends
that the discharge of water from open-loop scrubbers should be
prohibited in these areas. Magnusson et al. (2018) analysed the
scrubber effluent water of both closed-loop and open-loop scrub-
bers and their impact on marine organisms. They concluded that
toxic components in the water impacted the marine organisms,
however, it was difficult to accurately determine which compo-
nents disrupted the organism. When the scrubber is operating in
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Fig. 1.5: Process diagram for the water flow of a hybrid wet scrubber with a water cleaning system.
The wet scrubber can operate in open-loop (OL) where the water is pumped through the scrubber
and back to the ocean or it can operate in closed-loop where the water is recirculated over the
circulation tank. Before discharge, the water is cleaned using the high-speed separator where the
sludge is stored in a sludge tank. A zero-discharge (ZD) tank is also shown, to visualise scenarios
where the vessels cannot discharge scrubber water.

a closed-loop mode, the water is recirculated over a circulation
tank, as seen in Fig. 1.5. The circulated water is cooled using sea-
water before being pumped into the scrubber for cleaning of the
exhaust gas. The scrubber effluent water is then recirculated back
to the circulation tank. As the water in the exhaust gas condenses
inside the scrubber, some volume of water needs to be discharged
from the system and as PM is continuously captured inside the
scrubber, a cleaning system is therefore needed. The cleaning
system, developed by Alfa Laval, consists of a pre-treatment sys-
tem called a flocculator and a high-speed separator (HSS) which
separates the PM from the water using highly accelerated sedi-
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mentation. The separated particulate matter is stored as sludge
in a dedicated tank and whenever the ship is in port, the sludge
is pumped onshore and the port disposes of the sludge according
to regulations.

Due to the large focus on the use of open-loop scrubbers, sev-
eral countries and ports have adopted local legislation regarding
the discharge of scrubber water. In Fig. 1.1 markers are placed
in locations where local regulations have been adopted and the
general tendency is that the scrubber must either be operated in
closed-loop or a zero-discharge zone has been introduced. If a
zero-discharge regulation is adopted, this means that the ship
must either switch to compliant fuel or install a zero-discharge
tank as shown in Fig. 1.5. The cleaned water stored in the zero-
discharge tank can be discharged whenever the ship is outside
the zero-discharge zone.

It is expected that a number of ports, countries and areas will
have stricter legislation regarding the discharge of scrubber wa-
ter to reduce the pollution of the oceans. Therefore, the contin-
ued use of scrubbers relies on having an efficient water cleaning
system that effectively removes pollutants from the scrubber ef-
fluent water. This can, theoretically, be installed for open-loop
scrubbers, but the concentrations of PM, PAH, heavy metal and
other pollutants are very low, making it difficult to separate the
pollutants from the water. During closed-loop operation, the
concentration of pollutants continuously increases as the water is
recirculated making this solution more favourable to clean.

The problem with designing an effective water cleaning system
for marine applications is that space is sparse onboard a ship. The
water cleaning system has to be designed in a compact way where
it does not take up unnecessary space, which could otherwise be
used for cargo. One of the core products of Alfa Laval’s portfolio
is the high-speed separator, which can be used for various jobs of
separation, purification or both.
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1.2 Working Principle of the High-Speed Separator

During operation the HSS rotates around its centre of mass with
a fixed rotational speed, depending on its size and design, typi-
cally exerting the fluid and particles to a centrifugal force of 7,000-
10,000g. Different types of separators are in Alfa Laval’s portfolio
including separators for liquid-liquid separation, e.g. separating
oil from water, liquid-liquid-solid separation, e.g. separating oil
and particles from water and liquid-solid separation which is the
separator type used to clean the scrubber effluent water. An ex-
ample of the bowl in a liquid-solid separator is seen in Fig. 1.6.
In this separator, the scrubber effluent water enters from the top
and goes into a distribution chamber where the water is led un-
derneath a sealing ring as illustrated in Fig. 1.6. From here the
solids, which are denser compared to water, move towards the
circumference of the bowl and the water stays around the centre-
line of the separator. To achieve better separation, a set of conical
disks are placed inside the HSS, to hinder particles from leaving
the HSS with the water. The disk stack acts as a large surface
wall, where the no-slip condition forces the denser particles to
move downwards until they can reach the circumference of the
bowl. At a given frequency the bowl opens and the solid phase is
discharged as sludge. To understand the important parameters
when separating solids using an accelerated sedimentation pro-
cess, such as a centrifuge, consider first a sedimentation process
working under regular gravitational acceleration. The simplest
expression for the sedimentation velocity of solid particles under
the influence of gravity is given by Stokes’ law (Stokes, 1850) for
spherical particles as

𝑢s =
𝑑2

p
��𝜌f − 𝜌p

��
18𝜇 𝑔 , (1.1)

where 𝑑p is the diameter of the solid particle, 𝜌 is the density,
𝜇 is the dynamic viscosity of the fluid, 𝑔 is the gravitational
acceleration and subscripts 𝑓 and 𝑝 denote the fluid and particle
phase, respectively.

A faster sedimentation velocity results in a shorter retention
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Fig. 1.6: Cross-sectional view of a liquid-solid high-speed separator, where the scrubber effluent
water enters from the top, the clean fluid leaves at the top and the sludge is discharged to the side
of the bowl. An example of the conical disk stack is also shown in the figure.

time inside the separation device, which means a faster and more
efficient separation. Decreasing the viscosity is one option for
achieving a faster sedimentation velocity, which can be achieved
by increasing the temperature of the fluid. This is feasible until
a certain temperature where either phase change or cavitation
inside the high-speed separator might start to occur. The density
difference between the phases is also fixed as the temperature
does not affect the density of water significantly. This leaves two
important factors, namely the gravitational acceleration, which
can be increased when increasing the rotational speed and the
effective diameter of the particle. The sedimentation velocity of a
particle scales with the square of the diameter and the diameter
of the particles is thereby the single most important parameter
when increasing the efficiency of a high-speed separator.
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1.3 Coagulation and Flocculation

To increase the effective diameter of the particles, it is required
that the suspended particles are cohesive and can adhere to the
surface of each other. This way, the effective diameter of a parti-
cle increases as more particles collide and aggregate. Depending
on the chemical and mechanical properties of the particles in the
process, they can either be naturally adhesive or additives can
be added to change the adhesive properties of the solid parti-
cles. Soot particles suspended in water, which are the particles
captured by the scrubber, become negatively charged with a zeta
potential in the range of 30 mV < 𝜁 < 50 mV (Liu et al., 2003;
Growney et al., 2015; Chen and Huang, 2017), which, according
to Kumar and Dixit (2017), result in particles that have a moder-
ate to good stability. Particles with a zeta potential in this range,
will thereby naturally repel each other due to the electrical charge
surrounding the given particles. The electrical charge is generally
described by the electrical double layer (Gouy, 1910; Chapman,
1913; Stern, 1924) surrounding the particle and a conceptual vi-
sualisation of a particle with an electrical double layer is seen in
Fig. 1.7. The electrical potential at the surface of the particle is
known as the Nernst potential and the electrical potential from
the slipping plane is known as the zeta potential.

The electrical potential of a particle can be changed by adding
reversely charged ions to the solution and in Fig. 1.7 it is il-
lustrated how the electrical double layer decreases as more re-
versely charged ions adhere to the surface. If too many reversely
charged ions adhere to the surface of the particle, the electrical
potential is reversed and the particles start to repel each other
again. Changing the electrical potential of the particles is the
first step in coagulation and often metal-based coagulants with
positive ions are used in wastewater processes, e.g. aluminium
chloride (AlCl3), ferric sulphate (Fe(SO4)3) or sodium aluminate
(Na2Al2O4) among others.

When the electrical potential of the particles has been neu-
tralised, the particles can adhere to the surface of each other.
Coagulation can be an effective method to make fine particles ag-
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Fig. 1.7: Conceptual visualisation of the electrical double layer, where the figure on the left shows
a negatively charged particle with a larger electrical double layer. On the right the same particle is
treated with positively charged ions, e.g. Al2+, resulting in a reduction in the electrical potential
surrounding the particle. The visualisation is inspired by Priesing (1962).

gregate, but for many applications, the final aggregate size due to
coagulation is too small to have a large impact. Therefore, poly-
mer flocculants are often added to the process as well. Polymer
flocculants hold a cationic or anionic charge and the magnitude
of the charge depends on the particle charge of the application.
These polymers also have different molecular architectures as
they can be linearly bound or of a high interconnecting structure
which again depends on the particle that needs to be aggregated.
The overall working principle of the polymer flocculants is seen
in Fig. 1.8, where the destabilised particles are subject to a fluid
flow and then polymer flocculants are added to the solution.
These long-chained polymers then capture and forms an enclo-
sure around the particles, which effectively increases the effective
diameter of the aggregate as seen by the fluid. The molecular
architecture of the polymer often depends on the sedimentation
application. For the present work, where a high-speed separator
is utilised, the architecture of the polymers has to be of a high in-
terconnecting structure, as the polymers will add strength to the
aggregates when they enter the inlet of the high-speed separator.
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Fig. 1.8: Conceptual illustration of the flocculation process in a fluid flow. The polymer flocculant
is added to the destabilised particles and due to the velocity fluctuations in the fluid, aggregates
are created due to orthokinetic flocculation.

1.4 Orthokinetic Aggregation

The research into adhesive particles and how these aggregate in a
fluid has been a relevant topic for more than a century. In general,
the aggregation of particles is governed by the velocity gradients
of the flow. As the velocity gradients of the flow increase in
magnitude, particles will collide and aggregate at an increased
frequency, however, due to the larger velocity gradients aggre-
gates will form an ultimate smaller size due to the continuous
breakdown of the largest aggregates (Bratby, 2016). A lower ve-
locity gradient leads to larger aggregates but this takes more time
as particle collisions occur at a lower frequency. A conceptual
illustration of particle contact is seen in Fig. 1.9 where particles 𝑖
and 𝑗 come into contact due to a velocity gradient in a fluid flow.

ri

rj
Rij

Particle i

Particle j

Fig. 1.9: Particle contact between particle 𝑖 and 𝑗 under the influence of a velocity gradient.

Particles must be close enough for the London-van der Walls
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force to pull and hold the particles together. This is illustrated as
the contact radius 𝑅𝑖 𝑗 = 𝑟𝑖 + 𝑟 𝑗 in Fig. 1.9.

Historically, Smoluchowski (1917) proposed a mathematical
model describing the theoretical orthokinetic aggregation of col-
loidal particles under laminar conditions. The total number of
contacts between particles 𝑖 and 𝑗 per unit time under laminar
flow conditions is given as

𝐻𝑖 𝑗 =
4
3𝑛𝑖𝑛 𝑗𝑅

3
𝑖 𝑗

𝑑𝑣

𝑑𝑧
, (1.2)

where 𝑑𝑣/𝑑𝑧 is the velocity gradient. The model of Smoluchowski
(1917) is limited in value as it is mostly theoretical and the majority
of industrial applications have flows in the turbulent regime. As
the velocity gradient is unknown in turbulent flows, Camp and
Stein (1943) replaced the velocity gradient in the existing model
with a measurable root mean square (RMS) velocity gradient of
the fluid as

𝐺 =

√
𝑊

𝜇
, (1.3)

where 𝑊 is the mean value of dissipated power per unit volume
per unit time. This definition can be a measurable value if dealing
with mechanically stirred flocculation devices, where the power
dissipated to the fluid is a measured value. This approach is,
however, difficult when dealing with flows where turbulence is
not induced by an electric motor. Saffman and Turner (1956)
further correlated the velocity gradient in a turbulent flow with
the turbulent energy dissipation rate, 𝜀, as

𝐺 =

√
𝑃/𝑉
𝜇

=

√
𝜀
𝜈
, (1.4)

where 𝑃 is the power dissipated, 𝑉 is the volume of a tank and
𝜈 is the kinematic viscosity of the fluid. This approach yields
the average absolute velocity gradient per unit volume per unit
time. The concept proposed by Camp and Stein (1943) for deter-
mining the averaged velocity gradient within a system has been
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a cornerstone in the design process for many years and the con-
cept has been taught in several textbooks (e.g. Crittenden et al.
(2012); Bratby (2016)). Many researcher, including Luo (1997);
Bridgeman (2006); Oliveira and Donadel (2019) to name a few,
have argued that the approach is flawed as the velocity gradi-
ent for a system experiences local zones with a velocity gradient
that is much greater compared to the averaged. This is for ex-
ample the case when studying an impeller stirring in a solution,
where the velocity gradient is larger in the vicinity of the impeller
(Bridgeman et al., 2010). For this reason, numerous researchers
have successfully used CFD to study the velocity gradients and
particle aggregation, as the energy dissipation rate is either mod-
elled or resolved locally. Turbulence induced by an impeller or
by a hydraulic flocculator is captured locally when using CFD as
a tool, which is why it provides a better insight into the design
process. In modern times, multiphase simulations, including
particle-laden flows, have been developed and researched to a
point where they can also be applied to industrial applications.
The modelling approach will be further discussed in section 1.6.

1.5 Commonly Used Flocculation Applications

During the destabilisation- and flocculation process, it is neces-
sary to make the adhesive particles collide to form an aggregate.
There are several ways to do this depending on the application at
hand. If the concentration of particles is sufficiently large and the
particles are much smaller than 𝑑p ≪ 1 μm, perikinetic aggrega-
tion occurs which is due to Brownian motion as the mean-free
path is small. This is, however, not the case for most wastewater
and water purification plants, where the concentration of particles
is too small and the particles are also too large to rely on colli-
sion due to Brownian motion. As previously mentioned, particle
collisions are mainly driven by orthokinetic aggregation where
velocity gradients are induced in the flow due to turbulence.

Shear velocities within the fluid can be introduced in a number
of ways, e.g. introducing a mechanical stirrer in a tank, which is
illustrated in Fig. 1.10a, where an electric motor is operated to ro-
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(a) Flocculation tank (b) Pipe flocculator

Fig. 1.10: Two examples of flocculators relying on orthokinetic aggregation. Fig. 1.10a illustrates
a flocculation tank where a stirrer induces a shear velocity in the fluid as the motor rotates the
stirrer inside the tank. Fig. 1.10b shows a pipe flocculator where the shear velocity is induced by
the pipe bends as the fluid moves through the pipe.

tate a stirrer inside a tank. The stirrer then induces a shear velocity
inside the application causing the particles to collide and adhere
to each other. Another example is a pipe flocculator, illustrated in
Fig. 1.10b, where the shear velocity is induced in the fluid by the
piping layout. As the fluid moves through the piping, the flow is
forced to change direction and this induces turbulence inside the
pipe domain, which results in particles colliding. Also, pipe floc-
culators are often operated in the turbulent regime, Red > 10, 000,
where velocity fluctuations occur naturally.

A flocculation tank is a highly efficient application to make
particles aggregate and form large aggregates as the mechanical
stirrer is controlled using an electrical motor, but the downside
of this application is that it often occupies a large volume and is
difficult to operate on a ship due to the movement of the ship,
e.g. rolling due to waves. Onboard a ship it is, therefore, more
beneficial to use a pipe flocculator, as this has a compact form
factor and as the particles are suspended within a turbulent fluid
flow, the motion of the ship does not affect the performance of the
pipe flocculator.
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1.6 Numerical Approach

Simulating the turbulent particle-laden flow using a numerical
model allows analysis of different geometrical configurations,
different particle properties and more. In-depth data can be pro-
duced to study local phenomena which drive and improves the
development of the application eventually resulting in a more
efficient application. To achieve such a reliable numerical model,
an additional focus must be on describing the fluid-particle inter-
action and particle-particle interaction.

In general, two different approaches can be applied to simu-
late the fluid-particle flow and a conceptual illustration between
the two approaches is shown in Fig. 1.11. The first method is
categorised as the Eulerian-Lagrangian approach where the fluid
phase is modelled using an Eulerian approach and the discrete
particle phase is modelled using a Lagrangian approach tracking
each particle. There exists a variety of Lagrangian methods to
describe particle-particle interaction which is then coupled to the
Eulerian CFD method. A widely used approach is to model the
particle phase using a macroscale perspective where several indi-
vidual particles are lumped together into a parcel. This method
is often referred to as the discrete parcel method (DPM) and is
commonly used when simulating droplets. When simulating
the particle-particle interaction using a mesoscale perspective the
length- and time scale must be considered. Molecular dynamics
(MD) is commonly used to simulate the particle-particle interac-
tion of nanoparticles. This method is used to accurately capture
the collision due to Brownian motion. Molecular dynamics is
rarely coupled to CFD as the time scale for nanoparticles is in
the order of picoseconds to nanoseconds whereas fluid motion
is in the order of microseconds. One method that has gained
popularity in recent years is the discrete element method (DEM)
originally proposed by Cundall and Strackt (1979), which re-
solves particle-particle collisions using the analytical expressions
for contact stresses by Hertz (1882). The DEM approach considers
particles in the order of micrometres to centimetres and is often
coupled to CFD as the time scales for fluid motion and particles
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are in the same range. Common for the Lagrangian methods is
that a large number of Lagrangian particles need to be tracked and
handled. When particles become sufficiently small, 𝑑p < 10 μm,
and when dealing with industrial applications, the number of
Lagrangian particles becomes extremely large, e.g. 𝑛p > 109. To
counter the issues with an extreme number of discrete particles,
researchers often choose to coarse-grain the micron-sized parti-
cles into parcels or simulate a small section of the application.
A coarse-grained parcel is then a number of particles lumped
together to reduce the number of computational points. Several
methods have been developed to maintain the mechanical prop-
erties of the solid particles when coarse-graining (Hærvig, 2017),
but the author has not found any suitable method to both con-
serve the mechanical- and adhesive properties of a particle when
performing coarse-graining. Due to the problem of not find-

Lagrangian particles Eulerian number
density function

(a) (b)

Eulerian 
control volume

dp [m]

V
 [%

]

Fig. 1.11: Conceptual illustration of the Eulerian-Lagrangian approach in Fig. 1.11a and the
Eulerian-Eulerian approach in Fig. 1.11b.

ing a suitable method to conserve the adhesiveness of particles
while coarse-graining, brings up the second category of numeri-
cal methods, namely the Eulerian-Eulerian approach. Using this
approach both the fluid- and the particle phases are modelled
using an Eulerian approach. The size distribution of the particle
phase can then be accounted for using the statistical Population
Balance Equation (PBE), where the number density function is
tracked. The number of equations applied to the computational
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domain is thereby bound by the control volumes within the do-
main. This means that when simulating micron-sized particles
in turbulent flows for industrial-scale applications, the particles
can be modelled using their actual size and no coarse-graining is
necessary.

To summarise the two different approaches; the Eulerian-
Lagrangian models provide a more accurate prediction of the
particle-particle interaction, but at the cost of computational ex-
penses. This limits the use when dealing with micron-sized par-
ticles in industrial applications. Adopting the Eulerian-Eulerian
approach fulfils the computational resources available today while
maintaining sufficient accuracy to describe dilute particle aggre-
gation in turbulent flows. The present study will employ the
Eulerian-Eulerian method where the PBE is used to track the
number density function of the particle phase.

1.6.1 Population Balance Equation

The use of the population balance equation has gained popularity
over the recent years, as shown in Fig. 1.12. This is due to the fact
that the population balance equation can be applied to describe a
larger variety of processes and fields e.g. crystallisation, droplet
formation, bubbly flows or particulate processes to name a few.
Coupling the population balance equation with the multi-fluid
Eulerian CFD framework allows particles to change size during
the simulation, as the number density function is continuously
tracked. The number density function defines the distribution
of the dispersed phase for the properties of interest at any given
time and space, which, in a general form for a dispersed phase, is
given by

𝜕

𝜕𝑡
𝑛(𝝃, 𝒙 , 𝑡)+∇·[𝒖d𝑛(𝝃, 𝒙 , 𝑡)]+

𝜕

𝜕𝝃
·[𝑲(𝝃, 𝒙 , 𝑡) 𝑛(𝝃, 𝒙 , 𝑡)] = 𝑆(𝝃, 𝒙 , 𝑡) .

(1.5)
Herein 𝝃 denotes the internal coordinate of interest, 𝑛 is the num-
ber density, 𝒖d is the velocity of the dispersed phase and 𝐾 is
the rate of change of the internal coordinate due to a continu-
ous change such as mass and heat transfer, growth, dissolution

19



Chapter 1. Introduction

Fig. 1.12: The number of papers published on population balance. Keyword: "population balance"
from Web of Science at the time of writing.

and/or chemical reactions. The discontinuous changes due to
discrete events, e.g. aggregation and breakage, are handled by
the source term, 𝑆. As all terms depend on the internal coordi-
nate, spatial coordinate and time, these will be denoted by only
the internal coordinate from here on, e.g. 𝑛(𝝃, 𝒙 , 𝑡) = 𝑛𝜉, for the
ease of notation.

The properties of interest, 𝝃, can include e.g. temperature, size,
velocity, and composition and if the number density function is a
function of only one internal coordinate, 𝜉 = 𝜉1, the distribution
is known as univariate. Likewise, if the distribution is a function of
two or more internal coordinates, 𝝃 = (𝜉1, 𝜉2, 𝜉... , 𝜉𝑚), it is known
as bivariate and multivariate, respectively.

1.6.2 Solution of the Population Balance Equation

Several solution methods have been proposed to solve the popu-
lation balance equation within the Eulerian-Eulerian CFD frame-
work for polydisperse flows. Three main solution approaches
have gained the most attention and are the most widely used:
The method of moments (MOM), the quadrature-based moment
methods (QBMM) and the class method (CM). Further subcat-
egories of solution methods are found when dealing with the
QBMM approaches. To give an overview of the various solution
methods, a brief discussion is provided in this section. The choice
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of solution method for the population balance equation also de-
pends on the complexity of the shape of the number density func-
tion, e.g. whether it is monodisperse, low- or high polydisperse,
as shown in Fig. 1.13.

n(
ξ)

ξξ ξ

Monodisperse Low polydisperse High polydisperse

Fig. 1.13: Polydispersity of the dispersed phase number density function as a function of the
internal coordinate. Illustration inspired by Shiea et al. (2020).

Method of Moments

A direct solution of the number density function for many engi-
neering solutions often requires solution procedures as the num-
ber density function contains much information. This is why
Hulburt and Katz (1964) proposed an approximation of the num-
ber density function that tracks the evolution of the statistical
moments of the number density function instead of the function
itself. These moments are defined in their general form as

𝑚𝑘1 ,𝑘2 ,...,𝑘𝑚 ,𝑘𝑚+1 ,𝑘𝑚+2 ,𝑘𝑚+3 =

∫
Ω𝑢

∫
Ω𝜉

𝜉𝑘1
1 𝜉𝑘2

2 ...𝜉
𝑘𝑚
𝑚 𝑢

𝑘𝑚+1
𝑥 𝑢

𝑘𝑚+2
𝑦 𝑢

𝑘𝑚+3
𝑧

𝑓 (𝑡 , 𝒙 , 𝝃, 𝒖)𝑑𝝃𝑑𝒖 .
(1.6)

The exponent vector, 𝒌 = (𝑘1, 𝑘2, ..., 𝑘𝑚 , 𝑘𝑚+1, 𝑘𝑚+2, 𝑘𝑚+3) defines
the order of the moment with respect to the internal coordinate
of velocity component. The low-order moments have a physi-
cal meaning and are generally measurable. As an example, the
zeroth order moment defines the number concentration within
the system, 𝑚0 = 𝜉0𝑢0

𝑥𝑢
0
𝑦𝑢

0
𝑧 . The higher-order moments often
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cannot be directly measured and therefore might be difficult to
interpret. After this transformation of the number density func-
tion, the left-hand side is given in terms of moments, however,
the right-hand side integral source terms remain unclosed, com-
monly referred to as the closure problem. As the number density
function is transformed into a set of moments, information about
the number density function is only available when transforming
the moments.

Quadrature-Based Moment Methods

There exists a variety of QBMM approaches to solving the pop-
ulation balance equation, and an overview of some of the more
popular ones will be described in this section. The general idea
of QBMMs is that the number density function is approximated
using an 𝑁-node quadrature formula which can be a summa-
tion of 𝑁 weighted kernel functions. These kernels are centred
on a node, which is often referred to as an abscissa, of a Gaus-
sian quadrature approximation. One of the most common ker-
nel density functions is the Dirac delta function. This approach
was first adopted by McGraw (1997) who used the 𝑁-node Gaus-
sian quadrature approximation to solve the univariate population
balance equation and then named the approach the quadrature
method of moments (QMOM). A similar approach was presented
by Marchisio and Fox (2005) who named it the direct quadrature
method of moments (DQMOM). Using the DQMOM, the quadra-
ture approximation is transported in time and space to evolve the
moments according to their transport equation. One of the main
benefits of using the DQMOM is that there is no need for an in-
version algorithm. The disadvantage of using both the QMOM
and DQMOM is that the distribution function and its shape is not
directly available and must be reconstructed from the moments
during post-processing.

When working with applications that require continuous re-
construction of the number density function, Yuan et al. (2012)
proposed the extended quadrature method of moments (EQ-
MOM), which employs a parametric continuous kernel density
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1.6. Numerical Approach

function instead of Dirac delta functions. The kernel density func-
tion needs to be chosen for the application at hand. As the kernel
density function is not a Dirac delta function, the continuous re-
construction of the number density function contains information
about the shape of the number density function. However, it is
not always possible to reconstruct the actual shape of the number
density function (Yuan et al., 2012, 2014; Madadi-Kandjani and
Passalacqua, 2015).

Common to the QBMM approaches is that the integral values
and the moments are often presented by the authors and the
distribution function is rarely reconstructed. It is thereby difficult
to analyse whether the distribution function is polydisperse and
if the polydispersity is modelled accordingly.

Class Method

The class method is based on the concept of discretising the in-
ternal coordinate into a number of discrete intervals, hence the
alternative name sectional method. This method provides a direct
solution of the number density function in which a set of macro-
scopic transport equations are solved for the physical domain.
As opposed to the MOM and QBMM, the class method is quite
intuitive as the number density function is solved in the physical
space and also since discretisation is regularly used when solving
other non-linear systems. One of the main advantages of using
the class method is that the shape of the number density function
is readily available at any given time and space. This also means
that no pre-defined shape has to be specified, but the interval of
internal coordinates needs to be specified by the user.

The direct solution of the discretised number density function
comes at the expense of additional computational power com-
pared to the MOM and QBMM, as additional scalar transport
equations need to be solved depending on the discretisation. If
multiple Eulerian fields, e.g. multiple velocity fields, are intro-
duced, further complexity and transport equations need to be
solved which increases the computational demand further. Com-
pared to the QMOM and DQMOM methods, the class method
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is more computationally demanding, but when compared to the
EQMOM which is also able to predict the continuous shape of
the distribution, the class method is comparable in terms of com-
putational time required (Li et al., 2017).

Besides the intuitiveness of the class method, the main ad-
vantage of this approach is that the size distribution is directly
available at all spatial and temporal coordinates. There is no need
for reconstructing the distribution function, as the number den-
sity function is solved directly. When compared to experimental
results, this makes the validation more convenient, as the distri-
bution function can be compared anywhere within the system.
Furthermore, the polydispersity is directly observed when the
distribution function is reported and hence it is easy for others to
rely on the data. Shiea et al. (2020) report that the QMOM and
class method are regarded as the first candidates when dealing
with a univariate problem, where the class method is preferred
if the number density function can be measured directly within
the system. As the particle size is the parameter of interest in
this study, the class method is chosen as the solution to the pop-
ulation balance equation. The population balance equation then
becomes a univariate problem, where the internal coordinate is
the volume of the particles.

1.7 Outline of the Summary Report

The dissertation consists of a summary report based on Papers A-
D which describes the methodology and findings more in detail.
A graphical overview of the dissertation and papers is shown in
Fig. 1.14.

Chapter 1: Presents the background and motivation of the disser-
tation and introduces the objectives and limitations and discusses
possible solution approaches.

Chapter 2: Describes the numerical approach including govern-
ing equations, interfacial momentum transfer modelling, particle
aggregation and breakage kernels used in the present study.
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Chapter 3: Describes the experimental work carried out during
the present work. The particle size distribution of the micron-
sized particles in the process feed stream is analysed.

Chapter 4: Covers an overview of the main contributions and
findings from Papers A-C based on the modelling approach pre-
sented in Chapter 2 and fitted to the experimental measurements
presented in Chapter 3.

Chapter 5: Provides an overall closure of the summary report
and perspectives for future work.

Chapter 1
Introduction

Chapter 2
Numerical methodology

Chapter 3
Experimental work

Chapter 4
Main contributions

Chapter 5
Closure and outlook

Paper A and D
CFD-PBE study of pipe flocculator

Paper B
LES study of pipe bends

Paper C
Design of pipe flocculator using
CFD-PBE

Fig. 1.14: Graphical overview of the structure of the dissertation.

1.8 Outline of Publications

The list provided gives a brief overview of the papers published
in relation to this dissertation. The papers, in their full length,
are found in Part II.
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Paper A: On the agglomeration and breakage of particles in
turbulent flows through pipe bends using CFD-PBE

Chemical Engineering Science, Vol. 260, 117915
Aggregation and breakage of solid particles subject to a turbulent
flow in the range of 15, 000 ≤ Red ≤ 35, 000 are investigated for
different bend radii of a hydraulic pipe flocculator using CFD-
PBE. A methodology for describing aggregation and breakage
of solid particles while including interfacial momentum transfer
between the two phases is presented using the class method im-
plemented in the open-source CFD library OpenFOAM. A para-
metric study is performed to tune the parameters to reproduce
a particle size distribution obtained from experimental measure-
ments performed in the Alfa Laval Test and Training centre. The
results showed that as the Reynolds number increases, the parti-
cle size distribution decreases. When more turbulence is induced
in the flow, particles are more prone to breakage. As a result,
when the Reynolds number exceeded Red > 30, 000, the impact
of the bend radius became negligible, as a naturally high magni-
tude of turbulence is already present inside the pipe flow.

Paper B: On the downstream effects of fully developed turbu-
lent flows through 180◦ pipe bends

Physics of Fluids, Vol. 35
Several large eddy simulations were carried out for a pipe flow
with a 180◦ pipe bend with bend radii of 1 ≤ 𝑟b/𝑑h ≤ 3.375 at
a Reynolds number of Red = 10, 000. A fully developed turbu-
lent profile is applied at the inlet boundary condition to study
the downstream turbulence characteristics for the different bend
radii. The LES model is validated against experimental- and DNS
data from the literature for a straight pipe and an infinitely long
curved pipe, respectively. Secondary flows are induced by the
pipe bend and these increase in magnitude as the bend radius
decreases. It is shown how the secondary motions decay when
the flow moves downstream from the bend and negligible dif-
ferences in secondary motions for the different bend radii are
observed at a downstream location of 𝑥/𝑑h = 4. Furthermore,
it is shown how the recovery length of the velocity profile de-

26



1.8. Outline of Publications

creases as more turbulence is induced by decreasing the bend
radii, meaning that the recovery of the velocity profile is driven
by turbulence transport.

Paper C: On the design of compact hydraulic pipe flocculators
using CFD-PBM

Chemical Engineering Research and Design (Under review)
In the paper, various geometrical parameters of a hydraulic pipe
flocculator are investigated by applying the presented CFD-PBE
approach presented in Paper A. A total of 123 configurations are
simulated at a Reynolds number of Red = 20, 000 and the volume-
averaged Sauter mean diameter is presented for all simulations.
The results showed that the bend radius has the single-largest
impact on the final particle size. Furthermore, it was shown how
the particles increase linearly in the straight sections of the con-
figurations, which is why it is favourable to have a long straight
pipe within the configuration. Helically coiled designs showed
promising results due to the fixed curvature, however, it was in-
dicated that the bend radius needed to be larger than the applied
range of bend radii.

Paper D: Aggregation and breakage of solid particles in a tur-
bulent flow through a 90◦ pipe bend using CFD-PBE

17th OpenFOAM Workshop, Cambridge University, 2022
The CFD-PBE model presented in Paper A was applied to study
the aggregation and breakage of particles through a 90◦ bend. As
the modelling framework is carried out using OpenFOAM, this
paper was presented at the OpenFOAM Workshop and a tutorial
for showcasing the modelling framework was supplied. The tuto-
rial was later accepted by the OpenFOAM Foundation to become
a standard tutorial within the multifluid Eulerian framework. In
the paper, it is shown how the aggregates break over the 90◦ bend
but that they will rebuild and aggregate further as they move
downstream from the bend.
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2 | Modelling Approach

To model the aggregation and breakage of solid particles sus-
pended in a fluid flow, both the fluid- and the particle phase must
be resolved and coupled. Within the Eulerian framework force
models have to be applied to the fluid-solid interface in order to
account for the momentum of the fluid forces acting on the parti-
cles. Therefore a two-way coupling is required where momentum
is exchanged between the two phases. In order to reproduce the
particle size distribution, the aggregation- and breakage mod-
els are fitted to experimental data obtained from the Alfa Laval
Test and Training Centre and the procedure for this is explained
further in Chapter 3.

2.1 Particle Properties

During the combustion of fuel oil in the engine, soot is formed
which is then transferred from the dry exhaust gas to the water
inside the scrubber. During this process, the morphology and size
of the particles change and this section clarifies the properties and
assumptions related to the particle phase.

After soot has been formed inside the combustion cylinder
in the engine, it appears as a fractal of low order. Trivanovic
et al. (2019) performed measurements on diesel soot aggregates
from the combustion of natural gas (NG) and diesel using a dual-
fuelled marine engine with a nominal load of 4320 kW. Transmis-
sion Electron Microscopy (TEM) images of the soot aggregates
from various loads are shown in Fig. 2.1 and it is shown that the
soot aggregates are loosely coupled in the gas phase. The aggre-
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Fig. 2.1: TEM images of soot aggregates from a duel-fuelled marine engine with a nominal load
of 4320 KW. Images are taken when the engine was operated using natural gas (NG) in idle mode
(2.1a), at low load (2.1b), at medium load (2.1a) and when the engine was operated using diesel at
25 % (2.1d), at 50 % (2.1e) and 75 % (2.1f). Reprinted from Trivanovic et al. (2019).

gates are therefore described as having a low fractal dimension.
A conceptual illustration of the fractal dimension, 𝐷 𝑓 , is seen in
Fig. 2.2. Tightly coupled aggregates with a fractal dimension of
𝐷 𝑓 = 3 are stronger compared to aggregates with a fractal dimen-
sion of 𝐷 𝑓 = 1 as the number of interconnections is larger. This
also means that aggregates with the same number of primary
particles have a smaller effective diameter as the aggregates have
a more compact form.

Df
1.0 2.0 3.0

Fig. 2.2: Conceptual illustration of fractal dimensions. Loosely coupled aggregates on a single line
are of a low fractal dimension (𝐷 𝑓 = 1) and compact coupled aggregates that resemble spheres
are of a high fractal dimension (𝐷 𝑓 = 3).
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2.1. Particle Properties

When soot particles are exposed to a wet environment, Mikhailov
et al. (2006) and Ma et al. (2013) show how the soot aggregates
change morphology and become more tightly coupled and be-
come a higher-order fractal. Fig. 2.3 shows the TEM images of
Mikhailov et al. (2006) where soot particles are exposed to an
environment with relative humidity (RH) of 10 % and 100 %.
The soot particles collapse and form compact aggregates that are
quite spherical. Fig. 2.4 show similar TEM images from Ma et al.
(2013) of soot particles that have been exposed to water and then
the water is evaporated from the soot particle before TEM images
are taken. Again, it is shown that the soot particle collapses and
forms a compact spherical-like aggregate with high fractal order.
As it is shown that soot particles in wet environments change
morphology to compact spherical-like aggregates, it is assumed
that soot particles are spherical in this study.

Fig. 2.3: TEM images of soot aggregates from a diffusion acetylene burner in an environment with
RH = 10 % (left) and RH = 100 % (right). Reprinted from Mikhailov et al. (2006).

Zoltan Jenei et al. (2018) report that diesel soot primarily con-
sists of graphite and determines a true density of 2100 kg/m3. As
soot aggregates are porous structures, the individual particle will
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Fig. 2.4: TEM images of collapsed soot from a burner using ethylene as a fuel after being exposed
to water and then dried during a rapid evaporation process. Reprinted from Ma et al. (2013).

not be solid and the density is therefore adjusted to account for
the fluid occupying some of the volumes. Density measurements
performed on diesel soot show good agreement using a bulk
density of 𝜌p = 1400 kg/m3 giving the density ratio between the
particle and fluid phase of 𝜌p/𝜌f = 1.4, as the process fluid is
water.

2.2 Population Balance Equation

The population balance equation is used to track the spatial and
temporal evolution of the number density function, as mentioned
in Sec. 1.6. In the present work, the continuous change of the in-
ternal coordinate due to growth, nucleation or other phenomena
will be neglected and only the discrete events due to aggregation
and breakage will be included. Furthermore, particle size is the
parameter of interest resulting in the internal coordinate becom-
ing the volume of the particles, 𝜉 = 𝑣, giving the number density
function

𝜕𝑛𝑣
𝜕𝑡

+ ∇ · (𝒖p𝑛𝑣) = 𝑆𝑣 . (2.1)
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2.2. Population Balance Equation

These simplifications lead to a univariate system where it is as-
sumed that all particles share the same velocity field, 𝒖p. This
assumption is acceptable if the inertia of the particles is small if
the size distribution is sufficiently narrow and if collisions are not
important. The discontinuous changes are handled by the source
term which is defined as

𝑆𝑣 =
1
2

𝑣∫
0

𝑛𝑣′𝑛𝑣−𝑣′𝑎𝑣′,𝑣−𝑣′d𝑣′︸                        ︷︷                        ︸
Aggregation, birth

− 𝑛𝑣
∞∫

0

𝑛𝑣′𝑎𝑣,𝑣′d𝑣′︸               ︷︷               ︸
Aggregation, death

(2.2)

+
∞∫

𝑣

𝑛𝑣′𝑏𝑣′𝛽𝑣,𝑣′d𝑣′︸               ︷︷               ︸
Breakage, birth

− 𝑛𝑣𝑏𝑣︸︷︷︸
Breakage, death

.

(2.3)
Herein, 𝑎𝑣′,𝑣−𝑣′ denotes the corresponding aggregation frequency
and 𝑏𝑣′ denotes the total breakage frequency. The information
about the fragments created during breakage is handled by the
daughter size distribution function 𝛽𝑣,𝑣′, which is further de-
scribed in Sec. 2.2. A conceptual illustration of the birth and
death of particles due to aggregation and breakage is shown in
Fig. 2.5. As reported in Sec. 1.4 on page 13, both aggregation
and breakage of particles are driven by velocity gradients in the
continuous phase. Velocity gradients are an expression of the tur-
bulence induced in the fluid. Turbulence modelling when using
CFD is described in Sec. 2.4 on page 39.

As the number density function in Eq. (2.1) is solved using the
class method, as described in Sec. 1.6.2 on page 20, it is discretised
into a number of discrete size classes and solved directly. The
number density function is integrated over the volumes yielding
the number concentration

𝑁𝑖 =

∫ 𝑣𝑖+1

𝑣𝑖

𝑛𝑣d𝑣 (2.4)

for each discretised size class. The number density function is
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Fluid velocity

Birth of particle
by aggregation

Death of particles
by aggregation

Birth of particles
by breakage

Death of particle
by breakage

Fig. 2.5: Conceptual illustration of birth and death of particles due to aggregation and breakage
caused by fluid velocity gradients.

then solved for each discrete size class as
𝜕𝑁𝑖

𝜕𝑡
+ ∇ ·

(
𝒖p𝑁𝑖

)
= 𝑆𝑖 . (2.5)

Kumar and Ramkrishna (1996) proposed to solve the popu-
lation balance equation by assuming the population is concen-
trated at pivotal volumes, 𝑥𝑖 . Lehnigk et al. (2021) implemented
this solution into the open-source CFD library OpenFOAM and
discretised the pivotal volumes as 𝑣𝑖 = (𝑥𝑖 + 𝑥𝑖−1)/2, also shown
in Fig. 2.6.

v0

x0 xi-1 xi xi+1 xM

v1 vi-1 vi vi+1 vM vvM+1

Fig. 2.6: Discretisation of the volumes using pivotal volumes, 𝑥𝑖 , into a total of 𝑀 size classes.
Illustration by Lehnigk (2020).

Aggregation kernel

Birth and death of new particles due to aggregation from Eq. (2.2)
is handled using an aggregation frequency by a kernel. The
kernel proposed by Adachi et al. (1994) has been successfully
used by Marchisio et al. (2003) to describe the aggregation of
particles in turbulent flows. This kernel is adopted in the present
study and implemented in the multi-fluid Eulerian framework
of OpenFOAM. The aggregation frequency for solid particles is
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given by

𝑎𝑑,𝑑′ =
4
3

√
3𝜋
10

√
𝜀
𝜈
(𝑑 + 𝑑′)3 , (2.6)

where 𝑑 and 𝑑′ are the diameters of the colliding particles. The
aggregation frequency for different energy dissipation rates is
shown in Fig. 2.7 for a particle of 𝑑p = 10 μm colliding with
particles in the range of 1 μm to 1000 μm.

μ

μ
μ
μ
μ

Fig. 2.7: Aggregation frequency for a constant turbulent dissipation rate of 𝜀 = 0.1 m2/s3 for
particles with different diameters colliding with particles between 1 μm and 1000 μm.

Breakage kernel

Birth and death of particles due to breakage in Eq. (2.2) is handled
by calculating a breakage frequency. Kusters (1991) proposed an
exponential relationship of the breakage frequency based on a
maximum particle strength. As previously described, floccula-
tion and aggregation of particles have a historical usage of energy
dissipation rate, 𝜀, which is also why the exponential kernels is
based on the turbulent energy dissipation rate. The breakage
kernels are given as

𝑏𝑣′ =

√
4

15𝜋

√
𝜀
𝜈

exp
(
−𝜀cr

𝜀

)
, (2.7)

where 𝜀cr is the critical energy dissipation rate required for an
aggregate to break. This critical energy dissipation rate is defined
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as
𝜀cr =

𝐵

𝑟c
, (2.8)

where𝐵 is a strength coefficient determined by experimental mea-
surements and 𝑟c is the collision radius. Mandelbrot (1985) pro-
posed the relation for the collision radius as a function of the
fractal dimension, 𝐷f of the aggregate, as

𝑟c = 𝑟0

(
𝑛𝑖

𝑘c

)1/𝐷f

. (2.9)

Herein 𝑟0 is the radius of the primary particles of the aggregate
and 𝑛𝑖 is the number of primary particles within the aggregate
and 𝑘𝑐 is a constant relative to packing, which is often assumed
unity (Jeldres et al., 2017). Even though the particles are assumed
spherical when modelling the interfacial momentum exchange,
it is assumed advantageous to consider the fractal dimension of
the particles in terms of inter-particle strength. The number of
primary particles within an aggregate is defined using the radius
of the aggregate, 𝑟𝑖 , as

𝑛𝑖 =

(
𝑟𝑖

𝑟0

)𝐷f

. (2.10)

Plotting the aggregation and breakage frequencies in Fig. 2.8
for particles within the range of 1μm ≤ 𝑑p ≤ 1000μm, a primary
particle size of 𝑑0 = 250 nm, a fractal dimension of 𝐷f = 2.4,
a particle strength coefficient of 𝐵 = 50 · 10−7 m3/s3 for energy
dissipation rates of 0.01 < 𝜀 < 0.3 shows how the exponential
breakage kernel activates for the different size groups. Using this
breakage kernel shows that larger aggregates are more prone to
breakage compared to smaller aggregates.

As new particles are formed due to breakage, the newly formed
particles have to be specified by a daughter size distribution func-
tion.
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µ

Fig. 2.8: Breakage frequency for particles between 1 μm and 1000 μm for different energy dissipa-
tion rates. The breakage frequency is calculated based on a primary particle size of 𝑑0 = 250 nm,
a strength parameter of 𝐵 = 50 · 10−7 m3/s3 and a fractal dimension of 𝐷f = 2.4.

Daughter size distribution

The daughter size distribution must satisfy the following volu-
metric constraints ∫ 𝑣′

0
𝑣𝛽𝑣,𝑣′d𝑣 = 𝑣′ , (2.11)∫ 𝑣′

0
𝑣𝛽𝑣,𝑣′d𝑣 = 𝛾 , (2.12)

where 𝛾 is the number of daughter particles born during break-
age. These constraints are made to conserve the volumetric con-
tinuity of the particle phase during breakage. In this study, the
discretised beta distribution function by Laakkonen et al. (2007)
is applied. The discretised beta distribution function is given by

𝛽𝑣,𝑣′ = (1 + 𝐶4)(2 + 𝐶4)(3 + 𝐶4)(4 + 𝐶4)
(
1
3

) (
1
𝑣′

) ( 𝑣
𝑣′

)2 (
1 − 𝑣

𝑣′

)𝐶4
,

(2.13)
where the coefficient 𝐶4 is a function of the number of daughter
particles produced during a breakage event, defined as

𝐶4 = 3𝑛𝑖 − 4 (2.14)

where 𝑛𝑖 is the number of daughter particles born at a breakage.
Bilde et al. (2022) perform a sweep of multiple parameters and
show that a binary breakage coefficient 𝐶4 = 2 produces a particle
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size distribution that is in good agreement with the experimen-
tally measured particle size distribution described in Chapter 3.
The normalised daughter size distribution function by Laakkonen
et al. (2007) is shown in Fig. 2.9.

Fig. 2.9: Daughter size distribution function of Laakkonen et al. (2007) with a binary coefficient of
𝐶4 = 2.

2.3 Governing equations for Continuity and Mo-
mentum

The continuity equation for each phase using the two-fluid Eule-
rian method is given by

𝜕
(
𝛼𝜑𝜌𝜑

)
𝜕𝑡

+ ∇ ·
(
𝛼𝜑𝜌𝜑𝒖𝜑

)
= 𝑆𝜑 (2.15)

where 𝑆𝜑 is the source term representing all mass sources and
mass transfer terms, including those due to breakage and aggre-
gation.

The momentum equation for each phase is given by

𝜕𝛼𝜑𝜌𝜑𝒖𝜑

𝜕𝑡
+∇·

(
𝛼𝜑𝜌𝜑𝒖𝜑𝒖𝜑

)
−∇·𝝉𝜑 = −𝛼𝜑∇𝑝+𝛼𝜑𝜌𝜑𝒈+𝑴𝜑+S𝜑

(2.16)
where 𝛼 is the mass fraction of the species, 𝒈 is the gravitational
acceleration, 𝝉 is the shear stress tensor of the phase and 𝑴 is
the interfacial momentum transfer further described in Sec. 2.5.
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It is assumed that the phases share the same pressure, which is
why there is no difference in pressure for the continuous and
dispersed phases. When modelling the continuous phase using
the RANS approach, the stress tensor of the phase includes the
Reynolds stresses and these needs to be modelled by choosing an
appropriate model for the given system further described in Sec.
2.4.

2.4 Turbulence Modelling

As previously mentioned, turbulence can be categorised into
three overall categories: RANS, LES and DNS. Besides these over-
all categories, hybrid turbulence models exist where RANS and
LES are combined, e.g. the Detached Eddy Simulation (DES)
of Strelets (2001). These turbulence models provide closure for
the Navier-Stokes equation as expressions for the velocity fluctua-
tions of the fluid are described. When using DNS, all of the eddies
in the energy cascade in Fig. 2.11 are resolved, whereas the LES
model resolves the largest eddies and models the smallest eddies
in the Kolmogorov subrange. The smallest eddies are modelled
using a subgrid-scale (SGS) model, where numerous models are
presented in the literature. When using the RANS approach, only
the mean velocity is considered, as the instantaneous velocity, 𝑢,
is divided into a mean velocity, 𝑢 and a fluctuating velocity, 𝑢′,
as 𝑢 = 𝑢 + 𝑢′. The velocity fluctuations are then modelled as
the so-called Reynolds stress (Reynolds, 1895) which is a tensor
defined as

𝝉R = −𝜌𝒖′𝒖′ . (2.17)

A comparison of the velocity field when using RANS and LES
turbulence models is shown in Fig. 2.10. The mean velocity is
shown in Fig. 2.10a whereas the velocity fluctuations and thereby
the largest eddies are visualised in the velocity field when using
the LES turbulence approach in Fig. 2.10b.

Particle aggregation and breakage are driven by the turbulent
eddies in the fluid, as illustrated in Fig. 2.5 on page 34. The energy
spectrum in Fig. 2.11 shows that the eddies carrying the most ki-
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Fig. 2.10: Velocity field for a simulation of a jet using a RANS turbulence model in Fig. 2.10a and a
LES turbulence model in Fig. 2.10b. The RANS model considers only the mean velocity whereas
the largest velocity fluctuations are resolved in the LES model.

netic energy are eddies with a low wavenumber. It is therefore
the large eddies that cause particle aggregation and breakage,
which is why RANS and LES models are favourable in this study.
The smallest scale of turbulence is resolved when using DNS, but
these small eddies do not have a significant impact on the particle
phase in terms of aggregation and breakage. Furthermore, DNS
requires a dense computational mesh with a cell size of 𝑦+ < 1
in the entire computational domain. For highly turbulent flows,
multiphase flows and industrial applications, DNS is not yet feasi-
ble, even with modern high-performance computers. Therefore,
RANS and LES are considered for the present study and a de-
scription of the turbulence models is presented in the following
sections.
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Energy transport
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Fig. 2.11: Energy spectrum as a function of the wavenumber, 𝜅 for turbulent eddies. Conceptual
understanding of how the kinetic energy of eddies dissipates into smaller eddies and eventually
into heat. According to Kolmogorov’s law, the energy spectrum experience a −5/3 decay in the
inertial subrange (Kolmogorov, 1941a,b).

2.4.1 Reynolds Averaged Navier-Stokes

As the RANS approach solves the mean velocity in the fluid flow,
the velocity fluctuations are modelled, as previously mentioned.
The governing momentum equation for the multi-fluid Eulerian
approach in Eq. 2.16 includes a stress tensor which includes
the Reynolds stress in Eq. 2.17. The Reynolds stress tensor is
symmetric and represents the correlation between the fluctuat-
ing velocity and is hence unknown. The RANS equations have
a closure problem and additional modelling is needed to solve
the Reynolds stress. Numerous models are presented in the lit-
erature for solving the Reynolds stress, where some of the most
widely used is the group of 𝑘-𝜀 models, the group of 𝑘-𝜔 and
the SST models which are all linear eddy viscosity models. These
are widely used, as most of these models are presented as a
2-equation turbulence model and the computational demand is
thereby relatively low while maintaining sufficient prediction ca-
pabilities. Another widely used group of turbulence models is
the Reynolds Stress Model (RSM), which is a 6-equation closure
model. Various methods for modelling the Reynolds stress trans-
port have been presented throughout the literature, where two
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commonly used RSM models are presented by Launder et al.
(1975) and Speziale et al. (1991).

The choice of turbulence model often depends on the applica-
tion at hand. In the present study, the flow inside a pipe and the
swirling motion induced by the pipe bend are of interest. Kim
et al. (2014) performed CFD analysis of the flow within a 90◦
pipe bend and compared different RANS turbulence models to
the experimental data of Sudo et al. (1998). Some of the most
widely used linear eddy viscosity RANS models were applied,
including the standard 𝑘-𝜀 model, the extended 𝑘-𝜀 model, the
RNG 𝑘-𝜀 model and the 𝑘-𝜔 SST model. Furthermore, non-linear
eddy viscosity models were also applied and analysed, including
the Lien cubic 𝑘-𝜀 model and the Launder-Sharma low Reynolds
number 𝑘-𝜀 model among others. In general, Kim et al. (2014)
concluded that the RNG 𝑘-𝜀 model gives good agreement for the
streamwise velocity and secondary swirl velocity profiles. Sim-
ilarly, Hilgenstock and Ernst (1996) compared the standard 𝑘-𝜀
turbulence model and the RNG 𝑘-𝜀 to experimental data and con-
cluded that the RNG 𝑘-𝜀 produces better results for the swirling
flow motion. Escue and Cui (2010) also performed CFD analysis
of the flow in a swirling pipe flow and compared the RNG 𝑘-𝜀
turbulence model to the RSM model. The downstream velocity
and turbulence profiles were compared to experimental data of
Rocklage-Marliani et al. (2003). For lower swirl numbers it was
reported that the RNG 𝑘-𝜀 was superior in terms of predicting
the velocity profile and as the swirl number increases a similar
performance was observed from the two turbulence models. The
authors also report that both the RNG 𝑘-𝜀 model and the RSM
seemed to have unrealistic decay of turbulence downstream. As
secondary swirls are present in the pipe flow with bends, the
RNG 𝑘-𝜀 is reported to be the best-suited turbulence model when
predicting the velocity field for these applications and is, hence,
used in the present study.
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2.4.2 Large Eddy Simulation

When observing Fig. 2.10 the difference between RANS and LES
is immediately visible as the largest eddies are directly observ-
able within the velocity field. A cut-off value is introduced in
the energy spectrum in Fig. 2.11 where eddies become too small
to resolve and are instead modelled using the SGS model. The
earliest SGS model was proposed by Smagorinsky (1963) for LES
simulations and has since then been applied numerous times in
LES studies. Several other SGS models have been presented and
used in various studies, including the one-equation SGS model
of Yoshizawa (1998), the dynamic one-equation model of Kim
and Menon (1995), the dynamic Smagorinsky model of Germano
et al. (1998) and the wall-adapting local-eddy (WALE) viscosity
SGS model of Nicoud and Ducros (1999). The WALE model au-
tomatically adjusts the sub-grid scale eddy-viscosity at the wall
to zero, meaning no dynamic constant adjustments or damping
functions are needed to correct for the walls. As a result, the
WALE model is well-suited for wall-bounded flows and has been
used in numerous studies. Several studies have compared the
results from the Smagorinsky- and WALE SGS model and con-
cluded that the WALE model describes the turbulence properties
more accurately when compared to experimental data (Weickert
et al., 2010; Shukla and Dewan, 2019; Salehi et al., 2020). The
WALE model is further described in Paper B.

2.5 Interfacial Momentum Transfer

Various forces are important when predicting the motion of parti-
cles in a turbulent flow. As the size of the particles is modelled us-
ing the population balance equation and the governing equations
for the particle phase are performed using an Eulerian approach,
the important force contributions are discussed in the following
section. The interfacial momentum transfer requires modelling
of the individual force contributions and, in this study, it is given

43



Chapter 2. Modelling Approach

as

𝑴𝜑 =

𝑁∑
𝜑=0,𝜑≠𝜓

(
𝑭D,𝜑𝜓 + 𝑭L,𝜑𝜓 + 𝑭VM,𝜑𝜓 + 𝑭disp,𝜑𝜓

)
, (2.18)

where 𝐹D is the drag force, 𝐹L is the lift force, 𝐹VM is the virtual
mass force, 𝐹disp is the turbulent dispersion force and subscripts
𝜑 and 𝜓 denote the individual phases. It should be noted that
the turbulent dispersion force should only be included in the in-
terfacial momentum transfer when turbulence is modelled using
the RANS approach. It is noteworthy to add that 𝑀𝜑𝜓 = −𝑀𝜓𝜑

for a two-fluid system, such as in this study, and that
𝑁∑

𝜑=0
𝑴𝜑 = 0 (2.19)

is required to conserve momentum. The different fluid-particle
forces included in the present study are illustrated in Fig. 2.12.

FD

Fdisp

Drag force

FL

FVM

Virtual mass force

Lift force Turbulent dispersion force

Fig. 2.12: Conceptual illustration of the fluid-particle forces included in this study. The grey
arrows indicate the fluid velocity and the black arrows indicate the force acting on the particle.

Drag force

As a velocity difference occurs between the particle and fluid
phase, a resistant opposing force relative to the surrounding fluid
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is applied, more commonly referred to as the drag force. This
force is governed by the shape of the particles and the viscous
shear stresses in the fluid at the surface of the particles and the
drag force is given as

𝑭D = −3
4𝐶D𝜌f

𝛼f
𝑑p

��𝒖p − 𝒖f
�� (𝒖p − 𝒖f

)
, (2.20)

where 𝐶D is the drag force coefficient. Often, the drag force is
related to using the particle Reynolds number, which is defined
as

Rep =

��𝒖p − 𝒖f
�� 𝑑p

𝜈f
. (2.21)

In the multi-fluid model, the drag force is therefore often defined
as

𝑭D = −3
4
𝛼p𝜌f𝜈f

𝑑2
p

𝐶DRep
(
𝒖p − 𝒖f

)
(2.22)

The shape of the particles is important as this influences the pres-
sure distribution and the downstream turbulence. A suitable
drag force coefficient needs to be chosen based on the assumed
shape of the particles. As the particles are assumed spherical in
this study, several suitable models have been proposed. Since the
particle phase is dilute, the drag force coefficient model of Wen
and Yu (1966) is chosen and is given by

𝐶D =

{
24

Rep

(
1 + 0.15Re0.687

p

)
𝛼−2.65

f for 0.5 ≤ Rep < 1000

0.44𝛼−2.65
f for Rep ≥ 1000 .

(2.23)

Lift force

Rotations within the fluid flow are often experienced when deal-
ing with turbulent flows and whenever such a rotational fluid
velocity is experienced by the dispersed particles, a lift force per-
pendicular to the fluid flow is enforced on the particles. The lift
force is given as

𝑭L = −𝐶L𝜌f
(
𝒖p − 𝒖f

)
· 𝝎 , (2.24)
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Fig. 2.13: Drag force coefficient proposed by Wen and Yu (1966) alongside the Stokes drag for
spherical particles 𝐶D = 24/Rep.

where 𝐶L is the lift force coefficient and 𝝎 is the vorticity of the
fluid velocity defined by the curl operator as 𝝎 = ∇ × 𝒖f. As
for the drag force coefficient, the lift force coefficient depends on
the shape of the particles. As spherical particles are assumed in
this study, a low pressure is experienced on the side where the
highest velocity is observed, resulting in the particle moving in
the direction of the low pressure. Saffman (1965) proposed the
relationship for the lift force coefficient for spherical particles at
low Reynolds numbers as

𝐶L =
3

2𝜋
√

Re𝜔
𝐶′

L , (2.25)

where 𝐶′
L = 6.46 and the Reynolds vorticity number is given

as Re𝜔 = |𝝎 | 𝑑2
p/𝜈f. Mei (1992) extended the work of Saffman

(1965) for the lift force coefficient to cover a wider range of finite
Reynolds numbers. This relationship is often referred to as the
Saffman-Mei lift force coefficient and is given as

𝐶′
L =

{
6.46

[ (
1 − 0.3314𝛽0.5) exp

(
−0.1Rep

)
+ 0.3314𝛽0.5] Rep ≤ 40

6.46 · 0.0524
√
𝛽Rep Rep > 40 ,

(2.26)
where 𝛽 = 0.5

(
Re𝜔/Rep

)
.
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Virtual mass force

Whenever particles decelerate or accelerate the virtual mass force
is defined as the additional force required to accelerate a body
immersed in a dense fluid compared to the same acceleration
when the body is in a vacuum. This force makes the particles
respond as if they had a greater mass than in actuality which also
explains the naming of the force as an additional or virtual mass
that has to be accelerated. The virtual mass force is given as

𝑭VM = −𝐶VM𝜌f𝛼p

(
𝐷p

𝐷𝑡
𝒖p − 𝐷f

𝐷𝑡
𝒖f

)
, (2.27)

where 𝐶VM is the virtual mass force coefficient and the terms
𝐷p/𝐷𝑡 and 𝐷f/𝐷𝑡 are the material derivatives for the particle
and fluid phase, respectively. For a spherical particle in an in-
compressible and inviscid fluid, the virtual mass force coefficient
is a constant of 𝐶VM = 0.5 (Drew et al., 1979).

The virtual mass force needs to be considered when simulating
the behaviour of unsteady flows, as the force contribution is a
function of the particle acceleration.

Turbulent dispersion force

When fluid flow within the domain is turbulent local velocity fluc-
tuations occur, but as the turbulence is modelling using a RANS
approach, these velocity fluctuations are not resolved. Therefore,
the particles are only affected by the time-averaged fluid velocity
and to include the force acting on the particles due to fluid veloc-
ity fluctuations, the turbulent dispersion force is included. Both
Gosman et al. (1992) and Burns et al. (2004) performed Favre aver-
aging of the drag force from the time-averaged fluid velocity and
a separate diffusion turbulent drag term to achieve this. Burns
et al. (2004) derived and proposed an explicit relationship for the
turbulent dispersion force which is given by

𝑭disp = −3
4𝐶D

𝛼p𝜌f

𝑑p
𝒖r

𝜈t
Sct

(
∇𝛼f
𝛼f

−
∇𝛼p

𝛼p

)
, (2.28)
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where Sct is the turbulent Schmidt number for the volume fraction
dispersion which is often assumed Sct = 0.9 (Frank et al., 2004;
Rzehak and Krepper, 2013).

Another way to include this force directly is to choose another
turbulence model. By resolving the fluid velocity fluctuations us-
ing e.g. direct numerical simulations (DNS) or large-eddy simu-
lations (LES), the large-scale velocity fluctuations will be resolved
and the drag force acting on these slip velocities would result in
the turbulent dispersion force.
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In order to validate the numerical results from the CFD-PBE
model, experimental work was carried out at the Alfa Laval Test
and Training Centre. The objective of the experimental work was
to evaluate the separation efficiency of the high-speed separator
under various conditions and to produce a particle size distribu-
tion of the particulates suspended in the water.

3.1 Alfa Laval Test and Training Centre

The Alfa Laval Test and Training Centre is a 2800 m2 large testing
area where all components onboard a ship can be tested. A 4-
stroke MAN 28/32 engine with a nominal power of 2 MW is
installed inside the centre. One of the main reasons the engine
was installed in the centre was the ability to produce dirty exhaust
gas to test exhaust gas treatment equipment. An overview of the
Alfa Laval Test and Training Centre is seen in Fig. 3.1.

3.1.1 Components

The gas stream from the engine to the exhaust gas funnel is shown
in Fig. 3.1 and the water recirculation loop inside the scrubber in
Fig. 3.2. The gas stream consists of the following components.

Engine: MAN 28/32 engine with 9 cylinders capable of deliver-
ing 2 MW shaft power. The engine is connected to a generator
delivering 1.8 MW of electrical power to the electrical grid of
Aalborg at full power. The engine can operate on various fuels
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Fig. 3.1: Overview of the gas- and water streams in Alfa Laval’s Test and Training Centre in
Aalborg. The NOx in the exhaust gas, produced by a 2 MW auxiliary engine, is removed in SCR,
followed by a cooling sequence in the exhaust gas boiler. The exhaust gas enters the scrubber
before reaching the exhaust gas funnel. The water inside the scrubber loop is recirculated over the
jet- and absorber tank and cleaned using the high-speed separator with a flocculator pre-treatment.

including diesel oil (DO), marine gas oil (MGO), very low sulphur
oil (VLSFO), heavy fuel oil (HFO) and even methanol, where the
engine was operated on HFO during the test.

SCR: The selective catalytic reduction (SCR) unit removes NOx
in the exhaust gas. An electrical heater is placed upstream of the
SCR to heat the exhaust gas if needed. The SCR unit is produced
by Haldor Topsøe and works by spraying urea into the exhaust
gas which reacts with the surface of the catalyst.

Diesel particle filter: Two boxes containing catalytic diesel parti-
cle filters (DPF) are installed in parallel with the SCR to remove
PM and NOx in the exhaust gas. Urea is injected into the DPF
box to remove NOx in a similar way as for the SCR. For the
tests performed during the present work, the DPF was bypassed
as 92-99 % of the PM would have been removed when passing
through this unit (Johansen et al., 2022).

Exhaust gas boiler: An exhaust gas boiler is installed downstream
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the SCR, where heat is extracted from the exhaust gas. The heat
is used to produce steam operated at 7 bar and has a maximum
capacity of 600 kg/h. Steam produced inside the boiler is trans-
ferred to the district heating grid of Aalborg.

Scrubber: An experimental in-line rectangular scrubber is in-
stalled after the exhaust gas boiler. Two spray systems are in-
stalled inside the scrubber, namely one sprayer system in the jet
section and one above the absorber section. Above the absorber
spray system, a demister is installed to capture the droplets inside
the exhaust gas. The scrubber is operated in closed-loop mode
where the water is recirculated over the jet- and absorber tank.
The water used in the scrubber is extracted at two locations, one
at the bottom of the jet section and one at the bottom of the ab-
sorber column. The water from the jet section is redirected to the
jet tank and the water from the absorber section is redirected to
the absorber tank.

Electrostatic precipitator: A small-scale wet electrostatic precip-
itator (WESP) is installed after the scrubber to remove PM. The
WESP removes up to 97.2 % of the PM in the exhaust gas and can
handle up to 12 % of the exhaust gas volume flow (Hansen et al.,
2022). During operation, the PM is captured on the wet walls of
the WESP and is flushed to the absorber tank with a fixed interval.

Absorber tank: Water from the absorber section is directed to
the absorber tank, hence the naming. The absorber tank has a
total volume of 3 m3. During operation, water can be transported
from the jet tank to the absorber tank due to droplet entrainment
at high gas velocities, resulting in a high water level inside the
tank. The water in the tank is then redirected to the jet tank. The
acidity of the water increases during operation, which is why a
pH meter is installed at the return pipe to the tank. The pH can be
adjusted by dosing alkaline into the feed process stream leaving
the absorber tank.

Jet tank: The jet tank has a total volume of 2 m3 and receives
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the dirtiest part of the water, as a large fraction of the particles
is captured in the jet section of the scrubber. This is also why
the water cleaning system is connected to this tank, where water
is continuously cleaned using a high-speed separator. If a high
water level is registered in the jet tank, water is redirected to a
waste tank located outside of the centre.

Water cleaning system: The water cleaning system consists of
a flocculator with chemical dosing and a high-speed separator
(HSS). The flocculator is installed upstream of the high-speed
separator and is designed with set a of consecutive straight pipes
followed by 180◦ bends, as shown in Fig. 3.3. The pH can be
adjusted at the inlet of the flocculator, where sodium hydroxide
(NaOH) can be dosed. A coagulant is dosed when pH has been
adjusted followed by a second dosing stage where a flocculant is
dosed. Various chemicals can be dosed at these locations and at
different rates. The HSS is an Alfa Laval NOPX-407 high-speed
separator which is installed after the flocculator. The HSS can
handle flow rates up to 6 m3/h. The separated particle phase is
discharged into a sludge tank which eventually is pumped to the
waste tank outside the centre. The clean effluent water is returned
to the jet tank.

3.1.2 Water Circulation Loop

As the present study focuses on the cleaning and pre-treatment
of the scrubber washwater, a process overview of the scrubber
water circulation loop is shown in Fig. 3.2. The water from the
scrubber is split into two streams, namely the water coming from
the jet section and the water coming from the absorber section.
The water is circulated over the two tanks and the water going
to the sprayers in the absorber column is cooled. Water droplets
from the jet section can be entrained in the gas flow resulting
in the absorber tank filling faster than the jet tank. Also, the
majority of the condensation takes place in the absorber tank. To
prevent high water levels, the water is bled to the jet tank where
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the water cleaning system is also operated to remove PM. Before
separation in the HSS, the PM is flocculated in the flocculator and
the separated PM is stored as a sludge in a sludge tank.

DemisterDemister

Packed bed
absorbtion
Packed bed
absorbtion

Heat
exchanger

Absorber tank

Jet tank

Sludge
tank

Flocculator

HSS

Fig. 3.2: Overview of the scrubber water recirculation loop. The washwater from the jet section
of the scrubber is stored in the jet tank and the washwater from the absorber section is stored in
the absorber tank. The water is cleaned from the jet tank using the flocculator and HSS and then
redirected back to the jet tank.

3.2 Measurements

Particle size measurements were performed using a Malvern Mas-
tersizer 3000 during a test in the Alfa Laval Test and Training Cen-
tre on 17/03-2021. The engine was operated on HFO and at a fixed
load of 1,250 kW. As particles are transferred from the gas phase to
the water phase inside the scrubber and WESP, the concentration
of particles inside the jet tank increases. The water cleaning unit
was operated with a volumetric flow rate in the range of 1-6 m3/h.
The objective of the test was to measure the particle size distribu-
tion of the soot, as this has not been previously performed, and to
establish knowledge about the separation efficiency of the HSS.
The size distribution is an important parameter for the design of
the HSS. Hansen et al. (2022) performed particle size measure-
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ments in the gas phase at the outlet of the scrubber on the same
engine. It was determined that 97 % of the particulate mass is
particles larger than 𝑑p = 0.09 μm in the gas phase.

The Mastersizer 3000 by Malvern Panalytical capable of mea-
suring particles between 0.01 μm and 3500 μm was used to mea-
sure the particles in the process water. The Mastersizer 3000 uses
the technique of laser diffraction to measure the light scattering of
suspended particles. The Mastersizer 3000 is equipped with two
lasers with different wavelengths and sensors that capture the
scattered light from the two different light sources and correlate
the scattered light intensity to particle size.

Particles were destabilised using a chemical coagulant based
on poly-aluminium chloride (Kemira PAX-HP800) followed by
the addition of a polymer flocculant with a high interconnect-
ing molecular structure and a high cationic charge (BASF Zetag
9048FS). As coagulants and flocculants have a preferred operating
pH of 6-8, (Bratby, 2016) and as both the process water and the
poly-aluminium chloride are acidic, sodium hydroxide is dosed
to increase the pH before coagulation, which is shown in Fig. 3.3,
reaching the desired pH of approximately 7.

Coagulant Sodium hydroxide

Sampling
positions

Flocculant

1

3

5

7

9

11

Fig. 3.3: Overview of the flocculator installed in the Alfa Laval Test and Training Centre. Sodium
hydroxide (NaOH) is dosed at the inlet of the flocculator followed by a venturi-type mixer where
the coagulant is dosed. After 4 consecutive bends, a flocculant is dosed in a venturi-like mixer.
Sample points are located after 3, 4, 6, 8, 10 and 11 bends.
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To induce turbulence while dosing both the coagulant and
flocculant, a venturi-like mixer is introduced in the flocculator.
Samples of the process water can be taken after a total of 3, 4, 6,
8, 10 and 11 bends to analyse the impact over the length of the
flocculator. Additional flanges are installed between bends 8 and
10 as an optional dosing point for a third flocculant.

3.3 Results

As the objective of the test is to establish knowledge about the
particle size distribution of soot suspended in water, the parti-
cle size distribution is measured at the inlet of the flocculator,
where particles are stable and throughout the pipe flocculator
after destabilisation. The stability of particles is also of interest,
as it was established in the literature study, that suspended soot
particles were moderately stable. Equipment to measure the zeta
potential of the particles was not available at the test and the parti-
cle size distribution of a sample was instead measured to analyse
whether it changes over time.

3.3.1 Feed Composition

The particle size distribution was measured at the inlet of the
pipe flocculator. A set of samples were taken during the day to
determine the size distribution of the untreated process water.
The particle size distribution of the untreated particles is seen in
Fig. 3.4. The spread of the measurements is generally small and
the particle size distribution did not change significantly during
testing. In general, it was found that 1 % of the volumetric density
is smaller than 𝑑p < 1 μm and that 50 % of the particle mass is
smaller than 𝑑p < 8 μm. Hansen et al. (2022) showed that 52 % of
the particulate mass in the gas phase consists of particles smaller
than 𝑑p < 1 μm, meaning that particles will aggregate to form
slightly larger aggregates when suspended in water.
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µ

Fig. 3.4: Volumetric density function (left axis) and cumulative sum (right axis) of the untreated
process water with soot particles.

3.3.2 Pipe Flocculator

The change in the particle size distribution is measured as the
particles undergo flocculation in the pipe flocculator. Samples
are taken at the inlet of the pipe flocculator, after 4x-, 6x-, 8x- and
10x bends which are marked in Fig. 3.3. The sample taken after 4x

µ

d32 = 8.8 µm

d32 = 17.1 µm

d32 = 64.5 µm

d32 = 73.9 µm

d32 = 88.3 µm

Fig. 3.5: Volumetric density function of the suspended particles in the process water throughout
the pipe flocculator. See Fig. 3.3 for the position of sample locations.

bends has only been treated with the coagulant to destabilise the
particles which causes some of the particles to aggregate. Polymer
flocculant has been added into the process water after 6x bends,
which explains the large difference between the previous sample.
The averaged particle diameter increases until a total of 8 pipe
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bends have been passed and then a slight decrease is observed.
The decrease in size distribution is due to the breakage of the
largest aggregation as additional turbulence is induced by the
flanges installed between bend 8x and 10x as shown in Fig. 3.3.

3.3.3 Particle Stability

To analyse the stability of the suspended soot particles, a sample is
analysed over time. The particle size distribution was measured
when the sample was taken, after 23 hours and finally after 91
hours. Between the measurements, the sample was stored in a
sealed laboratory glass bottle and placed in a motionless place to
ensure no external movements of the sample. The measurements
are shown in Fig. 3.6, where it is observed that there is a negligible
difference between the initial sample and the sample measured
after 91 hours. The suspended soot particles are therefore stable,
meaning negligible aggregation happens over time if the sample
is untreated, which is in good agreement with the zeta potential
measurement by Liu et al. (2003), Growney et al. (2015) and Chen
and Huang (2017).

µ

Fig. 3.6: Particle size distribution of an untreated process water sample with soot particles. The
size distribution is measured when it was taken, after 23 hours of storage and again after 91 hours
of storage.
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4 | Contributions Related to
Particle Aggregation and
Breakage

The contributions and main findings related to particle aggrega-
tion and breakage are briefly outlined in this chapter. The papers
in their entirety are found in Part II.

4.1 Paper A: On the agglomeration and breakage of
particles in turbulent flows through pipe bends
using CFD-PBE

The purpose of the study by Bilde et al. (2022), reprinted on
page 97, is to develop a multiphase CFD model capable of describ-
ing the particle-laden flow using the Eulerian two-fluid model.
The multiphase model includes the aggregation and breakage of
solid particles in turbulent flows. The study analyses the im-
pact of varying the Reynolds number and the bend radius of a
pipe flocculator to clarify important design parameters. The geo-
metrical configuration is two consecutive pipes, with a length of
𝐿 = 10𝑑h, connected by 180◦ pipe bends with a varying bend ra-
dius bounded by 1 ≤ 𝑟b𝑑h ≤ 2.5. A periodic boundary condition
is applied to achieve an infinite long configuration. The applied
Reynolds number of the fluid phase is bounded by 15, 000 ≤
Ref ≤ 35, 000 to analyse the impact of increasing turbulence on
the particle size distribution.
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4.1.1 Methodology

The population balance equation, described in Sec. 2.2 on page 32,
is used to track the evolution of the particle number density func-
tion. The two-fluid Eulerian modelling approach, described in
Sec. 2.3 on page 38 and interfacial momentum transfer includes
the drag-, lift,- virtual mass- and turbulent dispersion force. Tur-
bulence is modelled using the RNG 𝑘-𝜀 model by Yakhot and
Orszag (1986).

The particle phase is discretised with a logarithmic distribution
between 𝑑p = 1 μm and 𝑑p = 1000 μm. The fluid velocity field
is initialised using a single-phase steady-state solution and the
dispersed particle phase is then inserted into the fully-developed
fluid flow with a monodisperse size of 𝑑p = 1 μm.

4.1.2 Results

As the CFD-PBE model contains parameters that need fitting to
the particle properties, a parameter sweep of these is performed
and compared to the experimentally obtained particle size dis-
tributions reported in Sec. 3.3 on page 55. Fig. 4.1 shows the
obtained particle size distribution when using a strength param-
eter of 𝐵 = 50 ·10−7 m3/s3 and a binary daughter size distribution
coefficient of 𝐶4 = 2 for a fluid Reynolds number of Ref = 22, 500.
The coefficients used are able to reproduce the measured particle
size distribution when aggregating soot particles suspended in
water when adding a chemical coagulant and a polymer floccu-
lant.

Analysing the effect of the increasing fluid Reynolds num-
ber on the particle size distribution shows that as the Reynolds
number increases, the particle size distribution is skewed to-
wards the smaller particles, as shown in Fig. 4.2. The simula-
tions are performed for fluid Reynolds numbers in the range of
15, 000 ≤ Ref ≤ 35, 000 for a bend radius of 𝑟b = 1.5𝑑h. As more
turbulence is induced in the fluid domain, the turbulent energy
dissipation rate increases, causing the largest particles to break,
hence resulting in smaller particles.

At fluid Reynolds numbers of Ref > 30, 000 there is not ob-
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µ

Fig. 4.1: Parametric fitting of the CFD-PBE model parameters using the experimentally obtained
particle size distribution. The particle size distribution from the CFD-PBE model is obtained for a
Reynolds number of Ref = 22, 500 a particle strength coefficient of 𝐵 = 5 · 10−7 m3/s3 and a binary
daughter size coefficient of 𝐶4 = 2.

served a significant difference between the results from the dif-
ferent bend radii, as shown in Fig. 4.3. It is observed that the
simulation with the largest bend radius produces the largest ag-
gregates for fluid Reynolds numbers of Ref < 30, 000. As a larger
magnitude of turbulence is induced by decreasing the bend ra-
dius, the particles are more prone to breakage when choosing a
small bend radius.

4.2 Paper B: Decay of secondary motion downstream
bends in turbulent pipe flows

The purpose of the study of Bilde et al. (2023), reprinted on
page 125, is to analyse the decay of secondary motion downstream
of a pipe bend with different bend radii using LES. Understanding
the induced turbulence structures and how the secondary flow
decay downstream of a 180◦ bend is an important factor for a
large range of engineering applications including those handling
particle aggregation and breakage.

As the largest eddies are resolved when using LES only the
smallest eddies are modelled using a sub-grid scale model and
in the study, the WALE model of Nicoud and Ducros (1999) is
applied. The LES model is validated using the experimental data
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µ

Fig. 4.2: Particle size distributions for fluid Reynolds numbers in the range of 15, 000 ≤ Ref ≤
35, 000 for a bend radius of 𝑟b = 1.5𝑑h.

µ

Fig. 4.3: Sauter mean diameter, 𝑑32, as a function of the fluid Reynolds number for the three
different bend radii.

of Toonder and Nieuwstadt (1997) for a straight pipe and the
experimental data of Sattarzadeh (2011) and Kalpakli Vester et al.
(2016) for a 90◦ pipe bend. A total of 5 simulations are carried
out to simulate the decay of the secondary motion of pipe bends
with a bend radius of 𝑟B = 𝑑h, 𝑟B = 1.5𝑑h, 𝑟B = 2𝑑h, 𝑟B = 2.5𝑑h and
𝑟B = 3.375𝑑h.

4.2.1 Results

Analysing the turbulence intensity profile downstream from the
pipe bend in Fig. 4.4 shows how the skewed profile is observable
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immediately downstream from the bend. As the flow moves
downstream the turbulence intensity profile recovers and be-
comes more uniform.

Fig. 4.4: Turbulence intensity profiles at the outlet of the bend, 𝑥 = 0, at a downstream distance of
𝑥 = 5𝑑h and at the outlet of the computational domain, 𝑥 = 9𝑑h, for the different bend radii. The
inner pipe radius is defined by 𝑟/𝑅 = −1 and the outer is defined by 𝑟/𝑅 = 1.

The large magnitude of secondary motion induced by the pipe
bend when the bend radius decreases decay quickly after the pipe
bend, as shown in Fig. 4.5. A significant difference is observed
between the secondary motion velocity profiles for the different
bend radii, but after a downstream length of 𝑥/𝑑h = 4, there is an
observed negligible difference between the configurations.

Analysing the area-averaged turbulence intensity downstream
from the bend in Fig. 4.6, show the magnitude of turbulence
induced by the pipe bend with different radii and how turbulence
decay downstream from the bend. The length after the bend is
limited to 𝑥/𝑑h = 10 and it is observed that an even longer straight
pipe is needed downstream to obtain a turbulence intensity of the
same magnitude as is observed at the inlet of the pipe.

It is concluded that the larger magnitudes of secondary mo-
tions decay with a larger gradient. Furthermore, it is shown how
the secondary flow produces a skewed velocity profile and how
the velocity profile recovers downstream of the bend. The recov-
ery length of the velocity profile is shorter when more turbulence
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Fig. 4.5: Downstream normalised secondary velocity profile,
(��𝑢𝑦 �� + |𝑢𝑧 |

)
/𝑢avg, at 𝑥/𝑑h = 0,

𝑥/𝑑h = 1, 𝑥/𝑑h = 2, 𝑥/𝑑h = 3 and 𝑥/𝑑h = 4 after the pipe bend.

is induced within the pipe. This is in good agreement with the
statement of Hellström et al. (2013) who states that the recovery
of the velocity profile is driven by turbulence transport.

4.3 Paper C: On the design of compact hydraulic
pipe flocculators using CFD-PBM

In the present study, reprinted on page 143, the important geo-
metrical design parameters are investigated using the CFD-PBE
modelling approach presented by Bilde et al. (2022). The ge-
ometrical parameters of interest are the pitch of inclination, 𝜑,
the bend radius, 𝑟b, the primary length, 𝐿1, and the secondary
length, 𝐿2, of the configuration, shown in Fig. 4.7. The pitch
of inclination is varied between 1 ≤ 𝜑/𝑑h ≤ 3, the bend radius
is varied between 1 ≤ 𝑟b/𝑑h ≤ 2.5, the primary length is varied
between 0 ≤ 𝐿1/𝑑h ≤ 20 and the second length is varied between
0 ≤ 𝐿2/𝑑h ≤ 10. The special case where 𝐿1 = 𝐿2 = 0, thereby
making a helically coiled tube flocculator, is also included in the
simulations. A total of 123 simulations are carried out to evalu-
ate the particle size distribution as a function of the geometrical
configurations and clarify the most important parameters when
designing a pipe flocculator. All simulations are carried out at
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Fig. 4.6: Area-averaged turbulence intensity, 𝐼, downstream from the bend.

Fig. 4.7: Geometrical configuration and parameters that are analysed in the present study.

Reynolds numbers of Ref = 20, 000.

4.3.1 Results

It was found that the pitch of inclination does not impact the
particle size distribution significantly. This is also expected, as
the density ratio between the fluid- and particle phases is low,
𝜌p/𝜌f = 1.4. Analysing the cross-sectional averaged Sauter mean
diameter, �̃�32, in Fig. 4.8 show how particles aggregate in the
straight parts of the pipe and when a 90◦ bend is reached, break-
age occurs resulting in a negative diameter gradient. Fig. 4.8 is
shown for a single configuration to highlight the zones with a 90◦
bend, whereas Fig. C.4 in Paper C compares the cross-sectional
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averaged Sauter mean diameter of 5 configurations.

90° bend 90° bend 90° bend 90° bend

µ

Fig. 4.8: Cross-sectional averaged Sauter mean diameter, �̃�32 for a configuration.

The volume-averaged Sauter mean diameter, seen in Fig. 4.9,
show how larger aggregates are formed when the bend radius
increases. It is observed that the particle diameter, 𝑑32, increases
as the bend radius of the configuration increases. Furthermore,
it is observed that the steady-state particle diameter is depen-
dent on the primary- and secondary lengths. The particle di-
ameter increases as the primary length of the configuration in-
creases. An interesting observation is made for the helical pipe
flocculators when the bend radius exceeds 𝑟b/𝑑h ≥ 2. In these
two configurations, a significantly larger particle diameter is ob-
served compared to the simulation with a similar configuration
but 𝐿2/𝑑h = 2. This indicates that if the bend radius is increased
more, a large volume-averaged particle diameter will be observed
for such a helical pipe flocculator. The largest particle diameter is
observed for the configuration with 𝑟b/𝑑h = 2.5, 𝐿1/𝑑h = 20 and
𝐿2 = 0.
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µ
µ

Fig. 4.9: Volume-averaged Sauter mean diameter, 𝑑32 for the different configurations.
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5 | Closure

The main findings of this dissertation are summarised in the
following section and an outlook with suggestions for future work
is presented.

5.1 Conclusion

Aggregation and breakage of micron-sized particles is a com-
monly encountered problem in a large range of applications.
Throughout the presented work, a fundamental understanding
of governing particle transport when subject to a fluid flow and
how particles aggregate and break when subject to turbulence is
achieved. As billions of micron-sized particles at high Reynolds
numbers are present in the presented industrial applications it
is highlighted why the Eulerian-Eulerian approach is beneficial
compared to the Eulerian-Lagrangian approach when modelling
the fluid-particle flow using CFD. The number density function of
the dispersed particle phase is tracked using the population bal-
ance equation which is solved using the class method. Two-way
coupling of the CFD-PBE model is implemented into the open-
source CFD library OpenFOAM, where appropriate interfacial
force models are applied. Solid particle aggregation- and break-
age kernels are developed to describe the changing particle size
when subject to turbulence and these models are implemented
into OpenFOAM.

To achieve a better understanding of the turbulence induced
by a 180◦ bend and how this turbulence decay downstream of
a bend, a large eddy simulation is carried out for five different
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bend radii. Using the LES model, it is shown how secondary
motion is induced by the curvature of the bend and that differ-
ence in secondary motion becomes negligible after a downstream
length of 𝑥/𝑑h = 4. The turbulence induced by the pipe bend
is significantly larger when the bend radius is small, 𝑟B/𝑑h = 1.
It is shown how turbulence decay with a larger gradient when
the initial turbulence is larger, which explains why the velocity
profile recovers faster to its initial state.

Next, it is presented how to model the fluid-particle flow us-
ing the CFD-PBE framework and the modelling framework is
fitted to predict the aggregation and breakage of soot particles.
Simulating different bend radii of a pipe flocculator at different
Reynolds numbers, show how aggregates change size depending
on the geometrical setup and the turbulence induced by the pipe.
Generally, it is concluded that larger bend radii produce larger
aggregates but at the cost of a long distance to obtain a steady-
state solution. When the Reynolds number increases sufficiently,
Re > 30, 000, there is not observed any significant difference be-
tween the simulated bend radii.

Finally, guidelines on the design of pipe flocculators are pre-
sented after performing a total of 123 simulations. The geomet-
rical parameters of a pipe flocculator are varied to conclude on
the most important parameters and to find an optimum design
within the bounded parameters when fixing the Reynolds num-
ber. It is, once again, concluded that the bend radius is the single
most important parameter and that the primary length of a floc-
culator is the second-most important parameter. Furthermore, it
is shown that the helically coiled pipe flocculator shows a promis-
ing result, however, the bend radius needs to be increased further
than what was performed in this study.

To summarise: This dissertation has presented how multi-
phase CFD-PBE models can contribute to the design of applica-
tions where solid particle aggregation and breakage occur. Using
the presented CFD-PBE model is possible to analyse in detail
where aggregates are most prone to breakage and perform de-
sign alterations to find the most optimal configuration for the
system at hand.
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5.2 Outlook

Throughout this dissertation, the focus has been on fluid-particle
flow and the modelling of the interfacial momentum transfer
models. The momentum transfer models are based on the as-
sumption that the particles are spherical and also that the aggre-
gates are spherical. This is, of course, a crude assumption which
can be refined using knowledge about the fractal dimension. One
difficulty of applying this in the Eulerian-Eulerian framework is
that the fractal dimension needs to be specified in advance and
therefore requires knowledge of the morphology of the aggre-
gates. One way of dealing with this could be to simulate smaller
aggregates using an Eulerian-Lagrangian approach (e.g. CFD-
DEM) and analyse the fractal dimension and morphology of the
formed aggregates when the position of the fractal is considered
as well.

The most important parameters in the study are related to the
breakage kernel as this kernel defines the steady-state particle size
distribution. The aggregate strength parameter, 𝐵, is tuned using
experimental data, but in principle, this value could be coupled
to existing adhesion theory, e.g. Johnson-Kendall-Roberts (JKR)
or Derjaguin-Muller-Toporov (DMT). This would require more
knowledge about the mechanical- and physical properties of the
soot particles as well as the additives. This could prove to be a
successful way of coupling the methods, expanding the breakage
kernel to consider the mechanical properties of the particle phase
instead of being a simple coefficient.

The turbulence properties of the fluid phase are in the multi-
phase model described using the RNG 𝑘-𝜀 model and to achieve
a higher prediction of the turbulence characteristics could be ex-
tended to LES. This would also enable a direct calculation of the
turbulent dispersion force as the largest eddies are resolved using
the method. The additional accuracy obtained when using LES
comes at the expense of an even more computationally demand-
ing model.

Another future work that is worth mentioning is the simulation
of the flow through the separator and the turbulence properties
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through this domain. The aggregates are created to withstand
the turbulence inside the high-speed separator and therefore this
device serves as the bottleneck of what the aggregates must be
able to overcome. At the inlet, there is an interface between water
and air which is most likely causing a lot of turbulence.
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Abstract
Predicting the agglomeration and breakage of solid particles is important when designing a
compact and efficient water purification process. A coupled computational fluid dynamics
model is presented where the population balance equation is applied to track the particle size
distribution for a periodic turbulent pipe flow with 180◦ bends for fluid Reynolds numbers of
15, 000 < 𝑅𝑒f < 35, 000 and pipe bend radii of 𝑟B = 𝑑h, 𝑟B = 1.5𝑑h and 𝑟B = 2.5𝑑h. The
critical parameters in the Euler-Euler model are analysed and values are chosen to describe the
agglomeration of soot particles based on an experimentally obtained particle size distribution
measured using a Malvern Mastersizer 3000. It is concluded that the particle Sauter mean
diameter converges to a constant value independent of the pipe bend radius when 𝑅𝑒f > 30, 000.
The Sauter mean diameter increases from 𝑑32 = 42.7μm to 𝑑32 = 95μm without changing the
total length of the static flocculator by choosing 𝑟B = 𝑑h and 𝑅𝑒f = 15, 000.

A.1 Introduction
The aggregation and breakage of particles in turbulent flows are relevant to a wide
range of industries and applications, involving several topics in the chemical sector.
In both the wastewater- and clean water industry, the aggregation and breakage of
solid particles are commonly a problem which is investigated and analysed using both
experimental and numerical techniques. Examples of industrial applications are the
formation of powders (Tong et al., 2016), production of pharmaceuticals (Palzer, 2011),
the formation of soot during combustion (Bhandari et al., 2019) and in flocculation
systems for water purification purposes (Lee et al., 2014). In this paper, we focus on
water purification where the scope of the study is to analyse the particle size distribution
for different geometrical configurations and fluid Reynolds numbers.

In wastewater treatment plants solid particles are agglomerated in a stirred reactor
or by in-line mixers to reduce sedimentation time (Bratby, 2016). Several researchers
have, since the 1970s, carried out experimental studies on particle aggregation systems
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(Vrale and Jorden, 1971; David Griffith and Williams, 1972; Mhaisalkar et al., 1991;
Adachi et al., 1994; Haarhoff and van der Walt, 2001; Liu et al., 2004; Nan et al., 2016;
Wang et al., 2018b). In more recent years, computational fluid dynamics (CFD) has
been extensively applied to improve the understanding of applications that are used
to agglomerate particles. Traditionally, the performance of wastewater pretreatment
systems has been characterised by the velocity gradient and energy dissipation rate, as
proposed by Camp and Stein (1943). As these parameters are directly available using
CFD, this approach is highly advantageous.

Ducoste and Clark (1999) were among the first to apply CFD to describe particle
aggregation in flocculation systems. The authors used the CFD code FIDAP to evaluate
the fluid mechanics in a flocculator using the standard 𝑘-𝜀 turbulence model. The nu-
merical results were compared to experimental results using laser Doppler velocimetry.
However, the CFD code applied by the researchers did not produce accurate results for
the energy dissipation for the swirling flow in the reactor.

Bridgeman et al. (2010) highlighted the applicability of CFD in the development
of particle aggregation systems for wastewater treatment plants. They analysed the
difference and impact of several turbulence models within the Reynolds averaged
Navier Stokes (RANS) framework. The authors were successful in highlighting zones
in the system where high-velocity gradients were present, causing particles to break up.
Historically, flocculation systems have been designed from a global perspective using
either the total pressure loss or the power input to the mechanical actuator (Vrale and
Jorden, 1971; Mhaisalkar et al., 1991) but Bridgeman et al. (2010) proposed that a local
design perspective using CFD improves the overall performance of the application.

To simulate the aggregation and breakage of discrete particles in a continuous flow,
several different multiphase methods have been used. A widely applied approach is to
couple CFD and the discrete element model (DEM), where discrete particles are tracked
using a Lagrangian soft-sphere model. Hærvig et al. (2018) analysed particle deposition
and aggregation in straight turbulent pipe flows with a large eddy simulation (LES)
in order to adequately describe the turbulence in the continuous phase. A periodic
boundary condition was applied to the pipe section, thereby effectively resulting in
an infinitely long straight circular pipe. The CFD-DEM model successfully described
the aggregation and breakage of dilute particles in a turbulent gas using the surface
adhesion theory proposed by Johnson et al. (1971). Dizaji et al. (2019) analysed the
collision and breakage of loosely coupled agglomerates in a shear flow using a four-
way coupled CFD-DEM approach. The authors demonstrated in high detail, how
agglomerates break into several fragments when placed in a shear flow. Furthermore,
they showed how two agglomerates can merge into a single agglomerate, bounce off
each other, or fragment into several new smaller agglomerates during a collision. The
details of the modelling framework for both the particle and fluid phase are extensive,
thereby producing accurate results but at a high computational cost.

Due to the high computational demand of the Euler-Lagrangian CFD-DEM ap-
proach, alternative methods have been proposed, which are computationally less de-
manding. They involve an approximate solution of the population balance equation
(PBE), which tracks the temporal and spatial evolution of the particle number density
function. Several methods have been proposed to solve the PBE, including the least-
square spectral element method (Zhu et al., 2009), the finite element method (Ganesan,
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2012) and the family of various method of moments (MOM). One of the most widely
used approaches is the quadrature method of moments (QMOM), first implemented
into the commercial CFD code Fluent by Marchisio et al. (2003) for modelling simul-
taneous aggregation and breakage of particles. The QMOM solves for a consecutive
set of lower-order integer moments of the number density function and utilises Gaus-
sian quadrature for approximating the integral source terms of the PBE. The QMOM
was extended by Yuan et al. (2012) to solve the continuous number density function
in the Extended QMOM (EQMOM) approach. Passalacqua et al. (2018) implemented
the EQMOM into the OpenFOAM CFD library under the OpenQBMM module. The
authors successfully described the aggregation of dilute particles in a Taylor-Couette
flow reactor.

Another approach to solving the PBE is the class method, alternatively referred to
as the sectional or discrete method. Using this approach, the number density function
is discretised into a range of size classes, resulting in a set of source term coupled
transport equations for individual number concentrations. The integral source terms
are transformed into summations over subintervals. Lehnigk et al. (2021) successfully
implemented the class method of Kumar and Ramkrishna (1996) into the Euler-Euler
model, also referred to as the two-fluid model, of OpenFOAM. They applied it to
simulate both the co-current flow of air and water in a vertical pipe as well as the
synthesis of titania in a tubular furnace reactor.

The advantage of the QMOM is that it requires a low number of transported scalars
to account for statistical moments which makes this method computationally advanta-
geous. This modelling approach, however, does not provide direct information about
the number density function, meaning its shape is unknown. It can be obtained with
the EQMOM, as it approximates the number density function through a combination
of kernel density functions. However, Li et al. (2017) report that the EQMOM can be up
to 30 times as computationally demanding as the QMOM, resulting from costly source
term calculations. Class methods are costly as well and require a priori knowlegde of
the size range, but the number density function is readily available at any point in the
computational domain.

In this study, the PBE is solved using the class method implementation of Lehnigk
et al. (2021), as the scope of this study is to analyse the impact on the shape of the
number density function when altering the geometrical configuration and the fluid
Reynolds number. Furthermore, the class method allows for a direct comparison with
experimental data, as the size distribution is directly available. The aggregation and
breakage of solid particles throughout circular pipe U-bends are modelled and analysed
for fluid Reynolds numbers ranging from 15, 000 < 𝑅𝑒f < 35, 000 using the Euler-Euler
model of OpenFOAM. Special care is taken to model the aggregation, breakage and
external force acting on the solid particles and agglomerates suspended in the flow. The
numerical results are compared to an experimentally obtained particle size distribution
for an in-line flocculator designed to agglomerate soot particles.
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Fig. A.1: Process overview of the system that produces the soot that is agglomerated in the
flocculator. Flue gas from a 2 MW engine is cleaned using a wet scrubber, where the soot is
trapped in the wet scrubber by a water film. The dirty water is recirculated over the scrubber
and through a water purification application. The soot particles are agglomerated in a static
flocculator, which is where the particle size distribution is measured.

A.2 Experimental setup
A particle size distribution of agglomerated soot particles was measured and presented
in this study for the process seen in Fig. A.1. A 2 MW engine (MAN 9L28/32H) is
operated on heavy fuel oil with a sulphur content of 2.5% w/w. As the fuel contains
a high sulphur content, a wet scrubber is used to remove the sulphur content from the
exhaust gas by scrubbing the exhaust gas with a water film inside the wet scrubber.
As a bi-product, up to 40% of the particulate mass in the exhaust gas is trapped
by the water film and transferred from the gas phase to the water phase (Simonsen,
2018). The trapped particulate mass in the wet scrubber is primarily soot and black
carbon, which is formed within the cylinder of the engine during combustion, and a
percentage of residual lube oil. In this study, the particulate mass is assumed as a single
component, namely as soot. The water is recirculated over the wet scrubber through a
circulation tank and continuously cleaned in a water purification system through fast
sedimentation using a high-speed centrifugal separator. The clean water is recirculated
back to the circulation tank and the particles are removed from the system as a sludge.
To achieve a shorter sedimentation time, the suspended soot particles are agglomerated
using an in-line static flocculator consisting of 11x straight pipes followed by 180◦ pipe
bends, which is also seen in Fig. A.2. By producing larger agglomerates over the
static flocculator, the water purification process becomes more effective, as a shorter
sedimentation time is needed. Aluminium chloride (Kemira PAX-18) is dosed as a
metal coagulant at the inlet of the static flocculator to reduce the net surface charge of
the soot particles. Further, a highly cationic polymer flocculant (BASF Zetag 9048FS) is
dosed into the process stream, in a Venturi-like static mixer after a total of 4x 180◦ pipe
bends, to strengthen and further agglomerate the particles. The net surface charge of
the particles is reduced as the soot particles are negatively charged and this makes the
particles stable within the suspension.

The static flocculator, shown in more detail in Fig. A.2, features a pipe bend radius
of 𝑟B = 1.5𝑑h and is operated at a fluid Reynolds number of 𝑅𝑒f = 22, 500, which
corresponds to a fluid bulk velocity of �̄�f = 0.563 m/s. The particle size distribution
of the agglomerated soot is measured for the wet scrubber re-circulation water prior
to sedimentation in the water purification application. Agglomerated soot particles
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Fig. A.2: In-line pre-treatment static flocculator. The flocculator consists of a set of 180◦ pipe
bends and a metal coagulant is dosed at the inlet of the application and the dosing of the cationic
polymer is performed after a total of 4x 180◦ pipe bends. The particle size distribution is measured
at the outlet of the static flocculator.

are extracted at the outlet of the static flocculator and the particle size distribution is
analysed using a Malvern Mastersizer 3000, which uses the technique of laser diffraction
to measure the particle size distribution. The total suspended solid concentration
is measured using EN 872:2005 to determine the particle mass concentration. The
volumetric concentration is then estimated using the assumption that soot primarily
consists of graphite layers, (Wang et al., 2018a), with a density of 𝜌p = 1400 kg/m3

yielding a bulk volumetric concentration of 𝛼p = 0.1%.

A.3 Numerical framework
The simulations are carried out with the mesh shown in Fig. A.3. The computational
domain is designed to use periodic boundary conditions, i.e. the outgoing velocity
profile, turbulence characteristics and particle properties are reapplied at the inlet.
This effectively results in an infinite number of U-bends followed by a straight section
with a length of 𝐿 = 20𝑑h, which allows a steady-state solution to be obtained. Pipe
bend radii of 𝑟B = 𝑑h, 𝑟B = 1.5𝑑h and 𝑟B = 2.5𝑑h are analysed in this study, as those are
commonly used in industrial applications.

The Euler-Euler model is applied to simulate the fluid and particle flow. In the
following sections, the governing equations for the fluid and particle phases as well as
the particle-particle interaction are presented.
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Fig. A.3: Geometrical setup for the computational domain. The domain is periodic, effectively
resulting in an infinite number of 180◦ bends followed by a straight pipe section with lengths of
𝐿 = 20𝑑h. In this figure 𝑟B = 1.5𝑑h. The mesh resolution of the cross-sectional view is also seen in
the figure.

A.3.1 Governing equations for multiphase flow
In the Euler-Euler model, a separate set of equations for continuity and momentum is
solved for each phase 𝜑 as seen in Eq. (A.1) and (A.2), respectively.

𝜕

𝜕𝑡

(
𝛼𝜑𝜌𝜑

)
+ ∇ ·

(
𝛼𝜑𝜌𝜑𝒖𝜑

)
= 0 (A.1)

𝜕

𝜕𝑡

(
𝛼𝜑𝜌𝜑𝒖𝜑

)
+ ∇ ·

(
𝛼𝜑𝜌𝜑𝒖𝜑𝒖𝜑

)
− ∇ · 𝜏𝜑 = − 𝛼𝜑∇𝑝 + 𝛼𝜑𝜌𝜑𝒈

+ 𝑴𝜑 + 𝑺𝜑 ,
(A.2)

where 𝛼 is the volumetric fraction, 𝜌 the density, 𝒖 the velocity, 𝑺 represents the
momentum source due to volume forces, 𝒈 the gravitational acceleration, 𝑝 the pressure,
𝝉 the stress tensor, which also includes the Reynolds stresses for the fluid phase and
𝑴𝜑 is the rate of interfacial momentum transfer between the phases which is given by

𝑴𝜑 =

𝑁∑
𝜑=0,𝜑≠𝜓

(
𝑭D,𝜑𝜓 + 𝑭L,𝜑𝜓 + 𝑭VM,𝜑𝜓 + 𝑭disp,𝜑𝜓

)
, (A.3)

where the subscripts denotes drag force, D, lift force, L, virtual mass force, VM, and
turbulent dispersion force, disp, between phase 𝜑 and 𝜓. Conservation of momentum
implies that

∑
𝜑 𝑴𝜑 = 0. It is assumed that the pressure is shared between the phases.

A momentum source term 𝑺𝜑 is applied for the fluid phase in this study to balance the
pressure gradient in the periodic domain, which acts to ensure a mean bulk velocity
corresponding to the fluid Reynolds number chosen. To this end, a pressure gradient
increment is added to the existing pressure gradient of the fluid phase for each iteration,
based on the difference between the fluid velocity and the desired bulk velocity at the
given time step.
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Turbulence modelling

Several authors have applied the re-normalisation group turbulence model (RNG) by
Yakhot and Orszag (1986), to successfully describe the turbulence in swirling flows,
such as flow through a pipe bend or fluid separation flows (Hilgenstock and Ernst,
1996; Kim et al., 2014; Cai et al., 2019; Marshall and Bakker, 2004). Kim et al. (2014)
analysed the accuracy of several turbulence models for a 90◦ pipe bend including the
standard 𝑘-𝜀, realizable 𝑘-𝜀, RNG-𝑘-𝜀, 𝑘-𝜔 SST model. The authors concluded that
the RNG 𝑘-𝜀 model yields good agreement for the primary stream-wise velocity and
secondary swirling velocity profile compared to the other turbulence models.

Escue and Cui (2010) compared the accuracy of the RNG 𝑘-𝜀 to the Reynolds stress
model (RSM) which generally has a better prediction of turbulence, but is also more
computationally expensive. The authors concluded that the results obtained by the
RNG 𝑘-𝜀 model were in better agreement with experimental data compared to the
RSM for low swirling flows. Since the swirling flow is produced by a pipe bend, it is
assumed that the RNG 𝑘-𝜀 produces suitable turbulence results for this study.

The two-equation RNG 𝑘-𝜀model is developed by applying statistical methods used
in re-normalisation group theory to resolve the smallest eddies in the inertial range.
The RNG procedure removes the small scales of motion by expressing their effects in
terms of larger-scale motion and modifying the turbulent viscosity. The governing
equations for the RNG 𝑘-𝜀 model by Yakhot et al. (1992) are

𝜕

𝜕𝑡
(𝛼f𝜌f𝑘) + ∇ · (𝛼f𝜌f𝑘𝒖f) = ∇

[(
𝜇f +

𝜇t
𝜎k

)
∇𝑘

]
+ 𝑃𝑘 − 𝛼f𝜌f𝜀 (A.4)

and

𝜕

𝜕𝑡
(𝛼f𝜌𝜀) + ∇ · (𝛼f𝜌f𝜀𝒖f) = ∇

[(
𝜇f +

𝜇t
𝜎𝜀

)
∇𝜀

]
+ 𝐶1𝜀

𝜀
𝑘
𝑃𝑘

−𝐶2𝜀𝛼f𝜌
𝜀2

𝑘
,

(A.5)

where the subscript f denotes the fluid phase and 𝑃𝑘 the generation of turbulence due
to the mean velocity gradients. The model coefficients chosen for the RNG k-𝜀 model
used in this work are the default values.

Kinetic theory of granular flows

The stress tensor for the dispersed particle phase, 𝝉p, is modelled using the kinetic
theory of granular flows to account for the particle-particle interactions (Lun et al., 1984;
van Wachem, 2000; Yao et al., 2015; Shekhawat et al., 2018). An extensive description
of the KTGF model and a comparison of the submodels included is presented by
van Wachem (2000). The submodels selected here are listed in Table A.1 and the
corresponding mathematical expressions can be found in A.A.

A.3.2 Interfacial momentum transfer models
The rate of interfacial momentum transfer can be divided into several submodels ac-
counting for the different fluid forces acting on the particles. The interfacial forces
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Table A.1: Submodels applied for the KTGF.

Description Author

Conductivity of granular
energy Hrenya and Sinclair (1997)

Frictional stress Johnson and Jackson (1987)
Generation and dissipation
of granular energy Lun et al. (1984)

Particle shear viscosity Hrenya and Sinclair (1997)
Particle phase pressure Lun et al. (1984)
Radial distribution function Lun and Savage (1986)

are defined by the drift velocity between the two phases, 𝒖r =
��𝒖p − 𝒖f

�� or the particle
Reynolds number, Rep = 𝒖r𝑑p/𝜈f.

Drag force

The drag force acting on the particles is described by Eq. (A.6)

𝑭D =
1
2𝜌f |𝒖r | 𝒖r𝐶D𝐴p , (A.6)

where 𝐶D is the drag coefficient and 𝐴p is the projected surface area of the particles
as seen by the fluid. The particles are assumed spherical and the drag force coefficient
presented by Wen and Yu (1966) is used in this study which reads

𝐶D =


24
𝑅𝑒p

𝛼−2.65
f for 𝑅𝑒p < 0.5

24
𝑅𝑒p

(
1 + 0.15𝑅𝑒0.687

p

)
𝛼−2.65

f for 0.5 ≤ 𝑅𝑒p < 1000

0.44𝛼−2.65
f for 𝑅𝑒p ≥ 1000 .

(A.7)

Assuming the soot particles and agglomerates to be spherical is, of course, a simplifica-
tion, as these are fractal-like in their nature. According to the observations of Mikhailov
et al. (2006) and Ma et al. (2013) soot structures tend to collapse when entering a wet
environment and thereby become quite spherical. Furthermore, as the particles are
small, so is the Stokes number. For the largest particles it evaluates to St < 0.2 and for
the majority St << 1, meaning that the relative velocity between the phases is small.
The particles largely follow the flow and the effect of assuming sphericity is negligible.

Lift force

The dispersed particles are affected by shear and rotational forces in this study. The lift
force acting on a dispersed phase by a continuous phase can be described as

𝑭L = −𝐶L𝜌f𝛼p𝒖r · 𝝎 , (A.8)
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where 𝐶L is the lift force coefficient and 𝝎 is the vorticity defined by the curl operator as
𝝎 = ∇×𝒖f. The lift force coefficient by Saffman (1965) describes the lift force coefficient
for low Reynolds numbers as

𝐶L =
3

2𝜋
√
𝑅𝑒𝜔

𝐶′
L (A.9)

where 𝐶′
L = 6.46 and the vorticity Reynolds number is given as 𝑅𝑒𝜔 = |𝝎 | 𝑑2

p/𝜈f. Mei
(1992) extended the lift force coefficient to cover finite Reynolds numbers and extended
the applicable range. The lift force coefficient, 𝐶′

L, is given as

𝐶′
L =

{
6.46

[(
1 − 0.3314𝛽0.5

)
𝑒−0.1𝑅𝑒p + 0.3314𝛽0.5

]
𝑅𝑒p ≤ 40

6.46 · 0.0524
√
𝛽𝑅𝑒p 𝑅𝑒p > 40 ,

(A.10)

where 𝛽 = 0.5
(
𝑅𝑒𝜔/𝑅𝑒p

)
.

Virtual mass force

The virtual mass force describing the additional mass of the fluid being accelerated
along with the particulate mass is seen in Eq. (A.11).

𝑭VM = −𝐶VM𝜌f𝛼p

(
𝐷p
𝐷𝑡

𝒖p − 𝐷f
𝐷𝑡

𝒖f

)
, (A.11)

where 𝐶VM is the virtual mass force coefficient, and for this study, a constant value of
𝐶VM = 0.5 is applied. The term 𝐷p/𝐷𝑡 and 𝐷f/𝐷𝑡 denotes the material derivative for
the particle and fluid phase respectively.

Turbulent dispersion force

The turbulence in the continuous phase, described by the turbulent diffusion term, is
based on the averaged velocity field when using the RANS methodology. This means
that the turbulent eddies in the continuous phase do not directly impact the dispersed
phase as the eddies are modelled and not resolved. To account for the turbulent
dispersion of the dispersed phase, Burns et al. (2004) performed a Favre averaging of
the drag force. The turbulent dispersion force is given as

𝑭disp = −3
4𝐶D

𝛼p𝜌f
𝑑p

𝒖r
𝜈t
𝜎

(
∇𝛼f
𝛼f

−
∇𝛼p
𝛼p

)
, (A.12)

where 𝜎 is the turbulent Schmidt number, which is set to a value of 𝜎 = 0.9 in this
study.

A.3.3 Population balance equation
The evolution of the particle size distribution is described using the population balance
equation, a transport equation for the number density function, 𝑛 (𝜉, x, 𝑡), where 𝜉
is the internal coordinate and x is the spatial coordinate. In this study, the particle
size distribution is of interest, which is why the internal coordinate is the volume of
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the particles, 𝜉 = 𝑣𝑝 . For ease of notation and since all terms depend on the spatial
dimension and time, the number density function is denoted by 𝑛𝑣 . The population
balance equation is given as

𝜕

𝜕𝑡
𝑛𝑣 + ∇ · (𝒖𝑛𝑣) = 𝑆𝑣 , (A.13)

where 𝑆𝑣 is the source term accounting for the discontinuous changes in the number
density function such as aggregation and breakage, given by

𝑆𝑣 =
1
2

𝑣∫
0

𝑛𝑣′𝑛𝑣−𝑣′𝑎𝑣′ ,𝑣−𝑣′d𝑣′ − 𝑛𝑣
∞∫

0

𝑛𝑣′𝑎𝑣,𝑣′d𝑣′

+
∞∫
𝑣

𝑛𝑣′𝑏𝑣′𝛽𝑣,𝑣′d𝑣′ − 𝑛𝑣𝑏𝑣 . (A.14)

The birth and death by aggregation are given by the first two terms on the right-hand
side and 𝑎𝑣,𝑣′ denotes the corresponding aggregation frequency. Birth and death by
breakage are described by the third and fourth term on the right-hand side of Eq.
(A.14), where 𝑏𝑣′ denotes the corresponding breakage frequency. During breakage,
information about the number and distribution of daughter particles is given by the
daughter size distribution function, 𝛽𝑣,𝑣′ , which must satisfy the constraints

𝑣′∫
0

𝑣𝛽𝑣,𝑣′d𝑣 = 𝑣′ , (A.15)

and
𝑣′∫

0

𝛽𝑣,𝑣′d𝑣 = 𝑛𝛽 , (A.16)

where 𝑛𝛽 is the total number of daughter particles born from particle breakage. The
daughter size distribution function for this study is presented in section A.3.3.

Eq. (A.13) is solved by discretising the particle size domain into a set of size
classes with an upper and lower boundaries, 𝑣𝑖 and 𝑣𝑖+1, respectively. The number
concentration, 𝑁 , is given by integrating over the resulting size class

𝑁𝑖 =

𝑣𝑖+1∫
𝑣𝑖

𝑛𝑣d𝑣 . (A.17)

The discretised version of Eq. (A.13) using Eq. (A.17) yields

𝜕𝑁𝑖
𝜕𝑡

+ ∇ · (u𝑁𝑖) = 𝑆𝑖 . (A.18)

The source term in Eq. (A.18) is obtained using the formulation proposed by Kumar
and Ramkrishna (1996), where it is assumed that the population is concentrated at
pivotal volumes and the mean value theorem is applied for computing the frequencies.
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A separate transport equation is solved for each size class. The volume concentration
of the particle phase is then given as:

𝛼p =

𝑘∑
𝑖=0

𝑥𝑖𝑁𝑖 , (A.19)

where 𝑥𝑖 is the pivotal volumes of the size class. For further details of the algorithm,
the reader is referred to the work of Lehnigk et al. (2021).

Aggregation kernel

The birth and death of new particles due to aggregation are based on an aggregation
kernel describing the aggregation frequency. In this work, the aggregation kernel
proposed by Adachi et al. (1994) is adopted. It has been applied successfully by
Marchisio et al. (2003) and Cai et al. (2019) to describe the aggregation of particles in
turbulent flows. The aggregation frequency model is

𝑎𝑑,𝑑′ =
4
3

√
3𝜋
10

√
𝜀f
𝜈f

(
𝑑 + 𝑑′

)3
, (A.20)

where 𝜀f is the turbulent dissipation rate of the continuous phase and 𝜈f is the kinematic
viscosity of the continuous phase.

Breakage kernel

The birth and death of particles due to breakage are described by the breakage kernel.
Here, the model proposed by Kusters (1991) is adopted. The breakage frequency model
is an exponential kernel given by

𝑏𝑣′ =

√
4

15𝜋

√
𝜀
𝜈f

exp
(
− 𝜀cr

𝜀

)
, (A.21)

where 𝜀cr is the critical rate of energy dissipation required for the agglomerate to break
up. The critical rate of energy dissipation is defined as

𝜀cr =
𝐵

𝑟c
, (A.22)

where 𝐵 is a strength parameter that accounts for the critical shear velocity needed to
break an agglomerate and 𝑟c is the collision radius, which is based on a correlation
proposed by Mandelbrot (1985):

𝑟c = 𝑟0

(
𝑛𝑖
𝑘c

)1/𝐷f

. (A.23)

Herein, 𝑟0 is the radius of the primary particle in the agglomerate, 𝑛𝑖 is the number of
primary particles in the agglomerate, 𝑘𝑐 is a constant relative to the packing density
which is generally assumed to be unity (Jeldres et al., 2017) and 𝐷f is the fractal
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dimension. The number of primary particles , 𝑛𝑖 , is given by Eq. (A.24), where 𝑟𝑖
is the radius of the agglomerate.

𝑛𝑖 =

(
𝑟𝑖
𝑟0

)𝐷f

. (A.24)

The critical strength of the agglomerate is thereby a function of the fractal dimension
and the number of primary particles in the agglomerate, meaning larger agglomerates
are more likely to break compared to smaller agglomerates.

Daughter size distribution

A size distribution model is needed when an agglomerate breaks into smaller fragments
(daughters particles). For this study a beta distribution function is chosen for the newly
formed particles. Laakkonen et al. (2007) proposed a beta distribution that is a function
of the number of daughter particles and is given as

𝛽𝑣,𝑣′ = (1 + 𝐶4)(2 + 𝐶4)(3 + 𝐶4)(4 + 𝐶4)
(
1
3

) (
1
𝑣′

) ( 𝑣
𝑣′

)2

(
1 − 𝑣

𝑣′

)𝐶4
,

(A.25)

where 𝑣 is the volume of the daughter particle and 𝑣′ is the volume of the mother
particle. The total number of daughters generated is a function of the coefficient, 𝐶4:

𝑛𝑖 =
4
3 + 𝐶4

3 . (A.26)

A.4 Results and Discussion

A.4.1 Simulation parameters
The particle properties used for the simulations are seen in Table A.2. The primary
particle size of the agglomerates is chosen based on the measurements of Trivanovic
et al. (2019) and the fractal dimension selected according to the measurements of
Mikhailov et al. (2006) and Ma et al. (2013). The particle size range is discretised into
50 size classes that are distributed equally on the logarithmic scale in the range of
1 μm < 𝑑p < 1000 μm as

log10

(
𝑑p,𝑖
𝑑p,𝑖−1

)
=

log10

(
𝑑p,𝑁
𝑑p,1

)
𝑁 − 1 1 < 𝑖 < 𝑁 . (A.27)

To ensure computational stability the Courant–Friedrichs– Lewy (CFL) condition,
which determines the maximum allowed time step by considering the mesh size, is
set to a maximum value of CFL = |𝒖f |Δ𝑡/Δ𝑥 < 1. The simulations were continued
until a steady-state solution was obtained, which was found to be dependent on the
fluid Reynolds number and the geometrical setup for the specific case. Dependent
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Table A.2: Particle properties applied for the simulations.

Property Symbol Value Unit

Density 𝜌p 1400 kg/m3

Primary particle size 𝑑0 250 nm
Fractal dimension 𝐷f 2.4 -
Coefficient of restitution 𝑒 0.75 -

on the case, a steady-state solution was obtained after a dimensionless flow length
of 300 < �̃� < 1000, where �̃� = 𝑡 · �̄�f/𝑑h and �̄�f is the mean bulk velocity of the fluid.
Common for all geometrical cases was that the steady-state solution was obtained faster
with increasing fluid Reynolds number.

The experiment features a total dimensionless length of �̃� = 500. A length of
�̃� = 350 is experienced by the fluid after the polymer flocculant is dosed into the process
stream. In the simulation, the particulate phase is inserted into a fully developed flow
field and then the dimensionless flow length needed to obtain a steady-state solution
for the particle size distribution is analysed. For the numerical simulation with a fluid
Reynolds number of 𝑅𝑒f = 22, 500, the dimensionless length to reach the steady-state
solution is seen in Fig. A.4. The steady-state solution for the particle size distribution
is obtained after a dimensionless flow length of �̃� ≈ 450. It is therefore concluded that
a periodic computational domain can be used to obtain steady-state solutions for the
given geometry. The no-slip condition is applied to the walls of the domain for both
phases.
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Fig. A.4: Sauter mean diameter as a function of the dimensionless flow length, �̃� for 𝑟B = 1.5𝑑h,
𝑅𝑒f = 22, 500, 𝐵 = 50 · 10−7 and 𝐶4 = 2.

A.4.2 Mesh independence study
The number of computational cells in the domain is increased to a point where a solution
that is independent of the number of computational cells is obtained. The parameter
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of interest in this study is the particle size distribution and the volume-averaged Sauter
mean diameter which is seen in Fig. A.5 for three different mesh sizes. The coarse
mesh consists of 97,000 cells, the medium mesh consists of 313,000 cells and the fine
mesh consists of 521,000 cells. The mesh is refined in the axial and radial direction, but
keeping a constant minimum cell size at the wall. A mesh independent particle size
distribution is obtained using the medium-sized mesh, which is also the computational
mesh seen in Fig. A.3.
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Fig. A.5: Particle size distribution for three different computational mesh sizes with the parameters
of 𝑅𝑒f = 22, 500, 𝑟B = 1.5𝑑h, 𝐵 = 50 · 10−7 and 𝐶4 = 2.

A.4.3 Validation of model parameters
Two model properties are varied to find particle characteristics that resemble the exper-
imental measurements. The particle critical strength parameter, 𝐵, and the daughter
size distribution coefficient, 𝐶4, is varied to see the effect of that given parameter and
to find suitable properties for the particles.

Critical strength parameter

The particle strength parameter, 𝐵, is varied for a constant fluid Reynolds number, to
analyse the effect on the particle size distribution when changing the critical strength.
The fluid Reynolds number resembles that of the experimental measurements, 𝑅𝑒f =

22, 500, and the strength parameter was varied from 40 · 10−7 < 𝐵 < 60 · 10−7. The
daughter size distribution coefficient 𝐶4 is set to 𝐶4 = 2 for this parameter study. The
steady-state particle size distribution at the outlet of the domain is seen in Fig. A.6. The
shape of the particle size distribution is similar for the three values of 𝐵, but the peak
of the particle size distribution increases as 𝐵 decreases. Using a strength parameter of
𝐵 = 50·10−7 m3/s3 produces results that are in good agreement with the experimentally
obtained particle size distribution. This value will be used for further analysis of the
impact of the fluid Reynolds number and the effect of the pipe bend radius.
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Fig. A.6: Particle size distribution for strength parameters, 𝐵, compared to experimentally obtained
particle size distribution using a Malvern Mastersizer 3000. Lowering the strength parameters
results in an increased number of smaller particles.
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Fig. A.7: Particle size distribution of 𝑅𝑒f = 22, 500 and 𝑟B = 1.5𝑑h for different daughter size dis-
tribution coefficients, 𝐶4, with the experimentally obtained particle size distribution for reference.

Daughter size distribution coefficient

For studying the impact of the daughter size distribution coefficient 𝐶4, simulations are
carried out using 𝐶4 = 2, 𝐶4 = 4 and 𝐶4 = 6. The number of agglomerate fragments
increases with the coefficient, meaning that smaller daughter particles are favoured.
The particle size distribution for the different daughter distribution coefficients is seen
in Fig. A.7, where the experimentally measured particle size distribution is shown
for reference. An increased concentration of smaller particles is observed when 𝐶4
increases, as expected. It is seen that a daughter size distribution coefficient of 𝐶4 = 2
produces a particle size distribution in good agreement with the experimental results,
which corresponds to binary breakage according to Eq. (A.26).
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Fig. A.8: Steady-state contour plots for the geometrical symmetry plane of the computational
domain for 𝑅𝑒f = 22, 500, 𝐵 = 50 · 10−7 and 𝐶4 = 2. (a): Normalised fluid velocity, |𝒖f | /�̄�f. (b):
Number concentration of the particle phase. (c): Sauter mean diameter, 𝑑32, of the particle phase.
(d): Normalised volume fraction of the particle phase, 𝛼f/�̄� 𝑓 .

A.4.4 Flow field
The normalised fluid velocity, |𝒖f | /�̄�f, is seen, as a contour in the middle of the pipe,
in Fig. A.8a for 𝑅𝑒f = 22, 500 and 𝑟B = 1.5𝑑h. Larger absolute velocities are observed at
the beginning of the pipe U-bend, as the fluid is forced towards the outer radius of the
bend, due to the strong curvature which effectively causing a downstream separation
zone. The separation zone is a function of the curvature of the bend and also of the
velocity of the fluid, as the fluid is more prone to stay attached at lower velocities. The
high-velocity zones are also the zones with the highest velocity gradients, as the fluid
changes direction within the U-bends. Therefore, the U-bends are the zones where
the particles are most prone to breakage, which is seen when analysing the contours
of the particle number concentration and the Sauter mean diameter in Fig. A.8b and
A.8c, respectively. The high curvature of the bend forces the two phases to separate
and a larger volume fraction is observed in the 180◦ bend, as seen when analysing the
normalised volume fraction of the particle phase in Fig. A.8d. The heavier particle
phase is forced towards the circumference of the bend.

A.4.5 Variation of flow parameters
The fluid Reynolds number and the geometrical setup of the 180◦ bend are varied
to study their effect on the particle size distribution. These parameters are chosen
to analyse the effect of increasing the volumetric flow rate through the same static
flocculator or changing the bend radius of the static flocculator in the design process.

112



A.4. Results and Discussion

Fluid Reynolds number

The fluid Reynolds number is varied in the range of 15, 000 < 𝑅𝑒f < 35, 000 and
the resulting steady-state particle size distributions are seen in Fig. A.9. When the

µ

Fig. A.9: Particle size distribution for different fluid Reynolds numbers for 𝑟B = 1.5𝑑h.

fluid Reynolds number increases, more turbulence is generated. This means that the
turbulent energy dissipation rate increases overall in the computational domain and
also at the 180◦ bends. As a result, breakage outweighs aggregation, thereby resulting
in a distribution that is shifted towards smaller sizes.

It is observed how the mean particle diameter decreases along the inner circum-
ference of the 180◦ bend when analysing the contour plot of the Sauter mean diameter
in Fig. A.8c. This is also where the turbulent energy dissipation rate is largest, which
is causing the particles to break up. Downstream of the U-bend the mean particle
diameter increases again as the turbulent dissipation rate decreases, resulting in an
increased agglomeration.

Pipe bend radius

To analyse the impact of the geometrical setup, the bend radius of the pipe is varied.
Three of the most common industrial bend radii are used: 𝑟B = 𝑑h, 𝑟B = 1.5𝑑h and
𝑟B = 2.5𝑑h. The fluid Reynolds number is again varied within the range of 15, 000 <
𝑅𝑒f < 35, 000 and the Sauter mean diameter is plotted as a function of the fluid Reynolds
number in Fig. A.10. It is seen that as the fluid Reynolds number increases, the
particle Sauter mean diameter decreases and converges to a constant value for all pipe
bend radii. This effect is due to more turbulence being induced in the fluid domain,
thereby increasing the turbulent energy dissipation rate in the overall computational
domain. It is therefore observed that the bend radius of the pipe has a negligible
impact on the Sauter mean diameter of the particles if the fluid Reynolds number
exceeds 𝑅𝑒f > 30, 000, for the particle properties chosen.

When analysing the dimensionless length needed to obtain a steady-state solution,
�̃�SS, in Fig. A.11, it is seen that the response length of the system increases with the
bend radius of the pipe. It is also observed that the response length decreases when

113



Paper A.

15000 20000 25000 30000 35000
Fluid Reynolds no. Ref [-]

0

20

40

60

80

100

120

140
Sa

ut
er

 m
ea

n 
di

am
et

er
, d

32
 [µ

m
]

rB = dh
rB = 1.5dh
rB = 2.5dh

Fig. A.10: Sauter mean diameter, 𝑑32, as a function of the fluid Reynolds number for three different
pipe bend radii.

the fluid Reynolds number increases. The experimental setup, see Fig. A.2, has a total
dimensionless length of �̃� = 500, and therefore the largest particle size distribution that
can be obtained within this length is given by choosing a bend radius of 𝑟B = 𝑑h and
a fluid Reynolds number of 𝑅𝑒f = 15, 000. By choosing this configuration, the Sauter
mean diameter increases from 𝑑32 = 42.7μm to 𝑑32 = 95μm without changing the
dimensionless length of the experimental setup.
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Fig. A.11: Sauter mean diameter, 𝑑32, as a function of the dimensionless length �̃�SS needed to
obtain a steady-state solution for the different bend radii and fluid Reynolds numbers.

A.5 Conclusion
A numerical model for predicting the particle size distribution when accounting for
particle agglomeration and breakage is presented in this study in conjunction with
an experimentally obtained particle size distribution of flocculated soot particles. The
fluid and particle phases are modelled using the multi-fluid model , where the particle

114



A.6. Acknowledgements

number density function is tracked by solving the population balance equation with
the method of classes. Special care is taken to account for the interfacial momentum
transfer between the fluid and solid phase. Furthermore, agglomeration and breakage
kernels are applied for the turbulent regime, to obtain a steady-state solution for the
particle size distribution.

Several simulations are carried out to analyse and find suitable parameters that
describe the agglomeration and breakage of soot-like particles in the Euler-Euler model.
Using the critical turbulent energy dissipation rate and daughter size distribution,
suitable numerical parameters are presented which obtain results in good agreement
with the experimental data.

The particle size distribution for fluid Reynolds numbers in the range of 15, 000 <
𝑅𝑒f < 35, 000 is analysed for three different pipe bend radii of 𝑟B = 𝑑h, 𝑟B = 1.5𝑑h
and 𝑟B = 2.5𝑑h. It is shown that the pipe bend radius has a negligible impact on the
Sauter mean diameter when the fluid Reynolds number exceeds 𝑅𝑒f > 30, 000 for the
selected particle parameters. It has been shown that the Sauter mean diameter can be
increased from 𝑑32 = 42.7μm to 𝑑32 = 95μm by decreasing the pipe bend radius from
𝑟B = 1.5𝑑h to 𝑟B = 𝑑h and decreasing the fluid Reynolds number from 𝑅𝑒f = 22, 500 to
𝑅𝑒f = 15, 000 while maintaining a maximum flow length of �̃� = 500.
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A.7 Additional information
The implementation of the aggregation- and breakage kernels as well as the Saffman-
Mei lift force models is published through the HZDR Multiphase Addon for Open-
FOAM (Schlegel et al., 2022) and has also been contributed to the main OpenFOAM
release (The OpenFOAM Foundation, 2022).

A.A Submodels applied for KTGF theory
Mathematical equations for the submodels applied for the kinetic theory of granular
flow is presented in this appendix to support Table A.1.

A.A.1 Radial distribution function
The mathematical expression for the radial distribution function, 𝑔0, by Lun and Savage
(1986) is given as

𝑔0 =

(
1 −

𝛼p
𝛼p,max

)
. (A.28)
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A.A.2 Conductivity of granular energy
The mathematical expression of Hrenya and Sinclair (1997) to account for conductivity
of granular energy is given by

𝜅 =
25

√
𝜋Θ

128 𝜌p𝑑p

©« 1

1 + 𝜆mfp
𝑅

8
𝜂𝑔0

+
96𝛼p

5
ª®¬(

1 + 12
5 𝜂2(4𝜂 − 3)𝛼p𝑔0

41 − 33𝜂

)
+ 512

25𝜋𝜂𝛼2
p𝑔0

]
,

(A.29)

where Θ is the granular energy, 𝜆𝑚 𝑓 𝑔 is the mean free path, 𝑒 is the coefficient of
restitution, 𝜂 = 1/2 (1 + 𝑒) and 𝑅 is the characteristic length.

A.A.3 Frictional stress
The semi-empirical equation proposed by Johnson and Jackson (1987) for the normal
frictional stress, 𝑃f, is given as

𝑃f = Fr

(
𝛼p − 𝛼p,min

)𝑛(
𝛼p,max − 𝛼p

)𝑝 , (A.30)

where Fr, 𝑛 and 𝑝 are empirical material constants and 𝛼p > 𝛼p,min. The volume
fraction at where frictionla stresses become significant is denoted by 𝛼p,min and in
this study this value chosen 𝛼p,min = 0.01, meaning frictional stresses are assumed
negligible for dilute particle flow.

A.A.4 Generation and dissipation of granular energy
The mathematical expression for generation and dissipation of granular energy, 𝜆p, by
Lun et al. (1984) is given as

𝜆p = 12
(
1 − 𝑒2

) 𝛼p𝜌p𝑔0

𝑑p
√
𝜋

Θ3/2 . (A.31)

A.A.5 Particle shear viscosity
The mathematical expression for particle shear viscosity, 𝜇p of Hrenya and Sinclair
(1997) is given by

𝜇p =
5
√
𝜋Θ

96 𝜌p𝑑p

[(
1

𝜂𝑔0
+

8𝛼p
5

) (
1 + 8

5𝜂(3𝜂 − 2)𝛼p𝑔0
2 − 𝜂

)
+ 768

25𝜋𝜂𝛼2
𝑝 𝑔0

]
.

(A.32)
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A.A.6 Particle phase pressure
The solid-phase pressure, 𝑃p, represents the normal forces due to particle-particle
collisions. The mathematical formulation of Lun et al. (1984) is given as

𝑃p = 𝜌p𝛼pΘ
[
1 + 2 (1 + 𝑒) 𝑔0𝛼p

]
. (A.33)
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Abstract
Decay of secondary motion downstream 180◦ pipe bends are investigated using Large Eddy
Simulations (LES) for bend radii of 1 ≤ 𝑟B/𝑑h ≤ 3.375 at a Reynolds number of Reh = 10, 000.
The velocity and turbulence characteristics are validated against experimental data for a straight
pipe section as well as against experimental- and DNS data for a 90◦ pipe bend. As the bend
radius decreases, a larger magnitude of turbulence intensity is induced immediately downstream
of the bend and for the largest magnitude, the highest gradient of the decay turbulence intensity is
observed. As a result, the recovery length needed to re-establish the velocity profile downstream
of the pipe bend decreases. Turbulence is transported at a higher rate, indicating that the recovery
of the velocity profile is driven by turbulence transport. Secondary motions are induced by the
curvature of the pipe bend and as the bend radius decreases, the magnitude of the secondary
motion increases. The results show how the secondary motion decay in magnitude as the flow
moves downstream the pipe bend. At the outlet of the bend, secondary motions are dominating
at the walls and in the bulk flow. As the fluid moves further downstream, the secondary flows
dominate close to the walls and at a length of 𝑥/𝑑h = 5, a negligible difference in secondary
motion is observed for the different bend radii.

B.1 Introduction
Transport of fluids in circular pipes is a part of most engineering applications and most
often the fluid flow is in the turbulent regime. These applications include heat exchang-
ers, chemical reactors, mixing devices and piping to and from various applications. For
practical reasons the piping layout of the applications often includes both 90◦ and 180◦
pipe bends, where swirl, secondary motions and turbulence are induced downstream,
which causes additional pressure losses and distorts the velocity profile (Kim et al.,
2014). The characteristics of turbulence and secondary motions downstream of a bend
are important parameters for various applications when, e.g., measuring the volumetric
flow rate using an electromagnetic flowmeter. The distorted velocity profile, due to the
pipe bend, may result in both systematic and random errors (Salustiano Martim et al.,
2019).
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Rowe (1970) was among the first to study the total pressure distribution throughout
a 180◦ pipe bend and analysed the downstream effect of the pipe bend. Experimental
measurements were performed on a 180◦ circular pipe bend with a bend radius of
𝑟B = 12𝑑h and Reynolds number of Reh = 23, 600. Secondary flow patterns induced by
a pipe bend were some of the main findings and it was concluded that the secondary
flow was most intense at an angle of about 30◦ through the pipe.

Azzola et al. (1986) extended the experimental work by measuring the longitudinal
and azimuthal velocity components using laser Doppler velocimetry (LDV) for a 180◦
pipe bend with a bend radius of 𝑟B = 3.375𝑑h for Reynolds numbers of Reh = 57, 400
and Reh = 110, 000. Numerical results of the turbulence characteristics over the pipe
bend were compared to the presented experimental results and the Reynolds stress
tensor was modelled using the standard 𝑘-𝜀 turbulence model (Launder and Spalding,
1974). It was reported that the numerical- and experimental results were in good
agreement along the curvature of the pipe bend, but that the downstream results from
the numerical model deviated from the experimental data.

Sudo et al. (2001) measured the velocity components in a 180◦ pipe bend with a
bend radius of 𝑟B = 4𝑑h for a Reynolds number of Reh = 60, 000 using hot-wires in a
similar setup to Sudo et al. (1998), who investigated the velocity profile through a 90◦
bend. It was reported that a recovery length of 𝑥/𝑑h = 10 was required to recover the
symmetrical velocity profile for a 90◦ bend with a bend radius of 𝑟B = 4𝑑h. Analysing
the experimental results for the 180◦ pipe bend, it was concluded that the recovery
length is longer for a 180◦ bend when compared to the 90◦ with similar inlet boundary
conditions.

To achieve a better understanding of the downstream induced flow structures,
Hellström et al. (2013) used time-resolved stereoscopic particle image velocimetry (PIV).
The experimental results were obtained for a 90◦ pipe bend for Reynolds numbers of
Reh = 20, 000 and Reh = 115, 000. It is reported that the recovery of the profiles appears
to be driven by turbulent transport, which is expected to be more significant at higher
Reynolds numbers.

Di Liberto et al. (2013) simulated the turbulent flow through a pipe with three
bend radii, 𝑟B = 1.67𝑑h, 𝑟B = 5𝑑h and 𝑟B = ∞ (straight pipe), using direct numerical
simulations (DNS). The authors simulated the flow with a constant friction Reynolds
number of Re𝜏 = 500, resulting in Reynolds numbers of Reh = 17, 000, Reh = 15, 000
and Reh = 12, 000 respectively. The domain was meshed using periodic boundary
conditions, effectively giving an infinitely long curved pipe. The velocity profile within
the pipe bend was reported with high accuracy as the smallest scale turbulence was
resolved, but as an infinitely long pipe was simulated, the downstream effect was not
in the scope of the study.

Röhrig et al. (2015) studied the characteristics of a turbulent flow through a 90◦ pipe
bend at Reynolds numbers between 14, 000 ≤ Reh ≤ 34, 000 using both a RANS model
and a large-eddy simulation (LES) to resolve and model the turbulence in the flow.
The LES model successfully captured the time-averaged velocity profile, secondary
motions and turbulence structures, whereas the RANS model generally underpredicted
the velocity at the walls. The higher accuracy of the LES model comes at a higher
computational cost when compared to the RANS model.

More recently, Gotfredsen et al. (2020) measured the velocity profile and concen-
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tration profile of a tracer gas downstream of a 90◦ pipe bend using LDV. Numerical
results of two different Reynolds averaged Navier-Stokes (RANS) using the 𝑘-𝜔 SST
and the 𝑘-𝜀 turbulence models as well as results from a detached eddy simulation (DES)
were compared to the experimental results. It was concluded that the 𝑘-𝜔 SST model
had difficulties when predicting the turbulence downstream and that the 𝑘-𝜀 model
produced better results except for the inlet of the 90◦ pipe bend. The DES model was
successful in predicting the flow profile and turbulence up and downstream from the
pipe bend.

In this study, the downstream flow characteristics of a 180◦ pipe bend are studied
to evaluate the secondary motions, velocity fluctuations and turbulence induced by the
bend. The time-averaged velocity profile and the recovery of this are also analysed in
the present study to understand the recovery length needed to re-establish the velocity
profile. The flow in the pipe is simulated for a Reynolds number of Reh = 10, 000
using LES to resolve the velocity fluctuations. To analyse the effect of the bend radius
of the 180◦ pipe bend, the flow characteristics are analysed for bend radii bounded by
𝑑h ≤ 𝑟B ≤ 3.375𝑑h.

B.2 Details on numerical setup

B.2.1 Geometrical configuration
The computational domain is seen in Fig. B.1, where the bend radius of the pipe bend
is denoted by 𝑟B = 𝑘 𝑑h. Upstream of the 180◦ bend, a pipe with a length of 𝑥 = 10𝑑h,
is seen to make sure that a fully-developed turbulent velocity profile enters the pipe
bend. Downstream from the bend, another straight pipe section of 𝑥 = 10𝑑h is applied
to analyse the downstream turbulent properties of the fluid flow.

u

dh

5dh 10dh

r B
= k d h

Fig. B.1: Representation of the geometrical configuration with a bend radius of 𝑟B = 𝑘 𝑑h. The
inlet velocity profile is mapped at 𝑥 = 5𝑑h downstream and reapplied at the inlet.

B.2.2 Governing equations for the fluid flow
The filtered LES equations applied in this study are valid for an unsteady, incompress-
ible, three-dimensional viscous flow and the continuity- and momentum equations are
given by Eq. (B.1) and (B.2), respectively, as

∇ · 𝒖 = 0 , (B.1)
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𝜕𝒖
𝜕𝑡

+ ∇ · (𝒖𝒖) = − 1
𝜌
∇𝑝 + ∇

( (
𝜈 + 𝜈sgs

)
∇ · 𝒖

)
, (B.2)

where 𝒖 is the filtered velocity, 𝑝 is the filtered pressure, 𝜈 is the fluid viscosity and
𝜈sgs is the sub-grid scale turbulent viscosity. A pressure correction term is applied to
the inlet boundary condition to balance the mean fluid velocity, as the velocity profile
at the inlet is re-applied from a distance of 𝑥 = 5𝑑h downstream from the inlet which is
further described in section B.2.5 and illustrated in Fig. B.1.

The governing equations are discretised using the finite volume method and time
advancements are performed using an implicit, second-order accurate scheme where
a maximum Courant–Friedrichs–Lewy (CFL) condition of CFL = Δ𝑥/(|𝒖 |Δ𝑡) < 1 is re-
straining the time step advancements. All spatial terms are discretised using second-
order accurate schemes to reduce numerical damping of the velocity fluctuations. The
coupling of the pressure and velocity fields is performed using the PISO algorithm pro-
posed by Issa (1986). All simulations in this study are carried out using the open-source
CFD library OpenFOAM.

B.2.3 Sub-grid scale turbulence modelling
The sub-grid scale (SGS) turbulent viscosity, 𝜈sgs, is modelled using the wall-adapting
local eddy-viscosity (WALE) model, proposed by Nicoud and Ducros (1999), to account
for the sub-grid scale eddy dissipation. The SGS model is given as

𝜈sgs =
(
𝐶𝑊𝑉

1/3
)2

(
𝑠𝑑𝑖𝑗 𝑠

𝑑
𝑖𝑗

)3/2

(
𝑠 𝑖 𝑗 𝑠 𝑖 𝑗

)5/2
+

(
𝑠𝑑𝑖𝑗 𝑠

𝑑
𝑖𝑗

)5/4
. (B.3)

Herein, 𝑉 is the volume of the local control volume and 𝐶𝑊 = 0.325. The traceless
symmetric part of the square of the velocity gradient tensor is defined as

𝑠𝑑𝑖𝑗 =
1
2

(
𝑔2
𝑖 𝑗 + 𝑔2

𝑗𝑖

)
− 1

3 𝛿𝑖 𝑗 𝑔
2
𝑘𝑘 , (B.4)

where 𝛿𝑖 𝑗 is the Kronecker delta, 𝑠 𝑖 𝑗 is the strain-rate tensor and the 𝑔 𝑖 𝑗 is the velocity
gradient defined as 𝑔 𝑖 𝑗 = 𝜕𝑢 𝑖/𝜕𝑥 𝑗 .

When comparing the WALE model to the traditional Smagorinsky-type SGS tur-
bulence models, the WALE model is well-suited for wall-bounded flows such as a pipe
flow, as the SGS viscosity automatically goes to zero at the wall, resulting in no damping
functions or dynamic constant adjustments to correct for the wall.

B.2.4 Computational domain
To resolve the largest turbulent eddies within the flow field, a fine computational mesh is
required. The first cell height, contacting the wall surface, is placed at 𝑦+ = Δ𝑦𝑢𝜏/𝜈 = 1
for all applied meshes to accurately resolve the viscous sub-layer part of the boundary
layer. The frictional velocity, 𝑢𝜏, denotes the velocity at the wall. The largest cell height,
Δ𝑦max, is placed in the centre of the pipe, as seen in the cross-sectional view of the
pipe in Fig. B.2, where a quarter of the cross-sectional view of the computational mesh
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is seen. The mesh is constructed with a maximum angle of 120◦ between each cell to
ensure a high grid quality.

Fig. B.2: Cross-sectional view of a quarter of the round pipe mesh.

For the different simulations carried out in the present study, the total number
of computational cells varies between 29.7 · 106 and 38.7 · 106 depending on the bend
radius. Simulations are carried out using a single HB120rs_v3 in Microsoft Azure which
is configured with 120 vCPUs of AMD EPYC 7V73X and 448 GB of RAM. Simulation
time using all available vCPUs is in the order of 40 hours per simulation.

B.2.5 Boundary conditions
A fully-developed turbulent velocity profile is applied to the inlet of the domain by
re-applying the 3-dimensional velocity field at a distance of 𝑥 = 5𝑑h downstream of the
inlet, which is also illustrated in Fig. B.1. The instantaneous velocity of the downstream
patch is re-applied to the inlet boundary at the next time advancement and the pressure
is corrected to ensure a mean velocity corresponding to the specified Reynolds number.
This effectively creates an infinitely long straight upstream of the pipe bend with the
sole purpose of creating a fully-developed turbulent velocity profile. To make sure no
spatial correlations exist in the flow field from the inlet to the mapping plane, Robinson
(1991) suggests turbulence structures in pipe flow to extend 𝐿+𝑥 = 1000 in viscous
units while Hærvig et al. (2018) used a computational domain of length 𝐿+𝑥 = 2500
(corresponding to 𝐿/𝑑h = 4) for a pipe flow with Reh = 10, 000. The velocity field is
therefore updated each time step to account for both spatial and temporal changes in
the velocity profile. Uniform pressure is applied at the outlet of the domain and the
no-slip velocity condition is applied to all walls.
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B.2.6 Validation
The near-wall velocity profile of the straight pipe section is compared to experimental
results obtained by Toonder and Nieuwstadt (1997) for a straight pipe section. The
velocity, normalised by the friction velocity 𝑢𝜏 =

√
𝜏/𝜌, is evaluated downstream at a

length of 𝑥 = 5𝑑h relative to the inlet, which is also where the instantaneous velocity is
re-applied to the inlet at every time advancement.

The numerical results obtained for three different mesh densities are compared to
the experimental values of Toonder and Nieuwstadt (1997) in Fig. B.3 and B.4. The
absolute and RMS velocities are normalised using the frictional velocity, 𝑢𝜏, for the
straight section of the pipe and it is found that the LES data is in good agreement with
both the experimental data and also the theoretical law of the wall (Von Kármán, 1930).
The finest mesh is in good agreement with both the streamwise velocity and the axial
RMS velocity, however, it overpredicts the radial RMS velocity close to the wall, as seen
in Fig. B.4b. The LES model is in good agreement with the radial RMS velocity when
the flow moves further away from the wall. As the finest mesh is in good agreement
with the experimental data and this grid density is chosen as the mesh size for the
following results presented in this study.

Fig. B.3: Normalised velocity, |𝒖 | /𝑢𝜏, as functions of the dimensionless boundary layer, distances
to the wall 𝑦+ for the straight pipe flow compared to experimental results obtained by Toonder and
Nieuwstadt (1997) Toonder and Nieuwstadt (1997) and to the law of the wall (viscous sub-layer
𝑢+ = 𝑦+ and log-law layer 𝑢+ = 2.5 · ln(𝑦+) + 5.5).

For validation purposes only, simulations through a 90◦ bend at Red = 5300 and
Red = 14000 is carried out using the LES model and the results are compared against
DNS data by Wang et al. (2018) as well as experimentally obtained data using com-
bined Particle Image Velocimetry (PIV) and Hot-Wire (HW) by Sattarzadeh (2011) and
Kalpakli Vester et al. (2016). The DNS data of Wang et al. (2018) is obtained for a 90◦
bend of 𝑟B = 1.25𝑑h for a fluid flow of Red = 5300. The normalised velocity profile is
in good agreement with the DNS data, as shown in Fig. B.5a. The PIV-HW data of
both Sattarzadeh (2011) and Kalpakli Vester et al. (2016) is obtained for a 90◦ bend of
𝑟B = 1.58𝑑h at a flow of Red = 14000. Sattarzadeh (2011) reports the data at a down-
stream length of 𝑥/𝑑h = 1.5 whereas Kalpakli Vester et al. (2016) report the data at a
downstream length of 𝑥/𝑑h = 0.67. The normalised streamwise velocity profile is in
good agreement with the experimental data at both locations, as shown in Fig. B.5b
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(a)

(b)

Fig. B.4: Normalised RMS velocity for the three mesh densities compared to experimental data of
Toonder and Niuewstadt (1997)Toonder and Nieuwstadt (1997) for the straight pipe section. The
normalised axial RMS velocity, 𝑢rms,𝑥/𝑢𝜏, is shown in Fig. B.4a and the normalised radial RMS
velocity, 𝑢rms,𝑟/𝑢𝜏, is shown in Fig. B.4b.

and B.5c.
Sattarzadeh (2011) and Kalpakli Vester et al. (2016) report the turbulence intensity

downstream of the 90◦ bend and the results at the downstream location of 𝑥/𝑑h = 1.5
is seen in Fig. B.6a and at a downstream location of 𝑥/𝑑h = 0.67 in Fig. B.6b. It is
observed that the LES model overpredicts the turbulence intensity slightly at the inner
radius, 𝑟B < 0, however, the data is in good agreement with the experimental data. The
turbulence intensity measured at the outer radius is in very good agreement with the
experimental data.

Comparing the LES results to the experimental results for the straight pipe section
in Fig. B.3 and to the DNS and experimental data for a 90◦ pipe bend, it is shown that
the LES model produces results that are in good agreement with both experimental
and DNS data.

B.3 Results and Discussion
Five simulations are performed at Reh = 10, 000 with bend radii in the range of 𝑑h ≤
𝑟B ≤ 3.375𝑑h. The number of computational cells applied in the computational domain
is dependent on the bend radius, as the total length of the domain increases as the bend
radius increases. A total of 29.7 million computational cells are applied for the smallest
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(a)

(b)

(c)

Fig. B.5: The normalised streamwise velocity, 𝑢𝑦/𝑢avg, for a pipe with a 90◦ bend. The streamwise
velocity for Red = 5300 and 𝑟B = 1.25𝑑h are compared to the DNS data of Wang et al. (2018) in
Fig. B.5a. The streamwise velocity for Red = 14000 and 𝑟B = 1.58𝑑h is compared to PIV-HW data
of Sattarzadeh (2011) Sattarzadeh (2011) and Kalpakli et al. (2016) Kalpakli Vester et al. (2016)
measured at a downstream length of 𝑥/𝑑h = 1.5 in Fig. B.5b and at a downstream length of
𝑥/𝑑h = 0.67 in Fig. B.5c.

bend radius, 𝑟B = 𝑑h, and a total of 38.7 million computational cells are applied for the
largest bend radius, 𝑟B = 3.375𝑑h.

B.3.1 Instantaneous velocity fields
Instantaneous velocity contours of the cross section after the pipe bend are seen in Fig.
B.8, where the magnitude of the velocity is scaled by the bulk velocity of the flow. The
contours are shown at a length of 0 ≤ 𝑥 ≤ 4𝑑h downstream of the 180◦ bend to highlight
the instantaneous velocity profile and the turbulence induced by the curvature of the
bend. It immediately indicates that the smallest bend radius, 𝑟B = 𝑑h induces the
largest magnitude of velocity fluctuations, as this contour has the largest magnitude of
velocity. As the bend radius increases, it is seen how the velocity fluctuations decrease
in magnitude and that the majority of the mass flow rate is located at the top half of
the pipe. As the fluid moves downstream for the pipe, it is indicated that the velocity
profile starts to recover, as the contours take a more homogeneous colour at 𝑥 = 4𝑑h
for all configurations when compared to 𝑥 = 0.

132



B.3. Results and Discussion

(a)

(b)

Fig. B.6: Turbulence intensity for a 90◦ bend with a fluid flow of Re = 14000 measured at a
downstream location of 𝑥/𝑑h = 1.5 in Fig. B.6a and 𝑥/𝑑h = 0.67 in Fig. B.6b

B.3.2 Time-averaged velocity profiles
The instantaneous velocity contours provide insight into the velocity fluctuations in
a very brief time period, which is why the time-averaged velocity profile provides a
better understanding of the flow phenomena taking place downstream of the bend. The
normalised time-averaged velocity, ⟨𝒖⟩/𝑢avg, is evaluated in the same cross-sectional
planes as the instantaneous contours in Fig. B.8 and the contours are shown in Fig. B.7.
The time-averaged velocity shows that a low-velocity zone is observed at the bottom
of the pipe immediately after the bend, 𝑥 = 0, for all bend radii. The low-velocity
area is the largest for the smallest bend radius, 𝑟B = 𝑑h, which is due to the fluid
streamlines slipping the wall due to the large curvature of the bend. The secondary
flow streamlines are also visualised in Fig. B.7 and it is observed for all cases that Dean
vortices are induced by the pipe bend, which is also reported by other researchers
(Dean, 1928; Anwer et al., 1989; Kalpakli and Örlü, 2013). The secondary flow profile is
further described in section B.3.3.

The time-averaged velocity profiles are evaluated in intervals of 𝜃 = 45◦ between
0◦ ≤ 𝜃 ≤ 180◦ throughout the 180◦ bend for the different bend radii and shown in
Fig. B.9. The inner radius of the pipe is denoted with 𝑟/𝑅 = −1 and the outer radius of
the pipe is denoted with 𝑟/𝑅 = 1. It is seen that the velocity profile is skewed at the inlet
of the pipe bend for the simulations with the smallest bend radius, 𝑑h ≤ 𝑟B ≤ 1.5𝑑h.
The velocity profile continues to become more skewed throughout the bend and the
biggest difference between the velocity profiles is observed at an angle of 𝜃 = 45◦
through the bend. When the flow leaves the bend at an angle of 𝜃 = 180◦, there is only
a small difference between the normalised velocity profiles produced by the different
bend radii.

The streamwise velocity for the symmetrical plane from the outlet of the pipe
bend to the outlet of the computational domain is plotted in Fig. B.10 to analyse the
skewness and the recovery of the velocity profile downstream of the pipe bend. The
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Fig. B.7: Normalised velocity, ⟨𝒖⟩/𝑢avg, at lengths of 𝑥 = 0, 𝑥 = 2𝑑h and 𝑥 = 4𝑑h downstream of
the bend for different bend radii. The secondary flows are visualised as streamlines.

velocity profile is normalised using the bulk velocity and plotted at a length of 𝑥/𝑑h = 0,
𝑥/𝑑h = 2, 𝑥/𝑑h = 4, 𝑥/𝑑h = 6 and 𝑥/𝑑h = 8 in Fig. B.10a to B.10e, respectively. It is
observed that the skewed velocity profile that exits the pipe bend, as seen in Fig. B.9
at an angle of 𝜃 = 180◦, becomes even more skewed at a length of 𝑥 = 𝑑h downstream
from the bend, in Fig. B.10a. The velocity profile for the smallest bend radius is the
most skewed velocity profile at this location. When the fluid moves further downstream
from the bend, the velocity profile starts to recover and at the outlet of the domain, seen
in Fig. B.10e, the most skewed velocity profile is observed for the simulation with the
largest bend radius, 𝑟B = 3.375𝑑h.

To quantify the skewness of the velocity profile over the cross-section of the pipe,
the uniformity index, 𝜑, of the velocity profile is evaluated, where the uniformity index
is given by

𝜑 = 1 − 1
2𝐴𝑢avg

∫ ��⟨𝒖⟩ − 𝑢avg
��d𝐴 . (B.5)

A uniformity index of 𝜑 = 1 equals a plug flow where the same velocity is applied in
all cells along the cross-section of the pipe. The evolution of the uniformity index of
the time-averaged velocity downstream of the pipe bends is shown in Fig. B.11.

A relatively high uniformity index is observed at the outlet of the bend, 𝑥 = 0 for
all simulations. After a length of 𝑥 = 𝑑h, a drop is observed for all bend radii and
this is where the flow experiences the lowest uniformity index. This is due to the fluid
slipping the wall at the outlet as it cannot stay attached to the wall. Comparing the
velocity profiles at the outlet of the bend in Fig. B.9 and at a distance of 𝑥 = 𝑑h in
Fig. B.10 show that a lower velocity occurs in the bottom part of the pipe due to the
fluid flow not staying attached to the wall, causing the uniformity index to decrease in
value. As the fluid moves further downstream from the bend, an increasing value for
the uniformity index is observed, which is also qualitatively observed in Fig. B.10. It is
noteworthy to mention that the uniformity index for the simulation with the smallest
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Fig. B.8: Cross-sectional instantaneous normalised velocity contours for all bend radii at lengths
of 𝑥 = 0, 𝑥 = 2𝑑h, 𝑥 = 4𝑑h downstream the 180◦ bend.

bend radius reaches the overall lowest uniformity index of 𝜑 = 0.87 but increases in
uniformity faster compared to the other configurations. In general, it is observed that
the uniformity index increases faster when the bend radius decreases and the lowest
uniformity index at 𝑥 = 10𝑑h are observed for the largest bend radius.

B.3.3 Decay of secondary motion
The secondary motion, also seen as flow streamlines in Fig. B.7, is further analysed to
study how the secondary flow decays as the flow moves downstream from the pipe
bend. The secondary velocity is normalised using the bulk velocity as (

��𝑢𝑦 ��+ |𝑢𝑧 |)/𝑢avg
and the secondary velocities are shown in Fig. B.13 for the different bend radii. The
secondary flow is largest in magnitude as the flow leaves the 180◦ bend which is seen
in Fig. B.13a. At this location, it is observed that the simulations for bend radii in the
range of 𝑑h ≤ 𝑟B ≤ 2.5𝑑h have two peaks which are at magnitudes of the same order.
The first peak is observed closer to the wall, where a large secondary flow is present
and a second peak is observed when moving towards the centre of the pipe.

When the fluid has moved a length of 𝑥 = 𝑑h downstream of the bend, it is observed
that the secondary flow has decreased significantly in magnitude, as seen in Fig. B.13b.
The secondary flow is now largest in magnitude close to the wall for all bend radii and
the simulation with the smallest bend radii has the largest magnitude of secondary flow.
This is the case until a length of 𝑥 = 4𝑑h downstream of the bend, seen in Fig. B.13e,
is reached, where it is observed that the secondary flow is still largest in magnitude
for the smallest bend radius, but that the secondary flow is at a magnitude with small
difference between the simulations.
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Inner radius

Outer radius

Fig. B.9: Normalised velocity profile |𝒖 | /𝑢avg throughout the 180◦ bend for angles between
0◦ ≤ 𝜃 ≤ 180◦. The inner bend is denoted with 𝑟/𝑅 = 1 and the outer bend is denoted with
𝑟/𝑅 = −1.

B.3.4 Turbulence intensity
The turbulence intensity is used as a method to evaluate the root-mean-square (RMS)
value for the velocity fluctuations and is evaluated as

𝐼 =
𝑢rms
𝑢avg

=

√
1
3

(
⟨𝑢′𝑥⟩2 + ⟨𝑢′𝑦⟩2 + ⟨𝑢′𝑧⟩2

)
· 1
𝑢avg

. (B.6)

Herein, the velocity fluctuations are the time-averaged velocity fluctuations defined by

⟨𝒖′⟩2 =
1
𝑁

𝑁∑
𝑖=0

(𝒖 − ⟨𝒖⟩)2 . (B.7)

The turbulence intensity is evaluated downstream of the pipe bend to analyse the
turbulence induced and how it evolves as a function of the downstream length. Fig. B.14
shows the turbulence intensity profiles at the outlet of the bend, 𝑥 = 0, at a downstream
distance of 𝑥 = 5𝑑h and close to the outlet of the computational domain, 𝑥 = 9𝑑h. It
is observed that the smallest bend radius induces the largest magnitude of turbulence,
shown in Fig. B.14a. When the flow leaves the bend, a skewed turbulence intensity
profile is observed for the two smallest bend radii. A larger turbulence intensity at the
inner radius compared to the outer radius. Combining the turbulence intensity profile
with the time-averaged velocity profile in Fig. B.10 shows that the largest magnitude
of turbulence intensity is induced at the location where the streamwise velocity is
the lowest. As the bend radius increases, smaller magnitudes of turbulence intensity
are observed at the outlet of the bend shown. Comparing the turbulence intensity
profile at the outlet of the bend to the profile at the outlet of the domain shows that
the turbulence decreases for the smallest bend radii and increases downstream of the
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Fig. B.10: Normalised streamwise velocity profile downstream of the pipe bend for the geometrical
symmetry plane of the pipe.

bend for the largest bend radii. A decreasing magnitude of turbulence intensity is
observed for the two smallest bend radii, 𝑑h ≤ 𝑟B ≤ 1.5𝑑h, in Fig. B.14a and B.14b. A
relative small change is observed for the configuration with a bend radius of 𝑟B = 2𝑑h
in Fig. B.14c and an increasing trend is observed for the bend radii of 2𝑑h ≤ 𝑟B ≤ 2.5𝑑h
in Fig. B.14d and B.14e.

Averaging the turbulence intensity over the cross-sectional plane downstream of
the bend shows how the evolution of the turbulence as a function of the downstream
length. Fig. B.12 shows the area-averaged turbulence intensity, 𝐼, for the five different
bend radii. As shown in the profile in Fig. B.14, the simulation with the smallest bend
radius induces significantly more turbulence at the outlet of the bend compared to the
other configurations. The turbulence intensity for the smallest bend radius decreases
with a larger gradient compared to the other bend radii, meaning that the turbulence
dissipates faster at this configuration.

Another interesting observation, when analysing the area-averaged turbulence in-
tensity is that the two simulations with the smallest bend radii, 𝑟B = 𝑑h and 𝑟B = 1.5𝑑h,
both have a lower magnitude of turbulence intensity at the outlet of the pipe bend
compared to the outlet of the domain. It is shown, in Fig. B.10, how the velocity pro-
file becomes skewed downstream of the bend as the bend radius increases. A higher
velocity profile is observed at the outer radius of the pipe which serves to induce more
turbulence which is shown in the turbulence intensity profile in Fig. B.14. The con-
figuration with a bend radius of 𝑟B = 2𝑑h remains almost constant downstream of the
bend. This is also seen when analysing the turbulence intensity profile in Fig. B.14c.

At the outlet of the computational domain, 𝑥 = 10𝑑h, the area-averaged turbulence
intensity for the configurations is between 8.4 % and 9 % . There is only a small difference
between the different bend radii when observing the area-averaged turbulence intensity
at the outlet of the domain. The smallest bend radii have the lowest value which is
approaching the area-averaged turbulence intensity observed at the inlet. To achieve
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Fig. B.11: Uniformity index, 𝜑, for the velocity profile as a function of the pipe length.

Fig. B.12: Cross-sectional area-averaged turbulence intensity, 𝐼, as a function of the length after
the pipe bend for the different bend radii.

a turbulence intensity magnitude of the same order as is observed at the inlet, the
downstream length would have to be extended to analyse at what position the impact
of the upstream bend is negligible.

Combining the results from the area-averaged turbulence intensity in Fig. B.12, the
turbulence intensity profile in Fig. B.14 and the uniformity index of the velocity profile
in Fig. B.11 provides information about the recovery length for the velocity profile. The
turbulence intensity is largest at the outlet of the bend for the smallest bend radius and
decays with the largest gradient. This configuration is also where the shortest recovery
length is observed, which supports the indication of Hellström et al. (2013) that the
recovery of the velocity profile is driven by turbulent transport.
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Fig. B.13: Normalised secondary velocity,
(��𝑢𝑦 �� + |𝑢𝑧 |

)
/𝑢avg, at B.13a: 𝑥 = 0 after the pipe bend,

B.13b: 𝑥 = 1𝑑h after the pipe bend, B.13c: 𝑥 = 2𝑑h after the pipe bend, B.13d: 𝑥 = 3𝑑h after the
pipe bend and B.13e: 𝑥 = 4𝑑h after the pipe bend.

B.4 Conclusion
In this study, large-eddy simulations have been carried out for a straight pipe with a
length of 𝑥 = 10𝑑h followed by a 180◦ pipe bend which transitions to another straight
pipe with a length of 𝑥 = 10𝑑h with the focus on studying the decay of secondary motion
and turbulence intensity when having different bend radii. A total of 5 simulations
are carried out with different bend radii, namely 𝑟B = 𝑑h, 𝑟B = 1.5𝑑h, 𝑟B = 2𝑑h,
𝑟B = 2.5𝑑h and 𝑟B = 3.375𝑑h at a Reynolds number of Reh = 10, 000. The numerical
model is validated against experimental data presented by Toonder and Nieuwstadt
(1997) for the straight pipe section and against DNS data of Wang et al. (2018) as well
as experimental PIV-HS data of Sattarzadeh (2011) and Kalpakli Vester et al. (2016)
for 90◦ bend. Normalised velocity profiles and contours, secondary flow patterns,
velocity profile uniformity index and turbulence intensity of the different bend radii
are analysed downstream of the 180◦ bend.

The secondary flow vortices induced by the pipe bend increase in magnitude as
the bend radius decreases. It shows how two peaks of secondary flow are dominating
immediately after the bend and as the flow moves further downstream, the secondary
flow is dominating closer to the walls. The normalised velocity profile becomes skewed
with a higher normalised velocity at the outer radius of the bend as the flow is forced
towards this outer radius. At the outlet of the bend, a small difference in the normalised
velocity profiles is observed, meaning that the transition between the curvature of the
bend and the straight pipe is an important factor in inducing downstream turbulence.

Like the increasing magnitude of secondary flow, the turbulence intensity increases
as the bend radius decreases. For the two simulations with the smallest bend radii,
𝑟B = 𝑑h and 𝑟B = 1.5𝑑h, a decreasing gradient of turbulence intensity is observed
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Fig. B.14: Turbulence intensity profiles at the outlet of the bend, 𝑥 = 0, at a downstream distance
of 𝑥 = 5𝑑h and 𝑥 = 9𝑑h for the different bend radii. The inner pipe radius is defined by 𝑟/𝑅 = −1
and the outer is defined by 𝑟/𝑅 = 1.

downstream of the bend and an increasing gradient for the turbulence intensity is
observed for the two simulations with the largest bend radii, 𝑟B ≥ 2.5𝑑h. It is shown
that the large magnitude of induced turbulence at the outlet of the bend, causes the
velocity profile to recover faster, as the uniformity index of the velocity profile increases
faster for the smallest bend radius. As the turbulence dissipates with a larger gradient,
the velocity profile recovers over a shorter distance. This observation supports the
statement of Hellström et al. (2013), who state that the recovery of the velocity profile
is driven by turbulence transport.
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Abstract
Designing a compact hydraulic pipe flocculator is a common challenge for various water pu-
rification and wastewater processes where space is limited. Various geometrical parameters are
analysed to identify the most important parameters when designing an efficient system for a
Reynolds number of 𝑅𝑒D = 20, 000. A coupled CFD-PBE model is applied to a total of 123
geometrical configurations to simulate particle aggregation and breakage due to the local velocity
gradients in the configurations. The shear present in the 90◦ pipe bends is the dominating factor
in the final aggregate size and therefore the most important geometrical factor is the bend radius.
Secondly, it is observed that the primary length, 𝐿1, has the second-largest impact as a linearly
increasing particle diameter is observed during the straight pipe. Helically coiled geometrical
configurations with no straight sections, 𝐿1 = 𝐿2 = 0, and a bend radius of 𝑟b ≥ 2𝑑h result in
large particles as a constant but moderate cross-sectionally averaged turbulent energy dissipa-
tion is observed throughout the pipe. The largest volume-averaged particle size is observed for
a configuration with a primary length of 𝐿1 = 20𝑑h, a secondary length of 𝐿2 = 0 and a bend
radius of 𝑟b = 2.5𝑑h.

C.1 Introduction
Flocculation of micron-sized particles is an important operation for a large range of
freshwater and wastewater treatment plants to achieve an efficient liquid-solid sepa-
ration. As many wastewater treatment plants rely on the separation of solids due to
sedimentation it is important to obtain large stable agglomerates, as the sedimentation
velocity, 𝑣𝑠 , is a function of the effective particle diameter, 𝑣𝑠 ∝ 𝑑2

p according to Stokes
law of settling.

Flocculation systems can generally be categorised into two groups, namely mechanical-
and hydraulic flocculation. In mechanical flocculation systems, a mechanical stirrer is
operated to introduce sufficient magnitudes of velocity fluctuations in the fluid which
causes the particles to collide and agglomerate. The turbulence in hydraulic floccu-
lation systems is driven by the fluid flow as the fluid passes through the application
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which introduces velocity fluctuations, e.g. a baffled basin, where the velocity fluctu-
ations in the flow are driven by flow obstructions caused by the baffles. In land-based
wastewater treatment systems, baffled basins with a large surface area, often referred to
as the footprint, are often used, but some industries do not have the space for such large
basins or tanks. This is the case for marine water treatment plants, where a compact
pipe flocculator can be utilised, which consists of a series of consecutive circular pipe
bends.

Historically, Smoluchowski (1917) formulated a mathematical model describing the
theoretical orthokinetic flocculation of particles under laminar conditions. In practice,
flocculation happens under turbulent conditions, which is why Camp and Stein (1943)
replaced the velocity gradient term, d𝑣/d𝑧 with a measurable average value using the
root mean square (RMS) velocity gradient. The RMS velocity gradient then becomes
a function of the total power dissipated in the entire system. In more recent years,
computational fluid dynamics (CFD) has proven to be a reliable method to describe
the local energy dissipation within a system and several researchers have shown the
capabilities of using CFD to predict orthokinetic flocculation in both mechanical and
hydraulic systems (Bridgeman, 2006; Vadasarukkai et al., 2011; Törnblom, 2018; Oliveira
and Donadel, 2019; Zhan et al., 2021).

Laine et al. (1999) were among the early researchers to use CFD to study the settling
of particles in a flocculation tank. Three different regimes were determined inside the
settling tank, namely rapid agitation, slow agitation and laminar flow. The turbulence in
the flow was modelled using the Re-Normalisation Group (RNG) 𝑘-𝜀 model proposed
by Yakhot et al. (1992) and from the velocity contours the researchers concluded that
the fluid motion sometimes caused aggregates to flow to the surface and thereby float
instead of sink.

Bridgeman et al. (2008) used CFD to study the local velocity gradient with a focus on
particle agglomeration and breakage. The authors studied the local velocity gradient
using a single-phase steady-state Reynolds-averaged Navier Stokes
(RANS) model to simulate the shear introduced by a mechanical stirrer in a flocculation
tank. The experimental- and numerical data obtained were in good agreement and
expressions for the strength and breakage of an aggregate as a function of the local
velocity gradient were presented.

Several researchers have applied the single-phase RANS modelling approach to
simulate the hydraulics within a flocculation system with the focus on describing the
local velocity gradient (Bridgeman et al., 2010; Sartori et al., 2015; Gar Alalm et al., 2016;
Xiang et al., 2018; Oliveira and Donadel, 2019). The referred studies have shown that
a local large velocity gradient is found inside the hydraulic domain, which leads to a
local zone where the agglomerates are highly prone to breakage.

In more recent years, researchers have simulated the agglomeration and breakage of
agglomerates using multiphase CFD. Focusing on a small 2-dimensional domain, Qiu
et al. (2016) described the agglomeration and sedimentation of spherical particles using
a coupling of CFD and discrete element modelling (DEM) using the Johnson-Kendall-
Roberts adhesion theory. The researchers showed how agglomerated particles within
lid-driven cavity sediments sink as opposed to small non-agglomerated particles.

The CFD-DEM models have high predicting capabilities as collisions between par-
ticles are resolved, but due to their nature of resolving each Lagrangian particle, this
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limits the use within flocculation systems as particles are usually within the micron-
sized range. For industrial applications, this means that the number of Lagrangian
particles quickly exceeds 𝑛p > 1012 making it unfeasible even with modern computing
capacities. Therefore, coarse-graining of the particles is often used (Tausendschön et al.,
2020; Jiang et al., 2020), or alternative, other methods are applied to solve the particle
phase and the momentum exchange between the phases.

Another approach, which has been applied successfully, is to use the coupled
population balance equation (PBE) to track the number density function of the disperse
phase within the computational domain (Marchisio et al., 2003; Yao et al., 2014a,b; Lau
and Kind, 2016; Wang et al., 2022). Different solutions of the PBE have been applied
throughout the literature, but the majority of the papers from recent years are based
on the methods of moments (MOM) and its derivatives. Marchisio et al. (2003) applied
the quadrature MOM (QMOM) to solve the PBE and describe the aggregation and
breakage of solid particles in a Taylor-Couette flow. As the QMOM is based on solving
a consecutive set of low-order integer moments of the number density function, the
integral source terms of the PBE are approximated using Gaussian quadrature. To solve
for a continuous number density function, Yuan et al. (2012) proposed the Extended
QMOM (EQMOM) and Passalacqua et al. (2018) implemented this approach as the
OpenQBMM module for the OpenFOAM CFD library. Kumar and Ramkrishna (1996)
proposed another solution to the PBE by discretising the PBE into several classes,
which is why this method is often referred to as the class method or sometimes also the
discrete- or sectional method. Lehnigk et al. (2021) implemented the class method into
the OpenFOAM CFD library as part of the Euler-Euler model and used it to successfully
simulate the synthesis of titania powder in a tubular reactor. The QMOM requires a low
number of scalar equations, making this method the least computationally expensive,
but this method has the drawback that there is no direct information about the number
density function and its shape. The EQMOM provides this additional information as
the number density function is approximated using a combination of kernel density
functions. The EQMOM is, however, more computationally expensive compared to the
QMOM and Li et al. (2017) reports that the EQMOM is up to 30x more computationally
expensive than the QMOM. The class method is also more computationally expensive
than the QMOM, as a set of discrete PBE has to be solved for each size class, and
this method also requires some knowledge of the particle size range in advance. The
advantage of the class method is that the number density function and its shape are
readily available at any point and time in the computational domain. This also means
that this method is highly intuitive to apply, as knowledge of the particle size range is
often known and the shape of the number density function is often the parameter of
interest.

In this study the geometrical parameters of a hydraulic pipe flocculator are varied
to analyse the effects on the particle size distribution. The geometrical parameters are
the primary length, 𝐿1, the secondary length, 𝐿2, the bend radius 𝑟b and the pitch of
inclination, 𝜑. A visualisation of the geometrical parameters are shown in Fig. C.1.
The parameters are varied as a function of the hydraulic diameter of the pipe, 𝑑h.
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Fig. C.1: The geometrical configuration of the setup. The pitch of inclination, 𝜑, denotes the
height between each pass, the primary and secondary lengths, 𝐿1 and 𝐿2, denote the length in the
primary and secondary direction and the bend radius of the pipe is denoted by 𝑟b.

C.2 Numerical framework
All geometrical configurations presented in this study are constructed with the same
cross-sectional mesh, which is seen in Fig. C.1. The computational mesh is made of
hexahedral cells with a maximum angle of 120◦.

C.2.1 Governing equations
The multiphase flow is described by the governing equations in the Euler-Euler frame-
work, where a set of continuity and momentum equations is solved for each phase, 𝜑.
The fluid- and particle phases are assumed incompressible and isothermal, resulting
in the governing equations seen in Eq. (C.1) and (C.2).

𝜕

𝜕𝑡

(
𝛼𝜑𝜌𝜑

)
+ ∇ ·

(
𝛼𝜑𝜌𝜑𝒖𝜑

)
= 0 (C.1)

𝜕

𝜕𝑡

(
𝛼𝜑𝜌𝜑𝒖𝜑

)
+ ∇ ·

(
𝛼𝜑𝜌𝜑𝒖𝜑𝒖𝜑

)
− ∇ · 𝜏𝜑 = − 𝛼𝜑∇𝑝 + 𝛼𝜑𝜌𝜑𝒈

+ 𝑴𝜑 + 𝑺𝜑 ,
(C.2)

where 𝛼 is the volume fraction, 𝜌 is the density, 𝒖 is the velocity, 𝜏 is the stress tensor,
𝑝 is the pressure which is shared by the continuous- and dispersed phase, 𝒈 is the
gravitational acceleration, 𝑺 is the momentum source term. 𝑴 is the momentum
exchange at the interface between the phases which is defined as

𝑴𝜑 =

𝑁∑
𝜑=0,𝜑≠𝜉

(
𝑭L,𝜑𝜉 + 𝑭D,𝜑𝜉 + 𝑭T,𝜑𝜉 + 𝑭VM,𝜑𝜉

)
, (C.3)
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where 𝑭L is the lift force, 𝑭D, is the drag force, 𝑭T is the turbulent dispersion force and
𝑭VM is the virtual mass force transferred between phase 𝜑 and 𝜉. As momentum is
conserved, it is implied that

∑
𝜑 𝑴𝜑 = 0. A source term is added in the continuous

phase to maintain a desired velocity by adding a pressure gradient increment to the
pressure gradient in Eq. (C.2) to maintain the desired bulk velocity. The governing
equations are solved using the Reynolds averaged Navier Stokes (RANS) model, where
the averaged components are solved and the fluctuating components are modelled.

C.2.2 Continuous phase turbulence modelling
To account for turbulence in the continuous phase, the stress tensor, 𝜏f, is modelled
using the Re-Normalisation Group 𝑘-𝜀 model by Yakhot et al. (1992). The statistical
Re-Normalisation group theory is applied to resolve the smallest eddies in the inertial
range. This procedure effectively removes small scales of turbulence by modifying
the turbulent viscosity. The two-equation RNG 𝑘-𝜀 provides the closure equations for
modelling the turbulence. The governing equations for the RNG 𝑘-𝜀 are given by

𝜕

𝜕𝑡
(𝛼f𝜌f𝑘) + ∇ · (𝛼f𝜌f𝑘𝒖f) = ∇

[(
𝜇f +

𝜇t
𝜎k

)
∇𝑘

]
+ 𝑃𝑘 − 𝛼f𝜌f𝜀 (C.4)

and

𝜕

𝜕𝑡
(𝛼f𝜌𝜀) + ∇ · (𝛼f𝜌f𝜀𝒖f) = ∇

[(
𝜇f +

𝜇t
𝜎𝜀

)
∇𝜀

]
+ 𝐶1𝜀

𝜀
𝑘
𝑃𝑘

−𝐶2𝜀𝛼f𝜌
𝜀2

𝑘
,

(C.5)

where 𝑃𝑘 is the production of turbulence due to the mean velocity gradients. In this
work, the default values of coefficients 𝐶1𝜀 = 1.42 and 𝐶2𝜀 = 1.68 are applied.

Escue and Cui (2010) compared the higher-order Reynolds stress turbulence model
(RSM) and the lower-order RNG 𝑘-𝜀 model to experimental data for swirling flow in a
pipe and concluded that the RNG 𝑘-𝜀 was superior to the RSM model for low swirling
flows. Reasonable predictions of the high swirling flows were obtained using the RNG
𝑘-𝜀 model. Due to its comparatively low computational cost and high accuracy in
predicting turbulence in swirling flows, the RNG 𝑘-𝜀 is chosen in this study.

C.2.3 Dispersed phase pressure
In this study no shear stress tensor is applied for the particle phase, as the volume
fraction is low, meaning that particle-particle interactions are neglected in this study.
As a high packing density in the smallest cells is still possible, even with low bulk
volume fractions, an exponential phase pressure model is applied to the particle phase.
This particle phase pressure increases exponentially when the particle volume fraction
approaches a maximum packing density, thereby preventing the particle phase of
exceeding the maximum packing density, 𝛼p,max. A pressure gradient concerning the
volume fraction is added to the momentum equation, as given by

𝑝′ = 𝑔0 · min
[
exp

(
𝛼p,exp

(
𝛼p − 𝛼p,max

) )
, 𝑝′max

]
, (C.6)
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where a maximum allowable packing density of 𝛼p,max = 0.62 is applied along with
the default values of 𝑔0 = 1000, 𝛼p,exp = 500 and 𝑝′max = 1000.

C.2.4 Lift force
To account for the lift force generated by the swirling flow around the aggregates, a lift
force is applied

𝑭L = −𝐶L𝜌f𝛼p𝒖r · 𝝎 , (C.7)
where the 𝝎 is the vorticity of the continuous phase defined by 𝝎 = ∇ × 𝒖 𝒇 . The
lift force coefficient, 𝐶L, of Saffman (1965) and later modified and extended for finite
Reynolds numbers by Mei (1992) is applied. The lift force coefficient is given as

𝐶L =
3

2𝜋
√
𝑅𝑒𝜔

𝐶′
L (C.8)

where the modified lift force coefficient, 𝐶′
L, is defined as

𝐶′
L =

{
6.46

[(
1 − 0.3314𝛽0.5

)
𝑒−0.1𝑅𝑒p + 0.3314𝛽0.5

]
𝑅𝑒p ≤ 40

6.46 · 0.0524
√
𝛽𝑅𝑒p 𝑅𝑒p > 40 .

(C.9)

Herein, 𝑅𝑒𝜔 is the vorticity Reynolds number which is defined as 𝑅𝑒𝜔 = |𝝎 | 𝑑2
p/𝜈f, 𝑅𝑒p

is the particle Reynolds number, defined as𝑅𝑒p =
��𝒖p − 𝒖f

�� 𝑑p/𝜈f and 𝛽 = 0.5
(
𝑅𝑒𝜔/𝑅𝑒p

)
.

C.2.5 Drag force
The drag force acting on the particle phase by the fluid phase is the dominating inter-
facial momentum transfer term and is described by

𝑭D =
1
2𝜌f |𝒖r | 𝒖r𝐶D𝐴p , (C.10)

where 𝐴p is the projected surface area of the aggregates and 𝐶D is the drag force
coefficient. The drag force coefficient model Wen and Yu (1966) is applied in this study
and is given as

𝐶D =


24
𝑅𝑒p

𝛼−2.65
f for 𝑅𝑒p < 0.5

24
𝑅𝑒p

(
1 + 0.15𝑅𝑒0.687

p

)
𝛼−2.65

f for 0.5 ≤ 𝑅𝑒p < 1000

0.44𝛼−2.65
f for 𝑅𝑒p ≥ 1000 .

(C.11)

The drag coefficient model is applicable for spherical particles meaning the particles are
assumed to be spherical. This is a simplification of the particles, as they are fractal-like
in their nature. Mikhailov et al. (2006) analysed the optical properties of soot using an
experimental technique and concluded that soot fractals form a compact shape close
to a sphere when the soot particles are subject to a wet environment. Fan et al. (2016)
showed how soot particles age from a loosely coupled fractal to a strongly coupled
fractal when subject to a wet environment. As the particles in this study are soot and
are suspended in water, this justifies the assumption of spherical particles.
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C.2.6 Turbulent dispersion force
As the Stokes number of the particles is small, St = 𝑡0𝑢p/𝑙0 < 1, they follow the
streamlines of the flow. This also means that the particles tend to follow the velocity
fluctuations of the continuous phase and as the turbulence is modelled using a 𝑘-𝜀
model, the velocity fluctuations are only modelled. A turbulent dispersion force is
therefore included to account for velocity fluctuations of the continuous phase. Burns
et al. (2004) performed Favre averaging of the drag force acting on the dispersed phase
and proposed the turbulent dispersion force as

𝑭disp = −3
4𝐶D

𝛼p𝜌f
𝑑p

𝒖r
𝜈t
𝑆𝑐t

(
∇𝛼f
𝛼f

−
∇𝛼p
𝛼p

)
, (C.12)

where 𝑆𝑐t is the turbulent Schmidt number, which is assumed 𝑆𝑐t = 0.9 in this study.

C.2.7 Virtual mass force
When there is a relative acceleration between the dispersed and continuous phases,
an additional force arises due to the acceleration of the fluid surrounding the particle.
This virtual mass force is given by

𝑭VM = −𝐶VM𝜌f𝛼p

(
𝐷p
𝐷𝑡

𝒖p − 𝐷f
𝐷𝑡

𝒖f

)
, (C.13)

where 𝐶VM = 0.5 is the virtual mass force coefficient for spherical particles, 𝐷p/𝐷𝑡 and
𝐷f/𝐷𝑡 are the material derivatives of the dispersed and continuous phase, respectively.

C.2.8 Population balance equation
The temporal evolution of the particle size distribution is modelled using the population
balance equation, which is a transport equation for the number density function. The
number density function, 𝑛 (𝜉, 𝒙 , 𝑡), is a function of an internal value 𝜉, a spatial
coordinate, 𝒙 at a given time, 𝑡. For many studies (Wang et al., 2019; Liao et al., 2018;
Salehi et al., 2017), including this study, the internal value of interest is the particle size,
which is why the particle volume is used as the internal value, 𝜉 = 𝑣p. The population
balance equation for the number density function is given as

𝜕

𝜕𝑡
𝑛𝑣 + ∇ ·

(
𝒖p𝑛𝑣

)
= 𝑆𝑣 , (C.14)

where the number density function as a function of the volume is denoted by 𝑛𝑣 for the
ease of notation and 𝑆𝑣 is the source term accounting for the discontinuous changes in
the number density function, e.g. aggregation and breakage. The source term of the
PBE is given by

𝑆𝑣 =
1
2

𝑣∫
0

𝑛𝑣′𝑛𝑣−𝑣′𝑎𝑣′ ,𝑣−𝑣′d𝑣′ − 𝑛𝑣
∞∫

0

𝑛𝑣′𝑎𝑣,𝑣′d𝑣′

+
∞∫
𝑣

𝑛𝑣′𝑏𝑣′𝛽𝑣,𝑣′d𝑣′ − 𝑛𝑣𝑏𝑣 , (C.15)
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where the two first terms on the right-hand side account for the changes due to ag-
gregation and 𝑎𝑣,𝑣′ is the aggregation frequency. The two last terms account for the
changes due to breakage, where 𝑏𝑣′ is the breakage frequency and 𝛽𝑣,𝑣′ is the daughter
size distribution. For details on the algorithm and discretisation, the reader is referred
to the work of Lehnigk et al. (2021) who describes how the class method is implemented
into the OpenFOAM CFD library.

C.2.9 Breakage kernel
The breakage kernel Kusters (1991) is applied in this study to account for the birth
and death of particles due to breakage. The breakage frequency is modelled as an
exponential function accounting for a maximum particle strength required for the
particle to break, as given by

𝑏𝑣′ =

√
4

15𝜋

√
𝜀
𝜈

exp
(
− 𝜀cr

𝜀

)
, (C.16)

where 𝜀cr is the critical energy dissipation rate required for the aggregate to break,
which is defined as

𝜀cr =
𝐵

𝑟c
, (C.17)

where 𝐵 is a parameter describing the strength of the particles which accounts for the
critical energy dissipation rate required for the particle to break and 𝑟c is the collision
radius. Mandelbrot (1985) proposed the correlation for the collision radius as

𝑟c = 𝑟0

(
𝑛𝑖
𝑘𝑐

)1/𝐷 𝑓

, (C.18)

where 𝑟0 is the radius of the primary particles within an aggregate, 𝑛𝑖 is the number
of primary particles in the aggregate and 𝑘𝑐 is a coefficient relative to packing and is
assumed unity in this study (Jeldres et al., 2017). A constant fractal dimension, 𝐷 𝑓 is
assumed when using this approach, meaning aggregates with a high fractal dimension
withstand a higher energy dissipation rate compared to aggregates with a lower fractal
dimension.

In a previous study, Bilde et al. (2022) showed a good correlation between ex-
perimental and numerical particle size distributions when using a aggregate strength
parameter of 𝐵 = 50 · 10−7 m3/s3.

C.2.10 Daughter size distribution
The discretised daughter size distribution suggested by Laakkonen et al. (2007) is im-
plemented in this study. The daughter size distribution is a beta distribution describing
the distribution of daughter particles as a function of the number of daughter particles
and is given as

𝛽𝑣,𝑣′ = (1 + 𝐶4)(2 + 𝐶4)(3 + 𝐶4)(4 + 𝐶4)
(
1
3

) (
1
𝑣′

) ( 𝑣
𝑣′

)2

(
1 − 𝑣

𝑣′

)𝐶4
,

(C.19)
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where 𝑣 and 𝑣′ are the volumes of the daughter and mother particle, respectively, and
𝐶4 is a coefficient describing the total number of daughters generated. The number of
daughter particles is given by

𝑛𝑖 =
4
3 + 𝐶4

3 . (C.20)

Bilde et al. (2022) showed good agreement between experimental and numerical particle
size distributions when using a binary breakage coefficient of 𝐶4 = 2 (Bilde et al., 2022).

C.2.11 Aggregation kernel
The aggregation kernel of Adachi et al. (1994) is applied in this study to account for
the birth and death of new aggregates due to aggregation. This model describes the
orthokinetic aggregation of particles in turbulent flows and the aggregation frequency
is given by

𝑎𝑑,𝑑′ =
4
3

√
3𝜋
10

√
𝜀
𝜈

(
𝑑 + 𝑑′

)3
, (C.21)

where 𝑑 and 𝑑′ denotes the diameter of two colliding aggregates.

C.3 Numerical properties and initialisation
The results presented in the following section are time-averaged values, where the
value of interest is averaged over the dimensionless time of 𝑡+ = 𝑡 𝑢/𝑑h = 100 after
a steady-state solution has been obtained. The particle phase is initialised with a
monodisperse particle size distribution where all particles are positioned in the smallest
size group of 𝑑p = 1 μm. The fluid flow is initialised without the particle phase using
a steady-state single-phase model until a converged flow is obtained and then the
monodisperse particles are inserted into the fully-developed fluid velocity profile. A
series of simulations are carried out for different geometrical configurations to study
the impact of the different compact designs.

C.3.1 Geometrical configuration
To study the particle size distribution until a steady-state solution is obtained, periodic
boundary conditions are applied to the geometrical configuration. This effectively
creates an infinitely long pipe flocculator where the mass- and momentum transport
leaving at the outlet is re-applied at the inlet. This approach decreases the amount of
computational cells in the domain and a converged steady-state solution is obtained
faster.

The pitch of inclination, 𝜑, the primary and secondary lengths, 𝐿1 and 𝐿2, as well
as the bend radius, 𝑟b, are the geometrical parameters of interest in this study and
these are seen in Fig. C.1. All the parameters of interest are scaled using the hydraulic
diameter of the pipe, 𝑑h.

The geometrical configuration allows for analysing the impact of various combina-
tions including a helically coiled tube flocculator, as previously reported by Oliveira
and Donadel (2019), when setting 𝐿1 = 0 and 𝐿2 = 0, as seen in Fig. C.2.
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Fig. C.2: Example of a helical coiled tube flocculator with a bend radius of 𝑟b = 2𝑑h, pitch
inclination of 𝜑 = 𝑑h and primary and secondary lengths of 𝐿1 = 𝐿2 = 0.

In this study, the geometrical configurations are bounded by a set of values to
limit the number of simulations carried out. In practice, this also means that the
configuration is limited to a certain primary and secondary length, which makes out
the footprint of the pipe flocculator. The primary length is bounded by 0 ≤ 𝐿1 ≤ 20𝑑h,
the secondary length is bounded by 0 ≤ 𝐿2 ≤ 10𝑑h, the bend radius is bounded by
𝑑h ≤ 𝑟b ≤ 2.5𝑑h and the pitch inclination is bounded by 𝑑h ≤ 𝜑 ≤ 3𝑑h.

C.3.2 Simulation parameters
Particle properties from our previous study (Bilde et al., 2022) have been re-used in
this study and can be seen in Table C.1. The particles analysed resembles soot parti-
cles suspended in water in terms of physical- and chemical properties, where soot is
assumed to mainly consist of graphite. In our previous study, these parameters were
validated against an experimentally obtained particle size distribution and a mesh in-
dependent particle size distribution was presented when using a grid with a first cell
height of 𝑦+

𝑚𝑖𝑛
= 30 and a maximum cell height of 𝑦+max = 70 in the middle of the pipe.

The particles size distribution is bounded by a minimum size of 𝑑p,min = 1 μm and a
maximum size of 𝑑p,max = 1000 μm. The particle size range is discretised into a total
of 50 logarithmic spaced size classes with a spacing given by

log10

(
𝑑p,𝑖
𝑑p,𝑖−1

)
=

log10

(
𝑑p,𝑁
𝑑p,1

)
𝑁 − 1 1 < 𝑖 < 𝑁 . (C.22)
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Table C.1: Fluid- and particle properties applied for the CFD-PBM model.

Property Symbol Value Unit

Daughter size coefficient 𝐶4 2 -
Fractal dimension 𝐷 𝑓 2.3 -
Kinematic viscosity 𝜈f 10−6 m2/s
Particle density 𝜌p 1400 kg/m3

Particle strength parameter 𝐵 50 · 10−7 m3/s3

Primary particle size 𝑑0 250 nm

All simulations are carried out for a fluid flow with a turbulent Reynolds number of
𝑅𝑒D = 20, 000, corresponding to a plug flow velocity of 𝑢 = 0.5 m/s.

C.4 Results and Discussion

C.4.1 Inclination pitch
The impact of increasing the inclination pitch is analysed before analysing the other
geometrical parameters, as this parameter is assumed to have a minor impact on the
particle size distribution. A computational domain with a constant primary- and
secondary length of 𝐿1 = 5𝑑h and 𝐿2 = 2𝑑h and a constant bend radius of 𝑟b = 2𝑑h is
constructed. The pitch is bounded by 𝑑h ≤ 𝜑 ≤ 3𝑑h and varied by integer intervals,
resulting in a total of 3 simulations.

The converged particle size distributions for the three simulations are seen in Fig.
C.3, where the volumetric density function is plotted as a function of the particle
diameter. The difference between the simulations is negligible, meaning that the pitch
has a negligible impact on the particle size distribution for the liquid-solid flow in this
study when dealing with a pitch of inclination within the range of 𝑑h ≤ 𝜑 ≤ 3𝑑h and
will be analysed no further in this study.

In practice, this observation means that there is no performance difference for a
pipe flocculator with a smaller pitch, which is, in many cases more desirable, as the
pipe flocculator takes up less volume and thereby becomes more compact.

C.4.2 Geometrical parameters
The effect of the three remaining parameters, namely the bend radius, 𝑟b, the primary
length, 𝐿1 and the secondary length 𝐿2, are analysed to study the particle size distribu-
tion. As the parameters are bounded, a total of 120 simulations are carried out, varying
the bend radius with intervals of 0.5𝑑h, the primary length by 5𝑑h and the secondary
length by 2𝑑h.
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Fig. C.3: Particle size distribution for the 3 simulations with inclination pitches bounded by
𝑑h ≤ 𝜑 ≤ 3𝑑h as well as 𝐿1 = 5𝑑h, 𝐿2 = 2𝑑h and 𝑟b = 2𝑑h. The difference between the three
simulations is negligible.

C.4.3 Particle size over the total length
The amount of turbulence induced within the pipe changes throughout the geom-
etry depending on the given configuration and to visualise the impact of this, the
area-average of the time-averaged Sauter mean diameter, �̃�32, is used to visualise the
changing particle size distribution over the length of the pipe. As the geometrical
configuration is periodic around the centre of length, the area averaged Sauter mean
diameter is also periodic, which is evident from Fig. C.4 for 5 configurations. It is
immediately visible that the Sauter mean diameter along the length of the pipe consists
of some recognisable patterns for all configurations, except for the configuration with
𝐿1 = 𝐿2 = 0, where a constant particle diameter is observed. A constant particle diam-
eter, �̃�32, is observed for all cases with no straight pipe lengths, as a constant turbulent
energy dissipation rate is observed in these cases.

Between the start of the configuration, 𝐿/𝐿𝑇 = 0 and the first bend, a linear increas-
ing trend is observed. When the flow is exposed to the first bend the mean diameter,
�̃�32, decreases from its peak value to a lower value. As the flow passes the first bend, a
linear increasing Sauter mean diameter is observed as particles have time to aggregate
in the low shear region. As the second bend is encountered, the mean diameter drops
once again and if the secondary length is sufficiently short, 𝐿2 ≤ 6𝑑h, the Sauter mean
diameter drops to a smaller value compared to the first bend. This is observed for all
cases, except for the configurations with 𝐿1 = 𝐿2 = 0, where the flow is subject to a
constant curvature and the turbulent dissipation rate, 𝜀, is therefore kept to a constant
magnitude, resulting in a constant mean diameter over the length of the configuration.
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µ

Fig. C.4: Area-averaged Sauter mean diameter, �̃�32, as a function of the relative length of the
geometrical configuration for 5 different configurations. The mean particle diameter is symmetric
around 𝐿/𝐿𝑇 = 0.5. The self-repeating mean particle diameter is observed for all cases.

C.4.4 Local aggregation and breakage
Analysing the area-averaged Sauter mean diameter in Fig. C.4, it is visible that ag-
gregates are more prone to breakage throughout- and downstream of the 90◦ bend.
Calculating the gradient of the mass flow of each size class, ¤𝑚𝑖 , throughout the length
of the configurations using Eq. (C.24), it is visible what particle size range is affected
by the given curvature and velocity profile at the inlet of the bend. This can be ap-
plied for each configuration, but the configuration with the smallest radius yields the
largest curvature and hence introduces the most turbulence. The configurations with
a primary lengths of 𝐿1 = 10𝑑h and secondary lengths of 4𝑑h < 𝐿2 < 10𝑑h and a bend
radius of 𝑟b = 𝑑h are analysed. This is also the configuration used in Fig. C.4. The
configurations are analysed at the inlet of the first bend, 𝜃 = 0◦, halfway through the
first bend, 𝜃 = 45◦, at the outlet of the first bend, 𝜃 = 90◦ and halfway through the
configuration, 𝐿/𝐿𝑇 = 0.5. The corresponding mass flow into a cell layer, 𝑗, is calculated
for the given size group, 𝑖, as

¤𝑚𝑖 , 𝑗 = 𝑓𝑖 , 𝑗𝜌p 𝒖p,j · 𝒏 𝑗𝐴 , (C.23)

where 𝒏 is the normal direction of the face of the computational cell and 𝐴 is the area
of the computational cell.

The mass flow gradient is found by

∇ ¤𝑚𝑖 , 𝑗 =
𝑑

𝑑𝐿

(
¤𝑚𝑖 , 𝑗 − ¤𝑚𝑖 , 𝑗−1

)
(C.24)

The mass flow gradient for the different particle size groups is seen in Fig. C.5.
When the flow enters the first bend (Fig. C.5a) it is visible how medium to large
aggregates, 10μm < 𝑑p < 300μm, are formed at a high rate, resulting in a positive
production of these aggregates. This is due to a slightly larger turbulent dissipation rate
being present at this location. At an angle of 45◦ through the first bend (Fig. C.5b) the
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Fig. C.5: Mass flow gradient of the size classes before the first bend, Fig. C.5a, at an angle of 45◦
through the first bend, Fig. C.5b, at the outlet of the first bend, Fig. C.5c and halfway through
the configurations, Fig. C.5d. A negative mass flow gradient means that the total mass of the size
class decreases and the opposite when a positive gradient is observed.

turbulent dissipation rate increases to a magnitude where aggregates with a diameter
of 𝑑p > 60 μm breaks at a higher rate than they form, resulting in a negative production
of the largest aggregates. This observation is also visible when inspecting the mass
flow gradient at the outlet of the bend in Fig. C.5c, where it is visible that a positive
production of medium sized aggregates takes place while a negative production of large
aggregates is occurring due to the induced turbulence by the curvature of the bend.
Halfway through the domain, shown in Fig. C.5d, it is visible that larger aggregates,
𝑑𝑝 > 100 μm, are formed at a lower rate due to a sufficiently low turbulent dissipation
rate, which is supported by the linearly increasing trend observed in Fig. C.4 for the
straight pipe sections.

This approach provides an in-depth insight into which aggregate sizes form at any
given location throughout the configurations and the same tendency is observed for the
different bend radii. The magnitude of the mass flow gradient is, however, a function
of the bend radius and the inlet velocity profile to a bend, which causes this value to
change for the different configurations.

C.4.5 Downstream effect of a pipe bend
It is clear when analysing both Fig. C.4 and C.5 that the particle diameter decreases
over the pipe bend and as the aggregates move downstream from the bend, they start to
increase in size again. The gradient of the area-averaged Sauter mean diameter is eval-
uated along the length of the pipe downstream a bend, d �̃�32/d𝐿, for the configurations
with 𝐿1 = 10𝑑h.

Analysing the gradient of the Sauter mean diameter it is immediately visible how
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Fig. C.6: Gradient of the Sauter means diameter in the straight section of the pipe for the config-
urations where 𝐿1 = 10𝑑h. The results are divided into plots according to the bend radius of the
configurations, giving Fig. C.6a: 𝑟b = 𝑑h, Fig. C.6b: 𝑟b = 1.5𝑑h, Fig. C.6c: 𝑟b = 2𝑑h and Fig. C.6d:
𝑟b = 2.5𝑑h

the configurations experience the largest negative gradient immediately at the outlet
of a bend, where the configuration with the smallest bend radius, 𝑟b = 𝑑h experiences
the largest magnitude when comparing the configurations. It is found that the particle
size for all configurations starts to recover at a downstream distance of 𝐿 > 𝑑h from a
bend, as a positive gradient is observed for all configurations. When the aggregates
start to approach the second bend, the gradient starts to increase, as the turbulent
energy dissipation rate increases slightly. This is true except for the configuration with
the smallest bend radius, as turbulence is induced over a short length and a negative
gradient is observed when approaching the next bend.

For the configurations with the smallest bend radius, 𝑟b = 𝑑h, the gradient ap-
proaches a constant value after a length of 𝐿 = 2𝑑h which means that the particles will
aggregate at a constant rate within this length of the pipe. For the configurations with
the largest bend radii, 𝑟b = 2𝑑h and 𝑟b = 2.5𝑑h, the gradient continuously increases
after the downstream of the bend. As these configurations experience a less negative
gradient at the outlet of the bend and an increasing gradient along the length down-
stream of the pipe, this explains why these configurations will have the largest overall
size when analysing the particle size over the entire domain.

C.4.6 Effect of the geometrical configurations

The Sauter mean diameter is volume-averaged over the entire domain, 𝑑32, to evaluate
the geometrical configurations in a single point and thereby compare the different
configurations. It is observed that the volume-averaged Sauter mean diameter, 𝑑32, can
be categorised based on the bend radius, which is seen in Fig. C.7.

It becomes clear that the bend radius is the single most important parameter when
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aggregating particles in a hydraulic pipe flocculator, as seen when analysing the results
in Fig. C.7. The overall trend of the configurations is that volume-averaged particle
diameter increases as the bend radius increases, which is directly observed when
comparing the results from the different bend radii in Fig. C.7a to C.7d and this is
in good agreement with our previous study (Bilde et al., 2022). The difference in size
between the configurations with bend radius 𝑟b = 2𝑑h and 𝑟b = 2.5𝑑h, in Fig. C.7c
and C.7d, are small compared to the other bend radii. This indicates that the effect of
the bend radius stagnates around 𝑟b = 2𝑑h. Secondly, it is observed that the primary
length, 𝐿1, is the second-most important parameter when aggregating the particles.
When the primary length of the configuration increases, so does the mean particle
diameter. For all simulations it is observed that the simulations with 𝐿1 = 20𝑑h yield
the largest particle diameter, �̃�32. Thirdly, it is observed that the secondary length, 𝐿2,
has the smallest impact when aggregating particles. For the cases with a short primary
length, 𝐿1 ≤ 5𝑑h, the secondary length becomes the primary length, and therefore
the particle diameter, �̃�32, increases as a function of 𝐿2. For the cases with the longest
secondary lengths, 𝐿2 ≥ 10𝑑h, it is observed that a short secondary length creates larger
aggregates depending on the bend radius. For the largest bend radii, it is observed that
𝐿2 = 0 results in the largest overall particle diameter.

An interesting observation is made for the configurations with no straight pipe
sections, 𝐿1 = 𝐿2 = 0, for all bend radii, as these configurations yield a high particle
diameter compared to the configurations with the same bend radius. The helically
coiled configuration with bend radii of 𝑟b = 2𝑑h and 𝑟b = 2.5𝑑h, yields larger volume-
averaged particle diameters when compared to the other configurations. As there
are no straight pipe sections in these configurations, there is no transition from the
bend to the straight pipe where the fluid flow will detach and create a downstream
circulation zone (Hellström et al., 2013). These findings are in good agreement with
the single-phase numerical findings of Oliveira and Teixeira (2018) and Oliveira et al.
(2020).

Besides the findings of the configurations with 𝐿1 = 𝐿2 = 0, it is observed for all
bend radii, that choosing a system with the longest primary length, 𝐿1 = 20𝑑h and no
secondary length, 𝐿2 = 0, results in the largest particle mean diameter.

C.4.7 Configuration response time
As all simulations have been started from the same monodisperse particle distribution
of 𝑑p = 1 μm, the time to reach a steady-state solution of the given geometrical con-
figuration is of interest. The dimensionless length, �̃� = 𝑡s𝑢/𝑑h, to reach a steady-state
solution is used to evaluate the response time of the configurations. The configurations
with the lowest induced turbulence produce the largest overall particle size, as seen in
Fig. C.7, but as a function of this, these systems need the longest time to reach that
steady-state solution, which is seen in Fig. C.8. The systems with the largest magnitude
of induced turbulence, e.g. the systems with the smallest bend radius, produces smaller
particles, but the time needed to obtain a steady-state solution is shorter compared to
the systems with a larger bend radius.

The response length of the system is generally classified by the bend radius, as
a smaller bend radius generally results in a shorter system response length. The
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Fig. C.7: Global averaged Sauter mean diameter, 𝑑32, as a function of the secondary length for
different primary lengths. C.7a: Bend radius of 𝑟b = 𝑑h. C.7b: Bend radius of 𝑟b = 1.5𝑑h. C.7c:
Bend radius of 𝑟b = 2𝑑h. C.7d: Bend radius of 𝑟b = 2.5𝑑h.

configurations with no primary- or secondary lengths, 𝐿1 = 𝐿2 = 0, have a longer
response time compared to the other configurations with the same bend radius. This is
explained by these configurations generally producing larger particles compared to the
other configurations with the same bend radius and a longer response length is thereby
needed. The difference in the dimensionless length needed to obtain a steady-state
solution for the two largest bend radii, 𝑟b = 2𝑑h and 𝑟b = 2.5𝑑h, there is only needed
a slightly longer configuration to achieve a steady-state solution. As the particle size
from the configurations is within similar range, this is also expected.

The response time for a configuration is highly dependent on the initial particle size,
as the system will go towards a steady-state solution. In this study, where the simulation
is initialised with monodisperse particles of 𝑑p = 1 μm, the particles need to aggregate
until a steady-state solution. The opposite initialisation could also be imagined, where
the simulation is initialised with monodisperse particles of 𝑑p = 1000 𝜇m and the
particles would then converge towards a steady-state solution by breakage instead of
aggregation. This would result in a different response time for the configurations.

C.5 Conclusion
A numerical multiphase model is applied to simulate the aggregation and breakage
of micron-sized particles subject to a turbulent fluid flow with a Reynolds number of
𝑅𝑒 = 20, 000. The fluid-particle flow is modelled using the multi-fluid model where the
particle number density function is modelled using the population balance equation
that is solved using the class method implemented into the open-source CFD library
OpenFOAM. The interfacial forces between the solid- and liquid phases are modelled
using external force models. Monodisperse particles are inserted into a fully developed
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Fig. C.8: The dimensionless length needed to obtain a steady-state solution for the configurations.
The dimensionless lengths for 𝑟b = 𝑑h are shown in C.8a, the lengths for 𝑟b = 1.5𝑑h are shown in
C.8b,the lengths for 𝑟b = 2𝑑h are shown in C.8c and the lengths for 𝑟b = 2.5𝑑h are shown in C.8d.

fluid velocity profile to initialise the simulation and track the time to reach a steady-state
solution for the particle size distribution.

The geometrical parameters of a compact pipe flocculator are varied by changing
the primary length, 𝐿1, the secondary length, 𝐿2, the bend radius 𝑟b and the pitch of
inclination, 𝜑. The primary length is bounded by 0 ≤ 𝐿1 ≤ 20𝑑h, the secondary length is
bounded by 0 ≤ 𝐿2 ≤ 10𝑑h and the bend radius is bounded by 𝑑h ≤ 𝑟b ≤ 2.5𝑑h. A total
of 123 simulations are completed to analyse the impact of the geometrical configurations
under the turbulent flow conditions. It is found that the pitch of inclination has a
negligible impact on the particle size distribution, which has the practical meaning
that pipe flocculators can be made compact in the vertical direction without loss of
performance.

Analysing the impact of the other geometrical parameters shows that the bend
radius has the most significant impact on the particle size, as a smaller bend radius
induces more turbulence due to the increased curvature in the bend. As the break-up
of the aggregates is driven by turbulence, this causes the aggregates to break up at an
increased rate compared to configurations with a larger bend radius.

Helically coiled configurations with no straight pipes, 𝐿1 = 𝐿2 = 0, and bend
radius of 𝑟b ≥ 2𝑑h, resulted systems yielding large aggregates compared to other
configurations with the same bend radius. This is explained by the lack of a re-
circulation zone downstream from the pipe bend, which significantly increases the
turbulence induced downstream of the pipe. These configurations comes at the cost
of the longest dimensionless length needed to obtain a steady-state solution when
initialising with monodisperse particles of 𝑑p = 1 μm.

This study highlights the challenges of designing a compact hydraulic pipe floccu-
lator as the available space often dictates the best configuration. The configurations
simulated have a small- to medium footprint and therefore rely on the available height.
It is shown that the configuration with a primary length of 𝐿1 = 20𝑑h, a secondary
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length of 𝐿2 = 0 and a bend radius of 𝑟b = 2.5𝑑h results in the largest volume-averaged
particle diameter for 𝑅𝑒 = 20, 000 and particle properties resembling soot particles.

In practical terms, this means that the design of compact hydraulic flocculator
becomes long and narrow with fewer connections to weld, which makes manufacturing
and installation easier for industries where the available footprint is small but the
available height is large.
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The aggregation and breakage of particles in turbulent flows are of interest for many
industries and applications. Several modelling procedures have been applied to dilute
particle-laden flow to predict the aggregation and breakage of adhesive particles. The
multiphase Euler-Euler method, where both the particle and fluid phases are modelled
as continuous fields has proven beneficial for industrial-scale applications with micron-
sized particles, as the number of particles otherwise becomes too large for typical
Lagrangian methods. The population balance equation (PBE) is applied to account
for the number density function of the particles in the computational domain. Several
methods have been proposed to solve the PBE, where several are based on the method
of moments (MOM). Some of the most common types of MOM are Quadrature MOM
(QMOM), Direct QMOM (DQMOM) and Extended QMOM (EQMOM). An alternative
approach to solve the PBE is the class method, which is implemented in the OpenFOAM
multiphase Eulerian framework in the solver multiphaseEulerFoam Lehnigk et al.
(2021). The polydisperse number density function is discretised into several size classes,
thereby making the method straightforward and intuitive at the expense of a higher
computational cost compared to the MOM methods.

The aggregation and breakage models for solid particles are described and im-
plemented into the multiphaseEulerFoam framework in this study. Furthermore, in-
terfacial momentum transfer is taken into account and the Saffman-Mei lift force is
implemented into the multiphaseEulerFoam framework. The models are developed
for OpenFOAM v9 and are accessible at the HZDR OpenFOAM Addon Schlegel et al.
(2022). The modelling framework is then used to study the particle size distribution of
micron-sized particles downstream of a 90◦ pipe bend for a turbulent fluid flow with a
Reynolds number of 𝑅𝑒f = 20, 000.

Numerical framework: The continuity- and momentum equations for the multi-
phase Eulerian framework is seen in (D.1) and (D.2).

𝜕

𝜕𝑡

(
𝛼𝜑𝜌𝜑

)
+ ∇ ·

(
𝛼𝜑𝜌𝜑 ®𝑢𝜑

)
= 0 (D.1)
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𝛼𝜑𝜌𝜑 ®𝑢𝜑

)
+ ∇ ·

(
𝛼𝜑𝜌𝜑 ®𝑢𝜑 ®𝑢𝜑

)
− ∇ · 𝜏𝜑 = −𝛼𝜑∇𝑝 + 𝛼𝜑𝜌𝜑 ®𝑔 + ®𝑀𝜑 + ®𝑆𝜑 (D.2)

where 𝜑 denotes each phase, 𝛼 is the void fraction, 𝜌 is the density, ®𝑢 is the velocity, 𝜏
is the stress tensor, 𝑝 is the pressure, ®𝑔 is the gravitational acceleration, 𝑀 is the rate
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of interfacial momentum transfer and 𝑆 is the momentum source term. Since the flow
is turbulent and the geometrical setup introduces swirling in the flow, the RNG 𝑘-𝜀 is
applied to account for the Reynolds stresses. The class method for the PBE implemented
in the multiphaseEulerFoam framework is seen in (D.3). The PBE is solved for each
discretised size class.

𝜕𝑁𝑖
𝜕𝑡

+ ∇ ·
(
®𝑢𝑁𝑖

)
= 𝑆𝑖 (D.3)

where subscript 𝑖 denotes each size group, 𝑁 is the number of particles and 𝑆 is the
source term account for discontinuous changes in the number density function such as
aggregation and breakage.

In this study, the drag-, lift-, virtual mass and turbulent dispersion force are im-
plemented as interfacial momentum transfers. The drag coefficient is based on Wen
and Yu (1966) where the drag coefficient is a function of the particle Reynolds number,
𝑅𝑒p and the particle volume fraction, 𝛼p. The Saffman-Mei lift force model for finite
Reynolds number is implemented in the multiphase Eulerian framework Mei (1992). A
constant virtual mass coefficient of 𝐶VM = 0.5 is applied and a Favre averaged turbulent
dispersion force model is applied Burns et al. (2004).

The turbulent aggregation kernel, 𝛽, by Adachi et al. (1994) can be seen in (D.4)
and the breakage kernel, 𝜁, by Kusters (1991) can be seen in (D.5). The breakage kernel
requires a daughter distribution function and a discretised beta distribution function
is applied. The aggregation and breakage kernels for solid particles and the Saffman-
Mei lift model are implemented in the multiphase Eulerian framework and are freely
available at the HZDR Multiphase Addon for OpenFOAM Schlegel et al. (2022).
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𝜈
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exp

(
− 𝜀cr

𝜀

)
(D.5)

where 𝜀 is the turbulent dissipation rate of the fluid, 𝜈 is the kinematic viscosity of
the fluid, 𝑣𝑖 , 𝑗 is the volume of particle 𝑖 and 𝑗 and 𝜀cr is the critical turbulent energy
dissipation rate at which the agglomerates break.
Results: The particle size distribution is analysed for a 90◦ pipe bend with a bending
radius of 𝑟b = 1.5𝐷 with a dilute particle volume fraction of 𝛼p = 10−3. A length of
10𝐷 before and after the pipe bend is introduced, as seen in Fig. D.1a. The initial
particle size distribution is seen in Fig. D.1b and a density ratio of 𝜌p/𝜌f = 1.4 between
the continuous and discrete phase. The Sauter mean diameter, 𝐷3,2 is seen in Fig. D.1a
and the particle size distribution for the inlet and at different positions downstream
of the pipe bend is seen in Fig. D.1b. From Fig. D.1a it is seen that the particle size
increases over the length of the geometry, but that the mean particle diameter increases
significantly downstream of the pipe bend. As the particles move further downstream,
the Sauter mean diameter increases further, which is both seen in Fig. D.1a and D.1b.
Conclusions: In this study, the population balance equation was successfully used in
the multiphase Eulerian framework to describe the aggregation and breakage of micron-
sized particles. The breakage and aggregation kernels were successfully implemented
into the multiphaseEulerFoam framework as well as the interfacial lift force model.
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(a) Sauter mean diameter for the computational domain
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(b) Initial- and downstream particle size distributions.

The study shows how to model agglomeration and breakage of dilute particles in
turbulent flows through a 90◦ pipe bend and how the particle size distribution increases
downstream of the 90◦ pipe bend for the given particle properties.
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