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Abstract
The rendezvous and docking problem between spacecraft on elliptical orbits is dealt with
in this doctoral thesis. The main contributions are on the relative dynamics solutions and
the closed loop relative motion control.

The motivation is that such missions on non circular orbits have never been per-
formed. As a study case for the development the European Automated Transfer Vehicle
and the International Space Station is chosen.

First a linear dynamics model describing the relative position dynamics and kine-
matics between two spacecraft on any closed orbit will be developed. A compact closed
form solution to this system of differential equations willbe developed in the form of a
minimum realization transition matrix. This will form the basis for developing the ex-
pressions for general∆V maneuvers and the special properties of radial and tangential
ones.

The differential equations for the relative position are combined with the developed
attitude linear models. This will form a complete coupled linear model for6 degree of
freedom motion between any two arbitrary points on the two spacecraft.

Secondly control methods and designed Guidance, Navigation and Control for the6
degree of freedom systems will be compared and traded off. The periodic time varying
properties of the dynamic system are evaluated and domains with different design needs
are established. The time varying parameters as well as uncertainties are treated fully
in the robust control framework. Detailed Linear Fractional Transformation models are
developed analytically for all relevant parameter variations, which leads to a unified
design and analysis method for this type of systems.

Finally a comprehensive verification and validation of all the designs is performed.
This is achieved using multi variableµ analysis in the linear domain. Further verification
is performed by means of nonlinear simulations and statistical analysis.

Finn Ankersen, September 12, 2011
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Synopsis

Denne Ph.D. afhandling behandler Rendezvous og sammenkoblings problemerne
mellem rumfartøjer i elliptiske baner. Afhandlingens hovedbidrag bliver løsninger af
den relative dynamik og kinematik, samt reguleringsløsninger af de relative bevægelser.

Projektet er motiveret af, at sådanne missioner i elliptiske baner ikke tidligere har
været opsendt. Det Europæiske rumfartøj Automated Transfer Vehicle og den Interna-
tionale Rumstation er i afhandlingen valgt som eksempel.

Først bliver udviklet en model for den relative dynamik og kinematik mellem to
rumfartøjer i et vilkårlig kredsløb. En kompakt løsning til dette differentialligningssys-
tem bliver udviklet i form af en overføringsmatrice på minimal realiserbar form. Dette
danner grundlaget for udvikling af generelle udtryk for∆V manøvrer og de specielle
egenskaber for radiale og tangentiale manøvrer.

Differentialligningerne for den relative position bliverkombineret med den udledte
lineære model for den relative attitude. Tilsammen giver deto modeller en komplet
koblet model med6 frihedsgrader for et vilkårligt punkt på de to rumfartøjer.

Dernæst sammenlignes design metoder og designs for Guidance, Navigation og
Control systemer med6 frihedsgrader og en strategi bliver valgt for det videre forløb.
Det periodiske tidsvarierende systems egenskaber bliver evalueret og områder med
forskellige kravspecifikationer identificeres. De tidsvarierende parametre, samt alle
usikkerheder, bliver analyseret ved hjælp af metoder fra robust regulering. Detaljerede
Linear Fractional Transformation modeller udvikles for alle relevante parameter varia-
tioner, hvilket fører frem til en samlet design og analyse metode for denne type systemer.

Til slut udføres en tilbundsgående verifikation og validering af alle udførte designs.
Til dette anvendes multivariabelµ analyse i det lineære område. Dette verificeres
yderligere ved hjælp af ulineære simuleringer og statistisk analyse.

Finn Ankersen, September 12, 2011
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Chapter 1

Introduction and Background

Most missions in space involve only one spacecraft and they are the most common.
This is nevertheless not sufficient to fulfill the objectivesof certain missions. The Ren-
dezVous and Docking or Berthing (RVD) is a key technology, which is required for most
missions involving more than one spacecraft. Missions of the following type will need
this technology:

• In orbit assembly of space structures.

• Transportation of crew to and from space stations.

• Retrieval, capture and return to the Earth of a spacecraft. This can e.g. be rejoining
a lander to an orbiting vehicle followed by a return.

• Supply to space stations or other spacecraft.

• Formation flying spacecraft constellations, excluding thedocking part.

The first rendezvous and docking between two spacecraft tookplace on March 16,
1966, when Armstrong and Scott in a Gemini spacecraft performed manual RVD with
the unmanned Agena target vehicle. The first automatic RVD took place on October 30,
1967, when the Soviet spacecraft Cosmos 186 and Cosmos 188 docked. Several RVD
operations within and between the American(US) and Russian(Soviet) space programs
have been there later, some automatic but most under manual control by astronauts and
cosmonauts. Most of these operations have been in connection with the respective space
programs like:

• Apollo (US, 1968-1972) and Skylab (1973-1974) programs.

• Salyute and Mir (Soviet and Russian) programs (1971-1999).

• Space Shuttle (US) service and retrieval missions to various satellites.
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In western Europe RVD technology has been studied by the European Space Agency
(ESA) since 1984 as technology studies and later in connection with the Columbus Man
Tended Free Flyer (MTFF) and the Hermes space plane. The former intended to dock
with space station Freedom and the latter to visit the MTFF (Cislaghi, Fehse, Paris &
Ankersen 1999).

Under the influence of the political situation in Europe, both of those programs were
canceled in the beginning of the nineties. After the merger of the Western and Eastern
space station programs into the International Space Station (ISS), the unmanned Auto-
mated Transfer Vehicle (ATV), became part of the European contribution. The ATV will
provide resupply and re-boost missions to the ISS. Part of the program is provided by
other vehicles from the other international partners from the US, Russia and Japan.

RVD is a multi disciplinary technology which enables spacecraft to:

• Bring the two spacecraft co-orbiting on the same orbit.

• Perform maneuvers of the chaser spacecraft with respect to the target spacecraft.
Maneuvers can be of many different types, which will be described in Chapter 2.

• Perform the actual docking/berthing between the two spacecraft to form a com-
posite.

• Perform the attitude and orbit control of the composite.

• Facilitate the exchange of material, persons and signals between the two space-
craft.

• Perform the separation of the two spacecraft and the following separation maneu-
vers to bring them safely apart, both in the short and long term.

The first and second bullet in the previous list are the major and most complex ones in
terms of both development and operations. The second bulletwill be dealt with exten-
sively in this work.

1.1 The RendezVous Process

The RVD process consists of a series of orbital maneuvers andcontrolled trajectories,
which will bring the vehicles closer together and eventually into the close vicinity of
each other. The last part of the approach will have to bring the chaser spacecraft close
to the target spacecraft with increasingly narrow corridors for both the position, attitude
and their respective time derivatives.

• In the case ofdockingthe Guidance, Navigation and Control (GNC) system of the
chaser spacecraft shall bring its state inside the envelopeof the requirements for
the docking system to enable the capture.
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1.1 The RendezVous Process 3

• In the case ofberthingthe GNC system of the chaser spacecraft shall place itself
within a box with nominally zero relative velocity between the chaser and the
target for grappling by a manipulator arm, which will then transfer the spacecraft
to its position for the docking. See also (Strauch, Görlach& Ankersen 1996).

The complexity of the RVD process results in a multitude of different modes and con-
straints driven by different requirements to fulfill the mission. A high level overview
will be provided here.

• Launch and Phasing: To arrive at the proximity of the target spacecraft the
chaser spacecraft must be brought onto the orbital plane of the target with the
same altitude and eccentricity. As the orbital planes driftwith time, due to Earth
gravity field irregularities, the difference in plane drifts must be taken into account
for the choice of the chaser orbital plane at launch (Vinti 1998). The height of the
chaser phasing orbit depends on the phasing angle which has to be caught up and
the time available to do so. Delays due to a launch or a target readiness will have
an impact on which orbit to launch into.

• Proximity Operations: Post launch changes of the target orbit, e.g. due to a de-
bris avoidance maneuver, will have to be taken into account for the determination
of the arrival point for starting the RVD maneuvers and the onboard guidance will
have to be updated.

The illumination conditions during the final part of the RVD maneuvers have to
be right in order to enable monitoring by the crew either directly or via cameras.

During the RVD maneuvers there are requirements in terms of approach corridors
to be followed and hold points to be waited at for monitoring.This has to be
compatible with passively safe trajectories as far as possible, even in the case of
lower or higher than nominal maneuver burns (Fehse & Ortega 1998). For the
parts where this is physically not possible, due to the closeness and the associated
velocity, an active Collision Avoidance Maneuver (CAM) shall be performed to
bring the chaser to a passively safe location with respect tothe target.

• Attached Phase:The part where there are no maneuvers but where the space-
craft is latched and locked to the other spacecraft. During this phase there is an
exchange of material, liquids, electrical signals etc. This part will not be treated
any further in this work.

• Communication Constraints: For the communication between the target and
ground to the chaser there are many constraints which has an influence on the
trajectory design. Even by utilizing relay satellites it isnot possible to obtain
a full coverage from ground for monitoring and intervention, which call for an
autonomous on board design. Further the data rate is typically limited to a few
kilobits per second, restricting the type of data that can betransmitted.

• On Board System Constraints: The attitude of the chaser will be imposed by
sensors, communication constraints, possibly by the orientation of the solar pan-
els, thermal radiators and the target attitude during the final approach. The thruster
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layout of the chaser will also pose constraints on the maneuvers as well as those
coming from the sensory equipment of the spacecraft. Duringthe far away ma-
neuvers the navigation is based on e.g. Global Positioning System (GPS) signals
and during the close maneuvers on optical sensors which can provide both relative
position and attitude measurements.

Chapter 2 will provide a more comprehensive description of the typically involved ma-
neuvers.

1.2 A Panoramic Overview of the Field

This thesis will deal with the problem of bringing two spacecraft, each on their quasi
coplanar orbit, together in space by means of either dockingor berthing.

The motivation for the thesis is, that there has not earlier been performed any au-
tonomous missions to a space station like the ISS, with its flexible structure, as well as
the level of the ATV on board autonomy in elliptical orbits. There is also an increasing
demand for GNC for proximity maneuvers for future missions with higher complexity
than today.

1.2.1 Mission Concepts

Mission analysis leads to the main elements described in Chapter 1.1 and the require-
ments for the mission. They will not be detailed in this thesis, but different types of RVD
missions have been addressed, with the planetary and comet type trajectory corrections
planning and contingencies addressed in (McAdams 1997). Comet landing and relative
trajectories for Rosetta is dealt with in (Hechler 1997). Mission design with concurrent
engineering, minimization of mission life cost and the issue of the share between space
and ground segments can be found in (Landshof, Harvey & Marshall 1994). Relative dy-
namics, safe trajectories and collision avoidance issues are covered by (Eckstein 1987)
and general RVD mission planning for trajectories and navigation by (OMV 1985). Mis-
sion planning tools for the Shuttle and Apollo/Soyuz are described in (McGlathery 1973)
and feasibility analysis, launch and operation windows andtime line by the Flight De-
sign System (Friedlander & Hare 1987). Autonomous on board mission planning using
covariance techniques is developed in (Geller 2006) takinginto account both the GNC
system and the nonlinear dynamics in a linearized manner.

1.2.2 Relative Motion Circular Orbit

The relative dynamics between two spacecraft or bodies has been researched by sev-
eral in the past. The first recognized work was by (Hill 1874) describing the per-
turbed Moon motion relative to its non perturbed orbit and later formulated linearly
in (Hill 1878). Early ideas by (Clohessy & Wiltshire 1959) were presented at the In-
stitute of the Aerospace Sciences (IAS) meeting and later published in (Clohessy &
Wiltshire 1960). They have become the most well known and used relative motion
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equations, though by modifying the results in (Hill 1878) bya constant term, the dif-
ferential equations of (Clohessy & Wiltshire 1960) appear directly. Based on these
results (Wheelon 1959) has worked on two pulse trajectoriesaiming at development
of guidance strategies followed by work on optimal transfertime to minimize the∆V
by (Eggleston 1960). Fuel optimal∆V expressions and guidance algorithms were de-
veloped by (Spradlin 1960) followed by equations of practical use for finite pulses and a
closed form solution by (Tschauner & Hempel 1964). At the same time (London 1963)
attempted to arrive at more accurate equations by means of second order approximations.
Work on new circular orbits has been performed by (Anthony & Sasaki 1965) with ap-
proximate analytical solutions for∆V terms and eccentric chaser orbits were addressed
by (Berreen & Crisp 1976) with extensions of the domain of good approximation by a
polar coordinate formulation followed by a nonlinear Taylor series formulation in con-
figuration space of elliptic orbits with respect to circularones by (Gurfil & Kasdin 2004).
Fuel optimal maneuvers and simulation results are in (Carter 1984) with minimum fuel
maneuvers in a quadratic programming formulation in (Neff &Fowler 1991). A Tay-
lor series derivation with a closed form solution was performed in (Ankersen 1990b)
leading to general analytical expressions for arbitrarilymany finite pulse maneuvers as
well as a traveling ellipse formulation of the closed solution and found in (Fehse 2003).
Multi pulse phasing has been addressed in iterative algorithms for fuel saving in (Luo,
Tang, Lei & Li 2007). Beyond the commonly used Clohessy Wiltshire (Schweighart &
Sedwick 2002) has developed linear dynamics and closed solution taking into account
theJ2 term in the equations and (Carter & Humi 2002) by including quadratic drag in
the solution of the equations. A rather complex set of relative second order equations
have been developed in polar coordinates by (Karlgaard & Lutze 2003), but with few ap-
plications in practice. The terminal rendezvous problem with minimum relative distance
as performance index for genetic algorithms is dealt with in(Luo, Lei & Tang 2007).

1.2.3 Relative Motion Elliptic Orbit

Works on arbitrary elliptic orbits have been less addressedin the literature than circu-
lar ones and practical usable general closed form solutionsare rare. One of the first
to address the elliptic orbits was (Lawden 1954) in connection with two pulse coplanar
transfers and minimal trajectories with and without the knowledge of time. This pre-
ceded the formulation of the well known circular orbit equations. A generalization of
the results of (Clohessy & Wiltshire 1960) to a canonical form with the true anomaly
as independent variable was done by (Tschauner & Hempel 1965) leading to a com-
plex homogeneous solution in restricted cases. In (Tschauner 1965) the independent
variable was changed to become the eccentric anomaly and by eliminating acceleration
terms a full solution of guidance equations were found leading to a system with peri-
odic coefficients reported in (Tschauner 1967). The Tschauner-Hempel system has also
been addressed for small orbital elements’ perturbations in (Sengupta & Vadali 2007) to
solve the equations. (Shulman & Scott 1966) found analytical solutions using the true
anomaly, but it suffered from strong limitations regardinginitial conditions. Quadratic
terms were considered by (Euler & Shulman 1967) and solved bya differential correc-
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tion method without reaching a closed form solution. A matrix solution to the systems
in (Tschauner 1965) were found by (Weiss 1981) using the eccentric anomaly lead-
ing to a rather complex solution for practical use. (Carter 1990) modified the integral
used by (Lawden 1954) in order to remove singularities in thesolution and make it
valid for non circular orbits. In (Lawden 1993) optimal impulsive transfers were found
based upon his earlier work. Further to the others’ work (Humi 1993) attempts finding
a solution having a time varying mass of the chaser spacecraft. A different approach
than most other solutions is addressed in (Garrison, Gardner & Axelrad 1995) finding
the differential dynamics by differences of the Keplerian elements directly leading to
an analytical invertible transition matrix. A closed form solution using time and true
anomaly is addressed in (Broucke 2002) and a global nonlinear motion is researched
using energy matching conditions in (Gurfil 2005). Orbit transfers using the develop-
ment and solutions in Chapter 4 and (Yamanaka & Ankersen 2002) is treated using
a Linear Quadratic formulation as a Null Controllable with Vanishing Energy prob-
lem in (Shibata & Ichikawa 2007). Another polynomial approximation is proposed
in (Guibout & Scheeres 2006), but formulated as a 2 point boundary value problem. Ge-
ometrical methods are used in (Gim & Alfriend 2003) to find a rather complicated state
transition matrix including theJ2 gravitational term and a∆-orbital element time ex-
plicit formulation in (Lane & Axelrad 2006) applied to Formation Flying (FF).µ control
of such a system performed in (Xu, Fitz-Coy, Lind & Tatsch 2007). Manifolds for min-
imum, maximum and mean relative motion in orbital element form is found in (Gurfil
& Kholshevnikov 2006) and RVD coordinates for a planar restricted 3 body problem is
addressed by (Humi 2005).

1.2.4 GNC Architectures

This section will survey the on board GNC system architecture despite it is sparsely rep-
resented in the literature. In connection with the earlier Hermes and MTFF (Brondino &
Legenne 1991) addresses the on board architecture seen froma system point of view, as
well as mission and testing aspects. This took place at the same time as the Orbital Ma-
neuvering Vehicle (OMV) , which on board architecture is addressed in (Parry, Golub
& Southwood 1989) as well as Man In the Loop (MIL) issues in respect to the feed-
back loop architecture. An architecture for both RVD and planetary landing is proposed
in (Jones 1992) using cruise missile technology. The ATV avionics architecture can be
found described in (Fabrega, Godet, Pairot & Perarnaud 1998) together with analysis
of the drivers for the avionics selection and its monitoringfunctions. The only, apart
from Apollo 7 , technology demonstration satellite dedicated to RVD is the Engineer-
ing Test Satellite (ETS)-VII , where the architecture is in (Kawano, Mokuno, Kasai &
Suzuki 2001) and it reports on the in flight performance of GPSbased relative naviga-
tion. The general ETS-VII on board system is addressed by (Yamanaka 1997). Within
the ATV Rendezvous Predevelopment (ARP) a RGPS flight experiment was performed
between the Shuttle and the MIR space station described in (Moreau & Marcille 1998a)
and its post flight analysis is addressed in (Moreau & Marcille 1998b). Within the
same ARP program, the guidance and control tradeoffs are in (Gonnaud, Tsang &
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Sommer 1997) together with a description of the integrated design approach leading
to auto coded flight software. The GNC performance of ATV under thruster failures
is addressed in (Ankersen 1990c). Further the influence of sensor and actuator failures
on the robustness of the control system is addressed by (Peiman, Maghami, Sparks &
Lim 1998) by means of measuring the poles distances to the imaginary axis. A convex
optimization is applied in (Hechler & Fertig 1987) to control safe trajectories and relative
motion for arbitrary perturbations and thrust is dealt within (Ha & Mugellesi 1989) for
the case of the Eureca spacecraft retrieval by the Shuttle manipulator arm. A guidance
scheme for autonomous RVD using artificial potential functions is proposed in (Lopes &
McInnes 1995) and later further developed for ARP. A distributed architecture for min-
imum time and fuel maneuvers with electrical propulsion in elliptic orbits is developed
in (Campbell 2003). In summary has been addressed architectural issues dealing with
on board implementation of GNC, MIL, guidance and distributed architectures. Parts of
this information has flown into the development in Chapter 6.

Mission and Vehicle Management (MVM) and Failure DetectionIsolation and Re-
covery (FDIR) are investigated in several areas. Development of a fault tolerant GNC
system is in (Mokuno, Kawano, Horiguchi & Kibe 1995) together with safe mission
profile trajectories and a 3 processor fault tolerant computer is developed in (Sund, Tail-
hades & Linden 1991) with FDIR directly on the chip. Fail safecomputers are also
addressed by (Vaissiere & Griseri 1990). A more extensive work on MVM and FDIR is
reported by (Soppa, Sommer, Tobias, Panicucci & Olivier-Martin 1991) in terms of safe
trajectories, voting concepts, parity mapping, consistency and coherence checks andX 2

tests. RVD expert systems to improve operations are in (Goodwin & Bochsler 1987)
and manual intervention in the navigation loop under failures based upon camera im-
age information is developed by (Vankov, Alyoshin, Chliaev, Fehse & Ankersen 1996).
The identification of the point of no return under thruster open failure is addressed
by (Ankersen 1990d) and the accuracy for finite pulse transfers in (Ankersen 1991).
How much on board autonomy is needed for ground control with minimum safe ap-
proach distance and communication delays is dealt with in (Geller 2007).

1.2.5 GNC Designs

Early guidance and navigation systems were not made for autonomy, but to off load
part of the astronauts workload in steering the spacecraft.One such approach was the
Minkey program, which would be estimating the position and velocity in a Kalman fil-
ter in (Copps & Goode 1971), performing∆V computations and to be used for Apollo
15, 16, 17 and Skylab. The flight performance of Skylab using Apollo is reported
in (Belew 1973) having a smooth RVD domain as it was using Control Moment Gy-
ros (CMG) for the station control. The use of the Apollo radarand Inertial Measure-
ment Unit (IMU) in the Shuttle during Station Keeping (SK) with vertical thrust leading
to limit cycle motion is addressed by (Gustafson & Kriegsman1973). They also de-
vised a square root formulation of its covariance. To that, vision based discrete time
navigation, is reported in (Ho & McClamroch 1993) with simulation results. A control
design for berthing in a station assembly scenario is in (Hua, Kubiak, Lin & Kilby 1993)
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together with results. A Multi Input Multi Output (MIMO) feedback design of the
Shuttle manipulator arm is in (Scott, Gilbert & Demeo 1993) providing better damp-
ing using primarily tip mounted accelerometer measurements. A µ-synthesis MIMO
design for arbitrary non cooperating targets for RVD is developed in (Mora, Ankersen
& Serrano 1996). In (Ankersen 1993) Computer Aided Engineering (CAE) methods are
described and advocated for RVD and general spacecraft design leading to an integrated
design approach from concept and design to real time software in (Ankersen 1998). Fur-
ther model reference control is addressed by (Ankersen 1990a). An Extended Kalman
Filter (EKF) for homing position estimation and fly around aswell as general control
design is performed in (Philip & Malik 1993). A two Kalman filter design with rela-
tive and inertial data fusion is developed in (Carpenter & Bishop 1997), which includes
a covariance propagation method. (Kunugi, Koyama, Okanuma, Nakamura, Mokuno,
Kawano, Horiguchi & Kibe 1994) report on the on board GNC system level description.
(Calhoun & Dabney 1995) address the determination of the relative position and attitude
from measurements with a quadratic optimization for quaternions. Further data fusion is
performed in (Hablani 2009) with an integrated sensor suitecomprising an imaging sen-
sor, a laser range finder, a GPS/IMU system and a star tracker.Non Gaussian range and
Line Of Sight (LOS) navigation in elliptic orbits is proposed in (Karlgaard 2006), using
a mixedl1, l2 maximum likelihood optimization in Kalman and Huber filters. An ATV
pre development selection of Kalman structure andH2 control is reported in (Fabrega,
Frezet & Gonnaud 1997). A classical feedback design in polarcoordinates to boundary
conditions along a docking axis is performed in (Kluever 1999). Guidance for approach
and fly around in an arbitrary plane with EKF based navigationis addressed by (Hablani,
Tapper & Dana-Bashian 2002). Open loop station keeping control based upon a mul-
tiple revolution Lambert solution is reported in (Shen & Tsiotras 2003). An optimal
two impulse station keeping control on periodic time varying dynamics is performed
by (Wiesel 2003) and a minimum time and fuel planar guidance maneuvers for ellip-
tic orbit Formation Flying is performed by (Zanon & Campbell2006) as a Hamilton
- Jacobi - Bellman formulation. A control law for stabilizing a class of unstable peri-
odic orbits in the Hill restricted3 body problem for proximity motion on halo orbits
is reported in (Scheeres, Hsiao & Vinh 2003) followed by a control design for relative
dynamics with respect to unstable trajectories in (Hsiao & Scheeres 2005). (Tong, Shijie
& Songxia 2007) address the relative control problem using only line of sight and range
measurements and iteratively only LOS to obtain the range. The experiences presented
above form partly the basis for the present research and its furthering.

Several relevant papers on general control work and generalspacecraft design have
been used within the RVD field of which some are addressed in the following. Practi-
cal design of uncertain multi variable feedback is in (Doyle& Stein 1981) generalizing
Single Input Single Output (SISO) to MIMO and minimum singular values of the return
difference matrix is found in (Newsom & Mukhopadhyad 1985) providing expressions
for the singular value gradient. Stability margins for simultaneous changes in phase
and gain can be found in (Mukhopadhyad & Newsom 1984) extending the singular ma-
trix value properties. Negative inverse describing function analysis of modulation for
thruster controlled spacecraft is in (Anthony, Wie & Carroll 1989) and thruster modu-
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lation techniques and stability analysis are reported by (Ankersen 1989) applied to the
Eureca spacecraft. (Zimpfer, Shieh & Sunkel 1998) report ona control method for de-
sign of MIMO systems in the presence of thruster modulation including delays. LQG
andH∞ flexible spacecraft design and flight evaluation is in (Kida,Yamaguchi, Chida
& Sekiguchi 1997) and robust control using block shifts to move sets of closed loop
poles in (Seetharama-Bath, Sreenatha & Shrivastava 1991).Robust performance with
time varying uncertainties in a general state space formulation is dealt with in (Zhou,
Khargonekar, Stoustrup & Niemann 1995) and by means of Integral Quadratic Con-
straints (IQC) and exponential stability by (Jösson & Rantzer 1996) and (Megretski &
Rantzer 1997). Adaptive output feedback control has been demonstrated in (Singla,
Subbarao & Junkins 2006) to bound output errors driven by calibration errors, biases
and bounded stochastic disturbances. Nonlinear parametric uncertainties for discrete
time systems has been addressed in (Zhao & Stoustrup 1997) for the robustH2 type of
control. A Linear Fractional Transformation (LFT) approach in robustµ-synthesized
flight systems are applied to Unmanned Aerial Vehicles (UAV)in (Paw & Balas 2008).

1.2.6 Simulation and Verification Aspects

The complexity of on board autonomous GNC systems has increased significantly over
the years as the operational demands grow. The implementation aspects and the methods
for embedded testing of flight systems are addressed by (Sommer, Tobias, Ankersen &
Pauvert 1992) and the aspects regarding automatic coding and flight software standards,
life cycle, tests and verification are addressed by (Terraillon, Ankersen, Vardanega &
Carranza 1999) leading to an ESA standard. The Shuttle flightsoftware development
process is analyzed by statistical principles and control of the process in (Florac, Car-
leton & Barnard 2000). A survey of the development of flight systems with a view from
the Triad processor in1972, which was the first general software system to fly, until
today systems are given in (Malcom & Utterback 1999). Looking towards near future
missions (Zetocha, Self, Wainwright, Burns & Surka 2000) addressed an agent based
system for multiple satellite missions, like interferometer formation flying missions and
their real time multiple processor testing. Simulation models for MIL are addressed
by (Walls, Greene & Teoh 1987) for the OMV crew training purpose.

A verification process for RVD is outlined in (Pauvert, Ankersen & Soppa 1991)
and in further details of simulation using a virtual operation system for portability of
test platforms is in (Kruse & Ankersen 1992). Moving towardsreal time and hard-
ware in the loop is described by (Soppa, Ankersen & Pauvert 1992). Computer vision
in a mockup is used by (Mukundan & Ramakrishnan 1995) for attitude quaternion de-
termination. Simulation and verification of a space stationand the Shuttle connected
via the manipulator arm is reported in (Montgomery & Wu 1993)for the composite
attitude control. The European Proximity Operations Simulator (EPOS) , which is a
6 + 3 Degree Of Freedom (DOF) gantry robot with hardware in the closed loop facil-
ity, is described in (Heimbold & Steward 1988) addressing the real time verification
aspects. (Cruzen, Lomas & Dabney 2000) address a similar, but later, such facility with
slightly longer range. A further but separate development of a 300 m range similar fa-
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cility EPOSx is addressed in (Pery, Bouchery, Querrec, Maurel & Ruffino 2004) used
for ATV testing. A Jaxa shorter range test facility Rendezvous and Docking Operation
Test System (RDOTS) is described in (Yamamoto, Ishijima, Mitani, Oda, Ueda, Kase &
Murata 2006).

1.3 Main Contributions of the Thesis

The main objectives and contributions of the thesis are in two areas; namely the gen-
eralized relative dynamics between two spacecraft on closed orbits and the automatic
control domain finding time invariant GNC solutions for timevarying relative dynam-
ics. The focus will be on new findings, which are applicable toboth the elliptical as well
as the circular orbital rendezvous. The contributions willbe founded solidly in their
theoretical aspects and at the same time have a bearing towards practical applications.
The latter will be achieved by using a specific mission as an example, where a few facts
will be based on the experience of the author rather that citation.

A short description of the main contributions is detailed below and will be reflected
via conclusions in the corresponding sections and chapters.

1. The general nonlinear relative motion dynamics between spacecraft will be de-
rived. The equations of motion will be linearized to formulate a set of differential
equations for relative motion in the time domain for generalelliptical Keplerian
orbits. These equations will form the basis for the development of a general solu-
tion to the problem of linear dynamics for the rendezvous problem.

2. A general closed form homogeneous and particular solution to the coupled in
plane motion of the spacecraft will be developed as well as for the out of plane
one. This solution will be generally valid for any closed Keplerian orbit and will
in the special case of a circular orbit reduce to the well known Clohessy Wilt-
shire equations. The solution will have no singularities contrary to earlier partial
solutions.

3. From the developed general state transition matrices there will be developed gen-
eral expressions for impulsive maneuvers. They will be valid for general maneu-
vers in three dimensional space, focusing on the thrust being along the Velocity-
bar and the Radial-bar.

4. A linear coupled model for the relative motion between twospacecraft for attitude
and position is developed for use in GNC design, as well as a general linear at-
titude kinematics and dynamic model. This gives the complete framework of the
plant for which the GNC system is developed.

5. An on board architecture is proposed for the GNC system andits avionics com-
ponents, which is of general nature for this type of missions. It provides the main
elements needed for such types of missions addressing the main issues of concern,
seen from a system design point of view.
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A general framework is proposed for the GNC design with focuson the closer phases
of the mission, though equally applicable to but less critical for others. A worst case
approach will be taken with uncertainties and time varying parameters represented and
analyzed in the robust control framework.

6. The general GNC setup and control structure will be defined. The design plant
parameter variations will be quantified and boundaries established. Properties
of linear time varying systems will be established for RVD. Ascaleable thruster
management function will be designed. The full guidance design for rendezvous
will be performed.

7. The absolute attitude control will be designed as a fully coupled system with a
LQG controller. All main contributing uncertainties will be represented as Lin-
ear Fractional Transformations and the robust stability and performance will be
established, particularly with respect to the eccentricity of the orbit.

8. The control of the translational relative motion in3 DOF will be designed as
a fully coupledH∞ controller. The dynamics contain nonlinear time periodic
parameters, which will be viewed as a bounded uncertainty and modeled as a
LFT. Then a worst case analysis will be performed of the design by means of
µ−analysis to establish the robust stability and performancefor a range of orbital
eccentricities.

9. The full 6 DOF control will be based upon the earlier developed complete cou-
pled model and worst caseH∞ control design. All relevant uncertainties and time
varying plant parameters will be included as before. The robust performance and
stability will be evaluated by means of theµ−value for a range of orbital eccen-
tricities.

1.4 Structure of the Thesis

The thesis is organized as follows:

• Chapter 2 will describe what is involved in a typical RVD mission in LEO. The
missions to the ISS are used as an example where all the maneuvers from the
phasing orbit to the real proximity maneuvers are described.

• Chapter 3 will provide a definition of all coordinate systems used in the thesis.
The spacecraft data for the chaser and the target will be detailed and the models
for the space environment of relevance to the subject matter.

• Chapter 4 deals with the detailed development of the general mathematical mod-
els for the relative dynamics between two spacecraft on an arbitrary Keplerian
elliptic orbit. A closed form solution for the state transition matrix and particular
solution is found. The model is verified and expressions for impulsive maneuvers
are developed for the general case and exemplified for verification.
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• Chapter 5 provides the general nonlinear and linear dynamics and kinematics
models for attitude motion. The couplings between attitudeand relative position
will also be covered in this chapter with a development of a full coupled linear
model.

• Chapter 6 suggests an on board architecture for the GNC system and its im-
plementation. This will deal with the avionics equipment which is relevant for
proximity maneuvers of the nature covered by this thesis.

• Chapter 7 will deal with the general GNC structure. Variations of the design
models will be established and linear periodic time varyingsystems addressed.
The guidance function for all modes will be designed.

• Chapter 8 contains the absolute attitude and navigation coupled design. The ro-
bust control background and formulation is provided here together with the model
uncertainty formulations.

• Chapter 9 provides the relative position control design for the far away phases for
both the out of and in plane control. All uncertainty models associated to relative
position are developed.

• Chapter 10 holds the6 DOF coupled relative attitude and position control for
the closer distances up to the docking point. The overall robustness and system
performance are established.

• Chapter 11 deals with the testing and verification of the overall designwith re-
spect to the specifications. A part of this will be based on a Monte Carlo sim-
ulation approach covering the full nonlinear uncertainty parameter space and all
orbits considered.

• Chapter 12provides the conclusion of the thesis as well as it will give amethod-
ology for the design of GNC systems for proximity in a generalmanner, which
can be used for future designs. Further research and recommendations will be
provided.
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Chapter 2

Mission Description

This chapter will address all the different phases and maneuvers of a typical RVD mis-
sion from the launch until the docking to the target spacecraft. The description will be
in synthesis and illustrative format with the objective to provide an overview of such
type of missions, which differ from most space missions in many aspects. The ground
segment of the mission will not be covered here but can be found in (Tobias, Ankersen,
Fehse, Pauvert & Pairot 1992).

2.1 Launch and Orbital Injection

The orbital plane of a spacecraft is defined by the angle between the vernal equinox and
the ascending node, the Right Ascension of Ascending Node (RAAN) (Wie 1998) and
the inclination with respect to the equatorial plane. The RAAN will drift due to the devi-
ation of the Earth shape from a sphere and a non spherical symmetric gravity field. The
rate of this drift is a function of the altitude, which means that a spacecraft launched into
a lower orbit than a target spacecraft will have a faster rotation of the orbital plane. For
this reason a chaser spacecraft will be launched into an orbit with a RAAN such that at
the end of the phasing maneuvers, see Section 2.2, this difference will be eliminated by
the natural drift and the chaser will be coplanar with the target orbit with no additional
use of fuel.

After the separation from the launcher the chaser spacecraft will be in its initial
orbit and ready to start up all systems on board. Should the spacecraft erroneously be
delivered by the launcher into a decaying orbit it is very important that all on board
systems are operational so that it can perform a raising maneuver at apogee in order not
to reenter.

2.2 Phasing Maneuvers

When two spacecraft are in two different elliptic orbits with one common focal point
and co-aligned semi major axis , the angle between the two spacecraft measured at the
common focal point is defined as thePhasing Angle, see also illustration in Figure 2.1.
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Figure 2.1: Definition of the Phase Angle between two spacecraft moving on different or identical
orbits. The perifocals are coinciding and the two orbits arequasi coplanar. The phase angle will
be constant only for circular orbits of the same radius else it will increase or decrease. For same
elliptical orbits it will vary periodically.

There are a number of strategies, which can be utilized to reduce the magnitude of
the phasing angle and bring the two spacecraft closer to eachother.

• Circular or Elliptic phasing: A difference in orbital angular velocity will then
make the chaser move forward or backward towards the target depending on a
larger or smaller orbital angular velocity with respect to the target. This is some-
times referred to as a forward or a backward phasing. See alsoFigure 2.2.

• Apogee and Perigee Changes:These are used in two forms. One where the
apogee is lifted to the level of the target orbit and the perigee is then later lifted
progressively via intermediate orbits. This approach is used when no autonomous
on board navigation is available and the maneuvers are performed from ground.
It requires a propulsion system, which is capable of providing the large boosts
needed, but on the other hand it provides the possibility to perform several fine
tuning maneuvers for a precise adjustment.

The other form involves lifting of both apogee and perigee via intermediate orbits
towards the target orbit. This will slow down the approach rate and the correc-
tion points will be chosen such the chaser spacecraft will arrive at the aim point
at the desired time. This is typically performed when an on board autonomous
navigation system is available.

The selection of phasing strategy thus depends on the vehicles thrust capability and
onboard navigation. The two approaches are schematically illustrated in Figure 2.3.
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CHASER ORBIT

TARGET ORBIT

CHASER ORBIT ABOVE

BELOW

PERIGEE

APOGEE

APOGEE

PERIGEE

Figure 2.2: Illustration of forward and backward phasing, below and above a target orbit, where
the general motion is from right to left. The chaser orbital angular rate is larger respectively
smaller below and above the target orbit.

At the end of the phasing maneuvers the target spacecraft will be at its interface
point to the start of the real proximity maneuvers. They are all performed with respect
to the target local orbital frame. The location of this aim point can in principle be in
all 4 quadrants of the target local orbital frame (behind, infront, below, above) but a
convenient location is behind and below the target. In that case the natural drift between
the two spacecraft will bring them closer together but stillpassively safe with respect
to each other. During such a slow drift remaining errors in altitude, eccentricity and
inclination can be corrected. This is the chosen strategy for the proximity operations of
autonomous systems.

Another approach is to aim, not for a point, but for a so calledentry gate. This means
that the transition from phasing to proximity maneuvers is determined by a certain range
in position, velocity and other possible operational constraints. This domain is reached
by successive raises of the apogee and the perigee during thephasing. Such a strategy
is mostly used during manual operations and the strategy implemented for the Space
Shuttle.

All the maneuvers during phasing are performed in open loop and it might therefore
be necessary to perform several small adjusting maneuvers at the end of the phasing
to get the required accuracy. This is because the typical achievable accuracy from a
Hohmann transfer maneuver is in the order of some hundred of meters in orbital radius
and a few kilometers in the orbital direction. The most critical parameter is the accuracy
of the orbital radius as it has a direct impact on the passive trajectory safety of the chaser
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Figure 2.3: Phasing strategies where time and motion are from right to left for common practice
and historical reasons. It shall be recalled that apogee andperigee altitude changes are performed
at perigee and apogee respectively (opposite).

with respect to the target. A typical location at the end of the phasing is a few kilometers
below the target orbit and some tens of kilometers behind.

2.3 Proximity Maneuvers

The maneuvers between the end of phasing and the contact between the chaser and target
spacecraft will be described shortly here in order to give anoverview of the complete
mission. The close proximity maneuvers and the derivation of the dynamics models will
take place in detail in Chapter 4.

During the phasing maneuvers the navigation is based on absolute GPS measure-
ments for all orbital changes in Earth orbits. For non Earth missions the absolute nav-
igation cannot use GPS but will have to rely on classical ground tracking or on board
autonomous navigation techniques. The far away navigationis based upon relative GPS
navigation and the close proximity navigation is based on optical sensors, contrary to
the Kurs system used on Mir (Suslennikov 1992).

The curvilinear orbit direction is assumed a straight line and referred to as the V-bar;
see also Section 3.1.

2.3.1 Far Proximity

The objectives are dispersion reduction after the phasing and the initialization of the
first contact to the target in order to be able to perform relative navigation, contrary to
the absolute navigation utilized during the phasing. The homing maneuver to bring the
chaser in to the target orbit is typically performed as a Hohmann maneuver (tangential),
which is fuel optimal. There may be other elements involved such as radial maneuvers to
change the eccentricity, free drift trajectories and hold points. Time flexibility is included
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by introducing a hold point on the target orbit, which has limited fuel consumption
(ideally none). The final point location of this maneuver is partly driven by operational
and passive safety constraints and partly by required accuracy constraints needed for
subsequent maneuvers. Typically this point is a few kilometers behind the target on the
negative V-bar, see Figure 2.4.

2.3.2 Closing

The objective of the closing maneuver is the acquisition of the nominal conditions of
the docking corridor towards the target. The closing maneuver is typically a two pulse
maneuver, which brings the chaser from one point in the target orbit to another one
closer to the target. The maneuver can be performed either inopen loop or in closed loop
for better endpoint performance. At the end of the maneuver the distance to the target is
around500 m. The end conditions of the closing phase are that the chaserspacecraft will
be inside the position, attitude and rates required to startthe final approach maneuver
within the safety corridor boundaries. A typical accuracy used is about1 % of the range,
which in this case gives a required navigation accuracy to beless than5 m (Fehse 2003).
This is the accuracy that the optical sensor used for the finalapproach has to be able
to handle. In most cases the docking axis is along the V-bar otherwise a fly around
maneuver is needed. There is also a possibility to perform a closing maneuver directly
to the starting point on the docking axis, which is off the V-bar. It shall be noted that the
latter is a less passively safe approach.

Trajectory strategies must be performed in such a manner that the trajectories are
robust to the incapacity to execute a thrust maneuver, whether partly or in full. For such
reasons, the closing maneuver is performed primarily by means of radial thrusts, rather
than tangential ones, the latter being cheaper in fuel. The radial two pulse maneuver
ensures that the spacecraft will return towards or to its initial position in case of a fully
missed second thrust in one orbit; see also (Fehse 2003) and (Hartje 1997). For eccentric
orbits a collision avoidance must be ensured for several orbits in order to provide time
for contingency, as elliptic orbits do not provide the same safety criteria as circular
orbits do. Straight line approaches from far distances are prohibitive in terms of fuel
consumption.

2.3.3 Final Approach

The objectives of the final approach maneuver are to achieve the contact conditions
for docking or the entry conditions for berthing, in terms ofposition, velocity, relative
attitude and relative attitude rates.

In the case of a docking mechanism, there must be a certain axial speed of the chaser
spacecraft to trigger it. In the case of soft docking, not performed in space yet, the
impact speed is very low and the capture latches are actuatedby individual motors.

The trajectory utilized for this maneuver is a straight lineapproach in the target
docking frame, irrespective of the orientation of the docking axis. The maneuver is
performed in closed loop with respect to the target in both the position and the attitude.
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Figure 2.4: Different types of proximity maneuvers in the LVLH frame (except departure). Ma-
neuver pulses are typically performed at the hold points with either free drift, mid course correc-
tion or closed loop control along the trajectory. V-bar is along the x-axes in the LVLH frame and
R-bar points to the planetary center.

Relative attitude is only used for the last20 − 30 m. For berthing the relative attitude is
not critical, but the relative velocity is normally about 5 times lower than for docking and
must remain there for about60 s which makes berthing a harder problem than docking
seen from a GNC point of view.

The straight line of the docking axis is not fixed in space due to the attitude motion
of the target docking port, and the navigation is therefore based on the relative position
and attitude measurements from an optical sensor, the RVS.

For safety and observability reasons one normally defines anapproach cone, which
has its top at the center of the target docking port and is symmetric about the docking
axis with a typical half cone angle of10 − 15 deg. This facilitates monitoring by both
crew and autonomous system. In case of violations a CAM is performed.

Another issue which is important during a final approach is the plume impingement
on the target spacecraft by the chaser. The concerns are forces, contamination and heat
load. The criticality comes from the fact that in order to reduce the approach velocity,
it is necessary to thrust in the direction of the target spacecraft, in addition to attitude
control thrusts which are in all directions, though smaller. To reduce such an impact, the
chaser performs the major braking thrust at some distance from the target and maintains
the contact velocity for the last few meters. This nevertheless means that the disturbance
will have a larger impact during the last critical meters.
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2.3.4 Fly Around

The objectives of the fly around maneuver are to bring the chaser spacecraft from a
location on the V-bar to a location on the docking axis withinthe safety approach cone,
followed by the final approach, previously described. The flyaround maneuver can
be performed either as a trajectory closed loop controlled maneuver typically with a
constant radius circumventing the target or as a two pulse maneuver with an open or
a closed loop trajectory control. The former has the advantage of larger flexibility in
terms of duration and interruptions but also carries a higher fuel consumption with it.
The RVS sensor can only be used when the docking axis is reached.

The aim point at the end of the fly around maneuver is not a stable equilibrium
like the hold points on the V-bar. It is necessary to have active closed loop control to
maintain the position, as the chaser spacecraft is actuallyon a different orbit than the
target. Obviously a minimum amount of time shall be spent in such a location to lower
the fuel consumption. The passive safety is also lower than for hold points on the V-bar
due to the natural drift of the hold point.

2.3.5 Departure

The objectives of the departure maneuver are to separate theattached spacecraft from the
target spacecraft and send it on a non returning trajectory.When the chaser spacecraft
is at a sufficiently safe distance, a large thrust maneuver isperformed to initiate the
deorbitation and reentry. Depending on the critical distance between the two spacecraft
the departure maneuver can be performed as a reverse final approach or the chaser can
make directly use of the impulse provided by the push off mechanism and depart with
an open loop strategy. Clearly the controlled one is safer, but also requires all equipment
operational as well as the plume impingement problem existsat such a close proximity.
Normally a safety departure cone is defined, within which thevehicle must remain until
a distance of a few hundred meters from the target is obtained.

The impulse provided by the mechanism must be large enough toenable the depart-
ing spacecraft to reach the safe departure velocity, although it shall be remarked that at
very close proximity such trajectories are inherently unsafe, and a collision might occur
should some of the thrusts go wrong.

For a departure along the minus V-bar several radial thrustsare performed to remain
inside the departure cone and at a larger distance supplemented by a tangential thrust,
which is more efficient. The departure from a docking on the R-bar is similar, but
tangential thrusts are used. This departure is also safer due to the fact that the departing
spacecraft Center Of Mass (COM) is below the V-bar, and the natural motion will carry
it ahead and below the target.

2.4 Reference Mission Scenario

The past sections have described what is involved in a full mission for a typical type in
a low Earth orbit. The present thesis will not contain all theelements of a full mission,
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Figure 2.5: This figure shows the RVD phases considered in the design work. The labels are the
nomenclature used for all hold and intermediate way points.The shaded area is the Keep Out
Zone, which is defined for safety reasons.

but it will be restricted in size and number of phases included.
As reference mission target spacecraft the International Space Station will be used,

while the chaser spacecraft is assumed to be a vehicle alike the unmanned European
Automated Transfer Vehicle.

The phases included will consider what is described in Section 2.3.2 for homing and
closing as well as the final approach in Section 2.3.3.

The design will concentrate on addressing all the GNC related aspects for the final
approach, as illustrated in Figure 2.4, and will address thecritical issues for the fly
around, closing and homing. The attitude control will be designed for absolute and
relative attitude. The final approach of the reference mission will contain a full detailed
GNC design, whereas the previous phases will rely partly on previous results.

To remain within the subject of this thesis the overall mission analysis will be taken
from the general ATV one. The launch and phasing parts of the mission will not be
considered directly, as the GNC parts needed there will be similar to the ones for the
closer phases. For the homing and closing phases the navigation is GPS based. Contact
dynamics, equipment and redundancy mode switching as such will not be considered
in the design, as it does not influence the GNC design proper, but more the mode man-
agement. Failure Detection Isolation and Recovery and the software implementation are
subjects of their own.

2.4.1 Reference Mission Description

The reference mission will be described briefly here, it being the limitations of the work,
where the actual numerical requirements will be listed in Section 2.4.2.

The orbit will be a slightly eccentric low Earth orbit with eccentricity ε = 0.1 in
order to deal with the general case. A lowest perigee of450 km is assumed.
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Point [x, y, z]T m

s1 [−29000, 0, 5000]T

s2 [−3500, 0, 0]T

s3 [−500, 0, 0]T

s3a [−500 cos(15 deg), 0, 500 sin(15 deg)]T

s4 20 m along docking axis from target port

Table 2.1: Location of intermediate points for the reference mission defined in Figure 2.5.

To finalize the definition of the reference mission, we will detail the nominal location
of the points shown in Figure 2.5 and listed in Table 2.1 for the LVLH frame. The
numbers in Table 2.1 will be used as reference locations for the guidance part of the
GNC system.

2.4.2 Requirements Specification

This section will detail the mission level GNC requirementsfor the reference mission
considered in this work and illustrated in Figure 2.5 and Table 2.1. The requirements of
the attitude and the position will be stated, based upon detailed analysis elsewhere. All
requirements for the GNC system performance with respect tothe nominal reference
points are to be understood as99 % confidence interval values,3σ if Gaussian dis-
tributed. To give an example with a nominal reference point of 1000 m on the V-bar and
a GNC performance specification of100 m at3σ. It then means that about99 % of the
samples shall be in the range[900; 1100] m.

The requirements are based on mission analysis, the spacecraft design and the avail-
able performances of the avionics equipment.

Attitude: The attitude requirements are split into the ones during Earth pointing
attitude between the chaser body frame and the LVLH frame andthose, which are valid
for the relative attitude between the chaser and the target docking ports. The require-
ment is tighter during the∆V burns than in the drift modes but to keep the number of
requirements low, we select the one for the boosts.

Mode Attitude Attitude rate

Earth pointing 3 deg 0.2 deg/s
Relative pointing 5 deg 0.15 deg/s

Table 2.2: Attitude requirements for all 3 axes and all encountered modes.

Position: The position requirement for the trajectory part between 2 points takes the
requirement of the preceding point when closed loop trajectory control is performed.
In the case with no trajectory control, but an open loop boost, the requirement shall be
understood for the departing point and the dispersion will clearly be larger at the arriving
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point. In both cases the station keeping control of the arriving point will have to bring
the GNC performance to the level of that point. The arriving point typically has a tighter
requirement than the departing point for a nominal approach.

The initial point of the rendezvous part of the mission iss1, see Figure 2.5, but we
do not have a requirement for this location as it is in a drift orbit at lower altitude and
the chaser is not at rest ins1. The guaranteed proximity link with the station is at a
radial distance of30 km. Relative GPS based navigation is then available. Thes1 point
is specified in terms of navigation knowledge at that location and is given in Table 2.3.

Relative Position Relative Velocity

x-axis ≤ 30 m ≤ 0.1 m/s
y-axis ≤ 30 m ≤ 0.2 m/s
z-axis ≤ 50 m ≤ 0.2 m/s

Table 2.3: Required chaser navigation accuracy at locations1. Note: this is not the GNC specifi-
cation for the point.

The values fors2 are the GNC requirement to be fulfilled at that location and listed
in Table 2.4. The GNC requirements for the locations3 are listed in Table 2.5 and they

Position Velocity

x-axis ≤ 50 m ≤ 0.3 m/s
y-axis ≤ 30 m ≤ 0.15 m/s
z-axis ≤ 50 m ≤ 0.3 m/s

Table 2.4: GNC position and velocity requirements at locations2.

are retained for the location after the fly around maneuver toacquire the docking axis at
s3a. The values in Table 2.5 are not valid afters3a during the final approach. The values

Position Velocity

x-axis ≤ 20 m ≤ 0.1 m/s
y-axis ≤ 20 m ≤ 0.1 m/s
z-axis ≤ 20 m ≤ 0.1 m/s

Table 2.5: GNC position and velocity requirements at locations3 ands3a.

are now given between the 2 docking ports. The approach velocity betweens3 or s3a

ands4 is [0.05; 0.35] m/s and the hold point is in Table 2.6.
During the last part of the final approach, where we use the relative attitude, the

requirements are in Table 2.7. The requirements between thepoints4 and docking is a
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Position Velocity

x-axis ≤ 1 m ≤ 0.02 m/s
y-axis ≤ 1 m ≤ 0.1 m/s
z-axis ≤ 1 m ≤ 0.1 m/s

Table 2.6: GNC position and velocity requirements at locations4.

Position Velocity

x-axis [0.05; 0.10] m/s
y-axis ≤ 0.1 m ≤ 0.02 m/s
z-axis ≤ 0.1 m ≤ 0.02 m/s

Table 2.7: GNC position and velocity requirements at docking.

linear interpolation between the two points whose values are listed in Tables 2.6 and 2.7
respectively. In practice the latter requirements are often used a bit prior to docking.
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Chapter 3

Frames, Equipment, Spacecraft
Data and Environment Models

This chapter will contain definitions of all the coordinate systems needed for the general
orbital descriptions as well as for those related to the spacecraft. This will be followed
by definitions of the avionics equipment and equivalent models for some equipment, not
modeled in details, like the GPS system. The spacecraft properties in terms of mass,
inertia, flexible modes, sloshing and physical dimensions will be provided for the actual
hardware. Finally this chapter will provide the mathematical models needed for the
space environment of the reference mission defined in Chapter 2.4.1.

3.1 Coordinate Systems Definition

All coordinate systems needed are defined in this chapter. They are logically separated
into 3 sections for general mission related frames and thosespecific to the target and
chaser spacecraft themselves.

3.1.1 General Coordinate Systems

In the following there will be defined the coordinate frames used for the orbital parts.
Inertial Frame Fi: Has its origin at the center of the Earth, the axes defined as and

illustrated in Figure 3.1:

• Xi-axis: from the Earth center along the line of vernal equinoxin the equatorial
plane.

• Yi-axis: in the Earth equatorial planeYi = Zi × Xi completing the triad.

• Zi-axis: to the north along the angular momentum vector of the Earth.
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Figure 3.1: Definition of Earth centered frames and the precise definition is in Section 3.1.1.

Intermediate Frame Fb: Has its origin at the center of the Earth, the axes defined
as and illustrated in Figure 3.1:

• Xb-axis: from the Earth center along the line of ascending nodein the equatorial
plane, rotated the angleα aroundZi.

• Yb-axis: in the orbital planeYb = Zb × Xb completing the triad.

• Zb-axis: normal to the plane inclined an anglei around theXb axis and parallel
to the orbital angular momentum.

Orbit Frame Fs: Has its origin at the center of the Earth, the axes defined as and
illustrated in Figure 3.1:

• Xs-axis: from the Earth center in the orbital plane to the orbital location of the
spacecraft and at an angleβ from the ascending node.

• Ys-axis: in the orbital planeYs = Zs × Xs completing the triad.

• Zs-axis: identical to theZb in the frameFb and parallel to the orbital angular
momentum.

Local Orbital Frame Fo: Has its origin at the center of mass of the spacecraft and
the axes defined as and illustrated in Figure 3.2. This frame is also often referred to as
the Local Vertical Local Horizontal (LVLH) frame. For the target spacecraft this frame
will be referred to asFt and for the chaser spacecraft asFc.
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Figure 3.2: Definition of the local orbital frame.

• Xo-axis: Xo = Yo × Zo which is in the direction of the velocity vector of the
spacecraft. In the RendezVous literature it is often referred to as theV-bar .

• Yo-axis: normal to the orbital plane and in the opposite direction and parallel to
the orbital angular momentum vector. In the RendezVous literature it is often
referred to as theH-bar .

• Zo-axis: in the orbital plane from the spacecraft COM towards the Earth center.
In the RendezVous literature it is often referred to as theR-bar.

3.1.2 Target Coordinate Systems

The target, which here is modeled on the ISS, will have 4 frames defined, namely the
geometrical reference frame, the body reference frame, thedocking port frame and the
auxiliary docking port frame.

ISS Geometrical Reference FrameFgt: Has its origin at the geometric center of
the Integrated Truss Segment (ITS) and illustrated in Figure 3.3.

• Xgt-axis: parallel to the longitudinal axis of the module clusters with positive
direction forward.

• Ygt-axis: along the ITS axis with positive in the starboard direction.

• Zgt-axis:Zgt = Xgt × Ygt with positive in Nadir direction.

ISS Body Reference FrameFbt: Has its origin at the ISS center of mass and is
illustrated in Figure 3.3. The origin is located atrbt = [−4.94,−0.21, 4.40]T m in Fgt

for the16A configuration.

Finn Ankersen, September 12, 2011



28 Frames, Equipment, Spacecraft Data and Environment Models

x

y

z

x

y
z

x

y
z

bt−frame

gt−frame

dt−frame

Figure 3.3: International Space Station coordinate frames.

• Xbt-axis: aligned withXgt.

• Ybt-axis: aligned withYgt.

• Zbt-axis: aligned withZgt.

ISS Docking Reference FrameFdt: Has its origin at the interface plane of the
Russian docking port and is illustrated in Figure 3.3. The origin is located atrgdt =
[−35.84, 0, 4.14]T m in Fgt, when no structural flexibility is considered. The frame is
attached to the docking port structure.

• Xdt-axis: aligned withXgt when no flexible modes are considered.

• Ydt-axis: aligned withYgt when no flexible modes are considered.

• Zdt-axis: aligned withZgt when no flexible modes are considered.

ISS Auxiliary Docking Reference FrameFdt0: It is identical toFdt when no
structural flexibility is considered.

When structural flexibility is considered, this frameFdt0 will represent the port mo-
tion due to the ISS rigid attitude motion only. In this situation it becomes a fictitious
frame not attached to a physical structure.
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Figure 3.4: Chaser coordinate frames for both the rigid spacecraft and the flexible solar panels.

3.1.3 Chaser Coordinate Systems

The chaser will have 5 different frames defined, namely the geometrical reference frame,
the body reference frame and the docking reference frame.

Chaser Geometrical Reference FrameFgc: Has its origin at the launcher interface
ring level A0 at geometric center of the ring and is illustrated in Figure 3.4.

• Xgc-axis: longitudinal towards the docking port and normal to the A0 plane.

• Ygc-axis: along the geometrical center line of the solar panelsin the A0 plane, as
illustrated in Figure 3.4.

• Zgc-axis:Zgc = Xgc × Ygc in the A0 plane.

Chaser Body Reference FrameFbc: Has its origin at the chaser center of mass and
is illustrated in Figure 3.4. The origin is located atrbc in Fgc, which varies during the
mission phases.

• Xbc-axis: aligned withXgc.

• Ybc-axis: aligned withYgc.

• Zbc-axis: aligned withZgc.

Chaser Docking Reference FrameFdc: Has its origin at the intersection of the
Xgc-axis and the docking port interface plane A4 as illustrated in Figure 3.4. The origin
is located atrgdc = [8.5, 0, 0]T m in Fgc.
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• Xdc-axis: aligned withXgc.

• Ydc-axis: aligned withYgc.

• Zdc-axis: aligned withZgc.

Chaser Rendezvous Sensor Reference FrameFrc: The frame is the sensor frame
in which the range and LOS angles are measured. The origin is located atrrc =
[7.6, 1.5, 0]T m inFgc.

• Xrc-axis: aligned withXgc.

• Yrc-axis: aligned withYgc.

• Zrc-axis: aligned withZgc.

Chaser Solar Panel FramesFp: The frame is used to specify the flexible modal
data for the solar panel. TheYp andZp axes are in plane of the panel. The origins of
the4 panels frames are located as in Table 3.1 and expressed inFgc. The nominal non
rotated panel is shown in Figure 3.4, where the rotation about the x-axis isα = 25 deg
and symmetric for the other panels with respect toYgc.

• Xp-axis: aligned withXgc.

• Yp-axis: aligned with the solar panel longitudinal axis pointing away from the
spacecraft for each panel and⊥ to Xp.

• Zp-axis:Zp = Xp × Yp.

Panel # x m y m z m

1 1.8 1.9 0.6
2 1.8 1.9 -0.6
3 1.8 -1.9 -0.6
4 1.8 -1.9 0.6

Table 3.1: Location of solar panel attachment points inFgc.

3.2 Spacecraft Data

The specific data for the chaser and target spacecraft will bepresented in this section.
The data concerns the mechanical data needed for the kinematics and dynamics models
later.
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Figure 3.5: Definition of ISS attitudeβ (full line) motion for one axis of its rigid body frame, and
velocity (dashed line). It consist of straight lines with parabola segments as the control is pulsed
with pulse width ofd.

3.2.1 Target Data

The data for the ISS is valid for the configuration 16A, which is close to the final version
of the station (ISS 2006). The massmt and the inertiaIt is specified numerically in
Section C.1.

When docking to the Russian port, the ISS is attitude controlled using a two sided
limit cycle controller. The attitude then becomes a sawtooth as illustrated in Figure 3.5
with the data in Table 3.2. The3 axes are not necessarily in phase with each other and
the phase angle between the axes is uniformly distributed.

In addition to the rigid body attitude motion described in Figure 3.5 and Table 3.2
there is a contribution from the structural flexibility to the motion of the docking port
and the two are super positioned. Both motions contribute toa translation of the docking
port frameFdt as neitherFdt norFdt0 are located at the COM. The data for the first
three modes are in Table C.1, which is based upon structural analysis including175 flex
modes performed by Energia.

Range Distribution

AmplitudeA [0.55; 0.7] deg uniform
Reversal timed [8; 40] s uniform
Angular ratevt 0.02 deg/s
Maximum bias 3.4 − A deg

Period 4A
vt

+ d

Table 3.2: ISS attitude motion data. The distribution is provided for simulation initialization
purposes.
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Figure 3.6: Illustration
of the ISS flexible modes,
whererr is the rigid loca-
tion of the docking port and
rf is the flexible part.

The flexible modes, as in Table C.1, of the ISS for the
attitude ofFdt with respect toFdt0 shall be used as follows:

• Either the attitude amplitudeαi is used and the ratėαi

is found by differentiation,i being the axis

• Or the attitude ratėαi is used and the attitudeαi is
found by integration.

The linear motion of theFdt frame with respect to the
Fdt0 frame expressed inFdt0 is presented in Table C.1 and
illustrated in Figure 3.6. All flexible modes are super posi-
tioned sinusoids. The requirements stated in Section 2.4.2
regarding docking port performances are valid in theFdt0

frame.
With respect to the geometrical frameFgt the COM is located atrbt and the center of

the docking port is located atrgdt. With respect to the COM the docking port is located
at rdt = rr = rgdt − rbt for rf = 0. The cross sectional profile of the spacecraft is
specified in Section C.1.

3.2.2 Chaser Data

The chaser data provided here will be the mass, inertia and their uncertainties. The data
for the spacecraft flexible modes and the fuel sloshing will be provided together with the
respective models in Section 3.4.

The chaser spacecraft has lower and upper values for different configurations . The
massmc and the inertia matrixIc are specified in Section C.2 with the respective uncer-
tainties. All uncertainties are uniformly distributed andare3σ values.

The COM locationrbc is for thex component[2.4; 4.3] m and the lateral location
is [0; 0.075] m given as a radius and an angle of360 deg. The uncertainty is±0.045 m,
uniform at3σ. With respect to the COM the docking port is located atrdc = rgdc − rbc.
The cross sectional profile of the spacecraft along the x,y,zbody axes is51, 40 and
40 m2 respectively.

3.3 Avionics Equipment

The avionic components of sensors and actuators will be defined in this section for the
purpose of GNC design. It will include all needed data and characteristics for the sensors
and actuators as well as for the equivalent models used, where the equipment proper is
not included.

3.3.1 Propulsion

The only propulsion system on the chaser spacecraft is a thruster assembly consisting of
28 thrusters, which provides the needed forces and torques. The location and orientation
of the thrusters are listed in Table C.6.
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The force vectorFp from the propulsion is computed as the sum of the individual
thruster forces, see Equation (3.1)

Fp =

n∑

i=1

Fthi
(3.1)

The torque vectorNp is computed in Equation (3.2) with respect to the COM,

Np =

n∑

i=1

Ni =

n∑

i=1

(rbc − rthi
) × Fthi

(3.2)

whererbc is the COM location andrthi
is the location of theith thruster. The uncertain-

ties for the thrusters can be found in Table C.5.
To ensure that no saturation occurs a spherical envelope is applied, and according

to analysis in (Silva, Martel & Delpy 2005) this leads to a maximum force and torque
of 220 N and250 Nm respectively. This will be available at any time in any direction
without saturation.

3.3.2 Gyros

The gyro assembly consists of 4 two axes sensitive gyros of type DTG T100 mounted in
a tetrahedron configuration for redundancy reasons. They are all mounted on a stiff com-
mon baseplate to minimize misalignments. The performancesalong the spacecraft axes
are shown in Table C.2. The measured angular rate vector is expressed in Equation (3.3)
as (Iwens & Farrenkopf 1971)

ωg(t) = (1 + kg)ω(t − τ) + dg(t − τ) + ng(t − τ) (3.3)

wherekg is the scale factor,ω is the true angular rate vector,dg is the vector of drift and
ng is the vector of white noise. The sensor has a delay of0.1 s and a sampling frequency
of 10 Hz.

3.3.3 Star Sensor

The chaser will have 2 star sensors which are mounted orthogonal in order to get 3 axes
high resolution coverage, though not always used simultaneously. The output of the
sensors will be in the inertial frameFi. The specification in Table C.3 is for one sensor
unit.

The sensor output can be a quaternion or Euler(3,2,1) angles. The measured angles
are computed as

θstr(t) = θ(t − τ) + θstrb
(t − τ) + θstrn

(t − τ) (3.4)

whereθ is the true attitude and the two last terms are bias and noise terms respectively.
The sensor has a delayτ of 1 s and a sampling frequency of5 Hz.
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POSITION

Range m LOS deg
R in meters Bias Noise Bias Noise

0 − 1 0.01(1 + R) 0.005 + 0.01R 0.5 < 0.2
1 − 2 0.01(1 + 0.5R)

2 − 10 0.01(1.12 + 0.94R) 0.01R

10 − 20 0.3
20 − 100 0.01R 0.0225R − 0.25

100 − 150 0.11R − 9
150 − 500 0.05R

ATTITUDE (deg)

x-axis(axial) y,z-axes(lateral)
R in meters Bias Noise Bias Noise

0 − 20 < 0.8 0.1 0.55 + 0.0125R 0.05 + 0.0475R

20 − 30 −0.6 + 0.07R −0.6 + 0.07R

Table 3.3: GNC relevant specifications for the Rendezvous sensor. Noise is3σ Gaussian values.
The data in this table has been obtained from measurements ona real sensor. Many values in
different ranges are driven by internal modes of the sensor.

3.3.4 Rendezvous Sensor

This is a Charge Coupled Device (CCD) based type of camera sensor, which is the
primary sensor for the proximity maneuvers of the RVD phase.It has a circular Field Of
View (FOV) of 5 deg below200 m and8 deg above. The operational range of the sensor
is up to about500 m. The sensor delivers the following measurements.

• Range: The rangeR is measured between the sensor frameFrc and a target
pattern, which is mounted on the Russian service module of the ISS. The target
pattern location in the target docking frameFdt is rrt = [0, 1.5, 0]T m.

• LOS: The LOS azimuthβrvs and elevationαrvs angles, which are rotations
around the z-axis and the minus y-axis respectively. The x-axis is along the bore
sight.

• Relative Attitude: The Euler(3,2,1) angles are between the sensor frame and
the target docking frame. This measurement can also be provided in quaternion
notation. The relative attitude is only available for a range smaller than30 m.

The noise and bias in Table 3.3 shall be applied to the primarymeasurements and the
Cartesian measurement in the sensor frameFrc is then found as

xrvs = R





cos(αrvs) cos(βrvs)
cos(αrvs) sin(βrvs)

sin(αrvs)



 (3.5)

The application of bias and noise is of the same form as expressed in Equation (3.4) for
both position and relative attitude when applicable. The sensor has a delay of0.3 s and
a sampling frequency of1 Hz.
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Noise (3σ) Position Velocity

xLVLH 5 m 0.015 m/s
yLVLH 3 m 0.005 m/s
zLVLH 5 m 0.015 m/s

Table 3.4: GNC relevant specifications for the RGPS based navigation. Noise is Gaussian.

3.3.5 Relative GPS

The relative GPS based navigation will not be designed in detail and therefore it will be
necessary with an equivalent performance model of the RGPS navigation. The output
of the model is obtained by adding Gaussian white noise to thetrue state vector, which
is then filtered through a second order filter with stationarygain of one, a bandwidth of
0.0165 rad/s and a damping of0.6 as typical values.

3.4 Disturbance Models

This section will describe the relevant disturbance modelsfrom the environment respec-
tively from the spacecraft itself. Only the disturbances which are of any significant value
have been taken into account.

3.4.1 Gravity Gradient

The gravity field is producing a torque on a body, which is not in the equilibrium attitude
due to the different force acting on different particles of the body. If the gravity field had
been uniform, contrary to inverse square as in Equation (4.1), no gravity gradient torque
would be present (Hughes 1986).

The gravity gradient torqueNg is found from integrating over the body solid to
calculate the torque. If the geometric center of iteration is chosen to be at the COM then
Ng can be expressed as

Ng = 3
µ

r3
r̂ × Ir̂ (3.6)

wherer is the distance from gravity field center to the COM andr̂ is a unit vector from
the COM to the gravity field center. The gravity field is expressed in Equation (4.1) and
the detailed derivation of Equation (3.6) can be seen in (Hughes 1986).

We observe that̂r is always along the local vertical axis of the orbital frameFo, so
we have that̂r = ko = [0, 0, 1]T in Fo. We also see that there is no torque produced
around the z-axis as expected.

We needNg in the body frameFbc, whereI is time invariant, and we therefore need
to representko in the body frame, which becomes the last column of the rotation matrix
in Equation (B.4). Finally we will linearize Equation (3.6)around the nominal attitude
of θ0 = [0, θ0, 0]T using a general Taylor expansion as in Equation (4.8). The detailed
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calculations finding the partial derivatives can be found inSection B.5. The linear model
for the gravity gradient in the chaser body frame yield

Nglin
= 3

µ

r3

2

4

I21sycy − I23c
2
y

(I33 − I11)sycy + I13c
2
y − I31s

2
y
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2
y − I23sycy

3

5 +

3
µ

r3

2

4
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2
y − I31sycy I21(c

2
y − s2

y) − 2I23sycy 0
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3

5

(3.7)
wheresy, cy aresin(θ0), cos(θ0) respectively.

The linear model in Equation (3.7) can either be used as it is to find the disturbance
torques or it can be in included in a linear design model of theattitude dynamics. The
latter should be done if the disturbance torque is large in respect to the nominally needed
torque to fulfill control performance. The former is sufficient when the disturbance
torque is small and leaves sufficient available torque for the primary tracking task of the
controller, which is the case here.

3.4.2 Differential Air Drag

The residual atmosphere, which exist for most Earth orbits,causes a force on the space-
craft when molecules impact the spacecraft surface. We can write the well known equa-
tion for the drag force as (Larson & Wertz 1991)

Fd = −1

2
ρCd|v|Av (3.8)

whereρ is the atmospheric density,Cd is the drag coefficient,A is the cross sectional
spacecraft area for each axis along the diagonal of the matrix andv is the velocity vector
relative to the atmosphere. For typical spacecraftCd = 2.2.

For relative proximity maneuvers only the relative drag is of real interest and we
can find the differential drag acceleration as the difference between the chaser and target
drag accelerations found from Equation (3.8) dividing by the respective masses. As the
drag almost entirely acts along the x-axis we will consider the scalar formulation only.

Fdd

mc

= −1

2
ρCdv

2

(
Ac

mc

− At

mt

)

(3.9)

The velocities for the two spacecraft can be considered the same for this purpose, as well
as the drag coefficients. The differential drag force actingon the chaser yield

Fdd = −1

2
ρCdv

2

(

Ac − At

mc

mt

)

(3.10)

whereAc is the cross section of the chaser andAt is the cross section of the target space-
craft, which is the form used here. For completeness it shallbe said that the equation
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is often expressed as an acceleration using the ballistic coefficientCB instead, where
CB = m

CdA
in general.

The most uncertain part of Equation (3.10) is the atmospheric densityρ, which varies
with the sun rotation, the Earth seasons and the11 year cycle of the sun, the latter be-
ing dominant. Within the time scale of a RVD mission it can therefore be considered
non stochastic.ρ is modeled empirically by one of the two well known models; JAC-
CHIA (Jacchia 1977) and MSIS (Hedin 1986).

The atmosphere density is modeled by data in JACCHIA and the sub model Harris-
Priestler is used (Vallado 2004). Above1000 km altitude the density is considered to be
zero.

For the relatively symmetric chaser spacecraft in this work, the air drag induced
torques are small and therefore neglected as well as the shadowing effect between the
spacecraft.

3.4.3 Chaser Flexible Modes Model

Here will be established a new general form of model for multiple flexible appendices of
a rigid body spacecraft. The flexible modes are expressed in terms of eigen frequencies,
damping and the modal coupling factors. These data are typically obtained from Finite
Element Models (FEM), like e.g. the NASTRAN program. The modal data for one
flexible solar panel is provided in Table C.4 and is valid for all four panels used. We
will not deal with the modal analysis here, but some basic background information can
be found in e.g. (Wie 1998). The modal analysis is performed for a free-free body with
the modal data expressed at the attachment to the rigid body spacecraft in frameFp.

The general form of the model is (Fle 1994)

MT

[
ẍ

ω̇

]

=

[
F

N

]

− Lη̈ (3.11)

η̈k + 2ζkωkη̇k + ω2
kηk = − 1

mk

LT

[
ẍ

ω̇

]

(3.12)

where

MT : mass/inertia matrix of the rigid body inclusive the flexible panels
ẍ, ω̇ : linear and angular acceleration of the rigid body
F,N : forces and torques acting on the spacecraft
ηk : thekth flexible state
ζk : thekth flexible damping factor
ωk : thekth flexible eigen frequency
mk : modal mass for thekth mode (normalized to 1)
L : modal participation matrix of thekth flexible mode at the COM

Before setting up the general structure for Equations (3.11) and (3.12), we will con-
sider an example for one axis with one flexible mode for illustrative purpose. Taking the
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Figure 3.7: Illustration of the principle structure of the flexible modes modeling, here shown for
one mode and one axis. Further modes add along the lower lines. It consists of second order
systems with coupling factors.

Laplace transform of both sides of Equation (3.12) we get

η

x
= − L

m

s2

s2 + 2ζωs + ω2
(3.13)

Combining Equation (3.13) with Equation (3.11) in the Laplace domain, we can draw a
principal block diagram in Figure 3.7.

We will now go through the steps of forming the matrixL starting from the modal
data in Table C.4. The indexj will indicate the panel number and we consider we have
m modes andp panels. Recall that the modal data is for one panel given in the panel
attached frameFp.

lkjp =

[
lkjpm

lkjpi

]

= [LkmxLkmyLkmzLkixLkiyLkiz ]
T (3.14)

The panels can rotate around their longitudinal axisYp by an angleβ = [0, β, 0]T. The
rotation from the nominal panel frame to the actual frame isRp(β) and we need to
representlkjp in the nominal frame

lkjpn
=

[
lkjpnm

lkjpni

]

=

[
RT

plkjpm

RT
plkjpi

]

(3.15)

Further we rotate the vectorlkjpn
from the nominal panel frame into the spacecraft body

frame. The rotation isRpbc(α) by an angleα = [α, 0, 0]T.

lkjb1 =

[
lkjb1m

lkjb1i

]

=

[
RT

pbclkjpnm

RT
pbclkjpni

]

(3.16)

We must now include the term from the modal mass, which is still located at the attach-
ment point, to the modal inertia accounting for the lever arm.

lkjb =

[
lkjbm

lkjbi

]

=

[
lkjb1m

lkjb1i + lkjb1m × rj

]

(3.17)
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whererj is the vector from the COM to the attachment pointj. For one flexible mode
k, we will now stack the modal participation vectors as follows

Lk =

[
lk1bm lk2bm · · · lkpbm

lk1bi lk2bi · · · lkpbi

]

6×p

(3.18)

Finally we can form the matrixL by stacking blocks for each flexible mode

L =
[

L1 L2 · · · Lm

]

6×mp
(3.19)

Equation (3.19) gives the general modal participation matrix for any number of panels
with any possible orientation in the spacecraft body frame.

The dynamical equations for the flexible modes are expressedmost conveniently in
state space form. For one mode and one panel we define the statevector asxfk = [η, η̇]T

andẋfk = [η̇, η̈]T and from Equation (3.12) we find

η̈k = −2ζkωkη̇k − ω2
kηk − 1

mk

lTk

[
ẍ

ω̇

]

(3.20)

which will be the output of the state space model. We can write

ẋfk = Afkxfk + Bfku =

[
0 1

−ω2
k −2ζkωk

]

xfk +

[
0

− 1
mk

lTk

]

u (3.21)

whereu = [ẍ, ω̇]T and the output becomes from Equations (3.20) and (3.11)

yfk = −lk[Ckxfk + Dfku] = −lk
[
−ω2

k −2ζkωk

]
xfk − lk[− 1

mk

lTk]u (3.22)

Finally we will combine the state space system for each paneland each flexible mode
into one complete model following the organization of Equations (3.18) and (3.19). We
define the general state vector asxf = [η11, η̇11, · · · , η1p, η̇1p, · · · , ηmp, η̇mp]

T

ẋf = Afxf + Bfu (3.23)

yf = −LCfxf − LDfu (3.24)

where

Af =

2

6

6

6

6

6

6

6

6

6

6

6

6

6

4

2

6

4

A11

. . .
A1p

3

7

5

2p×2p

. . .
2

6

4

Am1

. . .
Amp

3

7

5

2p×2p

3

7

7

7

7

7

7

7

7

7

7

7

7

7

5

2(mp×mp)

(3.25)
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2

6

6

6

6

6

6

6

6

6

6

6

6

6

4

2

6

4

C11

. . .
C1p

3

7

5

p×2p

. . .
2

6

4

Cm1

. . .
Cmp

3

7

5

p×2p

3

7

7

7

7

7

7

7

7

7

7

7

7

7

5

mp×2mp

(3.27)

Df =
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(3.28)

It shall be noted that the minus on the last term in Equation (3.11) is included in the
output of Equation (3.23).

3.4.4 Chaser Fuel Sloshing Model

The perturbation from fuel sloshing is caused by partially filled tanks with some free
motion of the fuel. The best approach to minimize this is by designing anti sloshing
baffles in the tanks, though it will not be able to eliminate the effect totally. Therefore
we need models of the effect, though it is very difficult to model accurately fluid motion
in a zero gravity environment.

Fluid behaves differently as a function of the accelerationon it, for which reason it
is not simple to find a model which covers a larger range. We canconsider two models.
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The first being based on a pendulum equivalent model being adequate during the orbital
boost modes and a second being based on a spring, mass and damper equivalent for the
other RVD modes. We will consider the latter here. Both models have been verified with
the FLOW3D software.

We will divide the liquid into a sloshing partm1 and a solid partm0 as

m1 = (1 − λ(τ))mL (3.29)

m0 = λ(τ)mL (3.30)

wheremL is the total fuel mass in the tank,τ is the filling ratio and

λ = τ(4αs − 1) + τ2(2 − 4αs) (3.31)

whereαs = λ(0.5) = 0.62 and Equation (3.31) is found empirically from FLOW3D
analysis and valid for spherical tanks with conic baffles used here . The perturbation
forceFP from the slosh can be written as a liquid minus a solid part

FP = FL − FS (3.32)

which we will separate into parts form1 andm0 respectively.

FL = FL1
+ FL0

and FS = FS1
+ FS0

(3.33)

As FL0
= FS0

Equation (3.32) yield

FP = FL1
− FS1

(3.34)

and
FL1

= ksx1 + csẋ1 (3.35)

FS1
= m1γtank (3.36)

wherex1 is the displacement ofm1 in a tank centered coordinate system,ks is the spring
stiffness,cs is the damping andγtank is the acceleration of the tank.FS1

is accounted
for by the normal rigid body motion, so we only need to deal with Equation (3.35).

We will now calculate the general accelerationγ1 acting on the massm1

γ1 = γc − ω × (ω × r1) − 2ω × ṙ1 − ω̇ × r1 (3.37)

where

γ1 : acceleration ofm1 with respect to the spacecraft reference frame
γc : acceleration of the rigid spacecraft
ω : angular velocity of the spacecraft
r1 : m1 location with respect to the COM withr1 = rtank + x1

wherertank is the tank center with respect to the COM
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We can write the spring, mass and damper model for one axis as

m1ẍ1 = −ksx1 − csẋ1 + m1γ1 (3.38)

which gives the displacementx1 of the massm1. Combining Equation (3.38) with
Equation (3.35) to eliminate the displacement, we can writethe transfer function from
the forcing functionγ1 to the perturbation forceFL in the scalar case as

FL(s)

γ1(s)
=

css + ks

s2 + cs

m1

s + ks

m1

(3.39)

This model has a very similar structure as illustrated in Figure 3.7 , except the trans-
fer function is different. The torque produced on the spacecraft is NL = r1 × FL and
in practice the termx1 can be neglected as small.

We will now express Equation (3.39) in a state space form for all 3 axes for one
single tank, wherexs = [xx, ẋx, xy, ẋy , xz, ẋz ]

T and for simplicity reasons, we write
the matrices for the x-axis only, as the full model is block diagonal

ẋs = Asxs + Bsu (3.40)

ys = Csxs (3.41)

whereu = γ1 and

Asx
=

[
0 1

− ks

m1

− cs

m1

]

(3.42)

Bsx
=

[
0
1

]

(3.43)

csx
=
[

ks cs

]
(3.44)

The total perturbation is the sum from each individual tank and can be constructed in a
similar manner as for the flexible modes in Section 3.4.3. From analysis elsewhere, we
know that the natural frequency range is[0.01; 0.04] Hz for τ = 0.5 and the damping
cs ∈ [0.16; 0.5] s−1. Typical mass to consider ismL = 600 kg. The location of the four
tanks are as in Table 3.5 in the geometrical frameFgc.

Tank # x m y m z m

1 1.4 0.85 0.85
2 1.4 -0.85 0.85
3 1.4 -0.85 -0.85
4 1.4 0.85 -0.85

Table 3.5: Location of tanks.
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3.5 Conclusion

All the needed coordinate frames have been rigorously defined together with their inter
relationships. The data for both chaser and target spacecraft has been provided. Linear
multivariable models have been developed for gravity gradient torques, differential drag
forces and dynamical state space models for both flexible modes and sloshing phenom-
ena.
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Chapter 4

Relative Position Dynamics and
Kinematics

The relative position dynamics between 2 spacecraft movingin arbitrary elliptical or-
bits will be developed in this chapter. Until today all spacemissions involving close
proximity maneuvers has been for RVD missions on circular orbits. This is going to
change for future planned missions of landing, sample and return type and proxim-
ity encounters with small celestial bodies typically in elliptical orbits. Other emerging
missions are Formation Flying ones also utilizing elliptical orbits (Inalhan, Tillerson &
How 2002). Earlier work has been performed in this field but ithas mostly been concen-
trated on the theoretical aspects leading to restricted solutions which are of less impor-
tance for the practicing designer; see e.g. (Berreen & Sved 1979), (Garrison et al. 1995),
(Kechichian 1992), (Lancaster 1970), (Melton 2000), (Weiss 1981), (Tschauner &
Hempel 1965) and later (Humi & Carter 2002). The linear solution will be found with
respect to the target spacecraft for any elliptical orbit. The special case for the circular
orbits will be found in the Clohessy Wiltshire equations (Clohessy & Wiltshire 1960).

The general solution will finally be tested and verified with respect to a complete
nonlinear numerical solution and error functions developed to determine error bound-
aries.

4.1 General Differential Equation System

The only assumption for this derivation is that the motion isunder the action of a cen-
tral gravity field and forces from thruster actuation or disturbances. The spacecraft are
considered as point masses for this work.

The position vectors in inertial space are defined as in Figure 4.1 for the chaserrc

and targetrt. Their relative position is denoteds. The equations of motion will be
derived conveniently in the target local orbital frame, illustrated in Figure 3.2.

In the following scalars will be in normal types and vectors and matrices will be in
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r

r

t

c

s

X

Y

Z I

I

I

Figure 4.1: Definition of the position vectors to the chaserrc and targetrt as well as the relative
vectors in the inertial frameFi.

bold, and it will be clear from the context what is what. Vectors are defined as column
vectors.

The general equation for motion under the influence of a central force is as fol-
lows (Newton 1713).

Fg(r) = −G
Mm

r2

r

r
= −µ

m

r3
r (4.1)

and

G : universal gravitational constant Nm2/ kg2

M : mass of the Earth kg
m : mass of the spacecraft (second mass) kg
r : the radius vectorr = |r| m
µ : µ = GM Nm2/ kg

Dividing by the mass on both sides of Equation (4.1) to normalize one obtains for the
general motion as follows

fg(r) = −µ
r

r3
(4.2)

Target motion from Equation (4.1):

Fg(rt) = mtr̈t = −µ
mt

r3
t

rt

fg(rt) = r̈t = −µ
rt

r3
t

(4.3)
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Chaser motion from Equation (4.1) and non gravitational force:

mcr̈c = Fg(rc) + F = −µ
mc

r3
c

rc + F

and inserting Equation (4.2) yield

r̈c = fg(rc) +
F

mc

(4.4)

The relative motions is defined as follows and the relative accelerations become directly
the derivatives in inertial space

rt + s = rc (4.5)

s̈ = r̈c − r̈t (4.6)

Inserting Equations (4.3) and (4.4) into Equation (4.6) oneobtains

s̈ = fg(rc) − fg(rt) +
F

mc

(4.7)

We will now linearizefg(rc) around the vectorrt by means of a Taylor expansion to
first order.

fg(rc) = fg(rt) +
∂fg(r)

∂r

∣
∣
∣
∣
r=rt

(rc − rt) (4.8)

The elements of the Jacobian matrix (Wie 1998) in Equation (4.8) are derived in details
in Section A.1.1 for the partial derivatives. We definer = [rx, ry, rz ]

T andr = |r| =

(r2
x + r2

y + r2
z)

1

2 .
We will now rewrite Equation (4.8) and insert Equation (4.6), M and thatr = rt.

fg(rc) − fg(rt) = − µ

r3
t

Ms

where

M =







1 − 3
r2

x

r2

t

3
rxry

r2

t

3 rxrz

r2

t

3
ryrx

r2

t

1 − 3
r2

y

r2

t

3
ryrz

r2

t

3 rzrx

r2

t

3
rzry

r2

t

1 − 3
r2

z

r2

t







(4.9)

after inserting from Section A.1.1 and Equation (4.7) becomes

s̈ = − µ

r3
t

Ms +
F

mc

(4.10)

The interest is to represent the chaser motion in the rotating target local orbital frame,
see Section 3.1. From a general kinematic equation for translation and rotating systems,
we can obtain the chaser acceleration in the rotating targetframe. The translation is
trivial and part of the equations (Symon 1979). Generally one obtains the following,
where the starred (∗) system is rotating with the angular velocity vectorω.
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d2x

dt2
=

d∗2x∗

dt2
+ ω × (ω × x∗) + 2ω × d∗x∗

dt
+

dω

dt
× x∗ (4.11)

We now defines = x ands∗ = [x, y, z]T in the rotating starred system and inserting
Equation (4.10) yield

d∗2s∗

dt2
+ ω × (ω × s∗) + 2ω × d∗s∗

dt
+

dω

dt
× s∗ +

µ

r3
t

Ms∗ =
F

mc

(4.12)

Expressed in the target frame we get forrt andω directly from the frame definition

rt =





0
0

−r



 andω =





0
−ω

0





The terms of Equation (4.12) can be found by insertingrt andω and carrying out all the
cross products as well as finding the elements of the JacobianM in Equation (4.9). See
also Section A.1.2.

We will now find a more convenient expression for the termµ

r3

t

in Equation (4.12)
as a function of the orbital angular velocity. To do that we observe that the angular
momentumL is constant for fixed elliptic orbits and we can express its magnitude as
follows:

mr2
t ω = L ⇒ r2

t ω = L
m

= h

⇓ rt =
√

L
mω

=
√

h
ω

(4.13)

We will now reformulate as follows, for extensive use in the subsequent solutions, using
the result in Equation (4.13):

µ

r3
t

= µ
(ω

h

) 3

2

= µ

(
1

h

) 3

2

︸ ︷︷ ︸

k

ω
3

2 = kω
3

2 (4.14)

We now insert Equations (4.13) and (4.14) into Equation (4.12) together with the ele-
ments of Equation (4.12) yielding:

ẍ − ω2x − 2ωż − ω̇z + kω
3

2 x =
1

mc

Fx

ÿ + kω
3

2 y =
1

mc

Fy (4.15)

z̈ − ω2z + 2ωẋ + ω̇x − 2kω
3

2 z =
1

mc

Fz

It shall be noted that the system of linear time varying differential equations in Equa-
tion (4.15) is the general system valid for an arbitrary relative trajectory between a chaser
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spacecraft and a target spacecraft, where the latter moves under the influence of a cen-
tral gravity field only. Hence the validity of Equation (4.15) for the target spacecraft.
The reduction of this system restricted to circular or near circular orbits can be found
in Section 4.3. The system can now be formulated conveniently in state space form as
follows.
In plane: With state vectorxpi = [x, z, ẋ, ż]T andFi = [Fx, Fz ]

T

ẋpi =







0 0 1 0
0 0 0 1

ω2 − kω
3

2 ω̇ 0 2ω

−ω̇ ω2 + 2kω
3

2 −2ω 0







xpi +







0 0
0 0
1

mc
0

0 1
mc







Fi (4.16)

ẋpi = Apixpi + BpiFi (4.17)

Out of plane: With state vectorxpo = [y, ẏ]T andFo = [Fy ]T

ẋpo =

[
0 1

−kω
3

2 0

]

xpo +

[
0
1

mc

]

Fo (4.18)

ẋpo = Apoxpo + BpoFo (4.19)

Defining a state vectorxp = [x, y, z, ẋ, ẏ, ż]T andF = [Fx, Fy, Fz ]
T, and system ma-

tricesAp andBp the in and out of plane state space systems can be combined into one
model, which is detailed in Section A.5.

4.2 General Homogeneous Solution

We will now prepare to find the generic closed form homogeneous solution to Equa-
tion (4.15), which will give the transition matrix of the system. Equation (4.15) is not
solvable in its present form, so the first step will be to reformulate it by performing a
nonlinear transformation of its variables and intermediate computations can be found
in A.3.1. The idea is to make use of the fact that elliptical orbits governed by the Equa-
tion (4.1) hold many of the properties of conic sections, seealso Section A.2.

The strategy is now to replace the independent variablet with the true anomalyθ,
see illustration in Figure 2.1. Defining a function

̺(θ) , 1 + ε cos(θ) and ̺(θ) ∈]0; 2[ (4.20)

we can then rearrange Equation (A.12), the expression for a general conic section, to
obtain another expression forω in Equation (4.15), the objective being to simplify Equa-
tion (4.15).

r =
p

1 + ε cos(θ)
=

p

̺
(4.21)
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whereε is the orbit eccentricity,p = h2µ−1 andh is the specific orbital angular mo-
mentum as defined in Equation (4.13). Rearranging Equation (4.21) and inserting we
obtain

̺ =
p

r
=

h2

µr

and inserting Equation (4.13)

̺ =
h2

µ

(
h

ω

)− 1

2

=
h

3

2

µ
ω

1

2

and from Equation (4.14) we get the inverse ofk and combining we obtain forω, where
the argumentθ is omitted for simplicity.

̺ = k−1ω
1

2

ω = k2̺2 (4.22)

We will now derive the intermediate differentials needed inEquation (4.15) with
respect toθ and defineda

dθ
= a′ wherea is an arbitrary variable,

da

dt
=

da

dθ

dθ

dt
= ω

da

dθ
= ωa′ (4.23)

and after some manipulations we obtain for the second derivative

d2a

dt2
=

d2a

dθ2

(
dθ

dt

)2

+
da

dθ

d2θ

dt2

= ω2a′′ + ωω′a′ (4.24)

The derivative of Equation (4.22) becomes

dω

dθ
= ω′

=
d

dθ

(
k2(1 + ε cos(θ))2

)

= −2εk2̺ sin(θ) (4.25)

Details of Equations (4.24) and (4.25) are in Section A.3.1.
We now have all the intermediate equations needed Equations(4.22) to (4.25) to in-

sert into Equation (4.15). We will consider the homogeneouspart of the equation and
the right hand side becomes zero (the initial value problem). The particular solution can-
not be general per definition to be of practical interest. We will rewrite Equation (4.15)
row by row, see Section A.3.1 for details, commencing with the second row of Equa-
tion (4.15), which is the simplest, and inserting Equation (4.24) fory we obtain

ω2y′′ + ωω′y′ + kω
3

2 y = 0
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We now insert Equations (4.22) and (4.25) and after some algebraic manipulations we
obtain

̺y′′ − 2ε sin(θ)y′ + y = 0 (4.26)

Inserting Equation (4.24) forx andz into the first row of Equation (4.15) we obtain

ω2x′′ + ωω′x′ − ω2x − 2ω2z′ − ωω′z + kω
3

2 x = 0

We can now regroup the terms with respect toω and inserting Equations (4.22) and (4.25).
After rearranging and simplifying terms we arrive at

̺x′′ − 2ε sin(θ)x′ + 2ε sin(θ)z − ε cos(θ)x − 2̺z′ = 0 (4.27)

Inserting Equation (4.24) forx andz into the third row of Equation (4.15) we obtain

ω2z′′ + ωω′z′ − ω2z + 2ω2x′ + ωω′x − 2kω
3

2 z = 0

We can now regroup the terms with respect toω and inserting Equations (4.22) and (4.25),
dividing both sides with(k2̺2) and then by(k2̺), expanding terms and simplifying we
obtain

̺z′′ − 2ε sin(θ)z′ − 2ε sin(θ)x + 2̺x′ − (3 + ε cos(θ))z = 0 (4.28)

To get a better overview of the system of Equations (4.26), (4.27) and (4.28), we will
write the system together in Equation (4.29).

̺x′′ = 2ε sin(θ)x′ − 2ε sin(θ)z + ε cos(θ)x + 2̺z′

̺y′′ = 2ε sin(θ)y′ − y (4.29)

̺z′′ = 2ε sin(θ)z′ + 2ε sin(θ)x − 2̺x′ + (3 + ε cos(θ))z

We will now define a transformation to be applied to Equation (4.29) to simplify the
equation system further. Proposed the first time by (Lawden 1954).





α
β
γ



 , ̺





x
y
z



 = (1 + ε cos(θ))





x
y
z



 (4.30)

To apply the transformation in Equation (4.30) to the systemin Equation (4.29) we will
compute the derivative terms for theα component in Equation (4.30), which will then
be used forβ andγ as well. From Equation (4.20) it follows that

̺ = 1 + ε cos(θ)

̺′ = −ε sin(θ) (4.31)

̺′′ = −ε cos(θ)

The general transformation for one component of Equation (4.30), e.g.α has the first
derivative,

α′ = ̺′x + ̺x′
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and insertingx from Equation (4.30) and solving forx′ we obtain

x′ =
1

̺

(

α′ − ̺′

̺
α

)

(4.32)

see also Equation (A.25). The second derivative ofα becomes

α′′ = ̺′′x + ̺′x′ + ̺′x′ + ̺x′′

and insertingx from Equation (4.30) andx′ from Equation (4.32) we obtain

̺x′′ = α′′ − ̺′′

̺
α − 2

̺′

̺

(

α′ − ̺′

̺
α

)

(4.33)

see also Equation (A.26). We will now rewrite Equation (4.29) by writing the coeffi-
cients in terms of̺ and its derivatives from Equation (4.31).

̺x′′ = −2̺′x′ + 2̺′z − ̺′′x + 2̺z′

̺y′′ = −2̺′y′ − y (4.34)

̺z′′ = −2̺′z′ − 2̺′x − 2̺x′ + (2 + ̺)z

We will now rewrite Equation (4.34) by using the transformation Equation (4.30) and by
inserting Equations (4.32) and (4.33). Starting with the second row of Equation (4.34)
we get

̺y′′ = −2̺′y′ − y

β′′ − ̺′′

̺
β − 2

̺′

̺

(

β′ − ̺′

̺
β

)

= −2
̺′

̺

(

β′ − ̺′

̺
β

)

− β

̺

and by recognizing that1−̺′′

̺
= 1 and by rearranging the terms, we get

β′′ = −β (4.35)

For the first row of Equation (4.34) we obtain

̺x′′ = −2̺′x′ + 2̺′z − ̺′′x + 2̺z′

and substituting and rearranging terms as before we obtain

α′′−̺′′

̺
α−2

̺′

̺

(

α′ − ̺′

̺
α

)

= −2
̺′

̺

(

α′ − ̺′

̺
α

)

+2
̺′

̺
γ−̺′′

̺
α+

2̺

̺

(

γ′ − ̺′

̺
γ

)

α′′ = 2γ′ (4.36)

For the third row of Equation (4.34) we obtain, see also Equation (A.27),

̺z′′ = −2̺′z′ − 2̺′x − 2̺x′ + (2 + ̺)z
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and substituting and rearranging terms as before we obtain

γ′′−̺′′

̺
γ−2

̺′

̺

(

γ′ − ̺′

̺
γ

)

= −2
̺′

̺

(

γ′ − ̺′

̺
γ

)

−2
̺′

̺
α−2̺

̺

(

α′ − ̺′

̺
α

)

+(2+̺)
γ

̺

γ′′ =
3

̺
γ − 2α′ (4.37)

We will now write Equations (4.35) to (4.37) together havingobtained a simple set of
differential equations as a function of the true anomalyθ.

α′′ = 2γ′

β′′ = −β (4.38)

γ′′ =
3

̺
γ − 2α′

The system in Equation (4.38) is rather simple in its appearance and the out of plane
motion is just a harmonic oscillator as in the circular(ε = 0) case. Again, we will
begin to find the full solution for the out of plane equation. This will be performed in
Section 4.2.1 and the two other coupled equations for the in plane motion will be solved
in Section 4.2.2.

4.2.1 General Solution for the Out of Plane Motion

It shall be recalled that the variables of the system in Equation (4.38) are all functions of
θ. The solution for the harmonic oscillator becomes in theθ domain

β(θ) = c1 sin(θ) + c2 cos(θ)

and using Equation (4.30) to obtain the solution in the time domain

y(t) =
1

̺(θ(t))

(

c1 sin(θ(t)) + c2 cos(θ(t))
)

(4.39)

We will determine the constantsc1 andc2 from the initial conditions in theθ domain,
β0 andβ′

0, where the derivative is

β′(θ) = c1 cos(θ) − c2 sin(θ)

and to findc1 andc2 we will write theβ equation in matrix notation
[

β(θ)
β′(θ)

]

=

[
c1 sin(θ) + c2 cos(θ)
c1 cos(θ) − c2 sin(θ)

]

=

[
sin(θ) cos(θ)
cos(θ) − sin(θ)

][
c1

c2

]

=A(θ)

[
c1

c2

]

and asc1 andc2 holds all the information of the initial conditions, this isthe solution,
but we will eliminate the 2 constants.

[
β0

β′
0

]

= A0(θ0)

[
c1

c2

]
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and the inverse becomes
[

c1

c2

]

= A0(θ0)
−1

[
β0

β′
0

]

We see from the matrixA that the system is orthonormal and that the inverse matrix
is the transpose of it. Nevertheless we will find the inverse by utilizing cofactors to
confirm this statement. The determinant ofA is detA = − sin2 − cos2 = −1 and with
the cofactors we get

A(θ)−1 =
1

−1

[
− sin(θ) − cos(θ)
− cos(θ) sin(θ)

]

=

[
sin(θ) cos(θ)
cos(θ) − sin(θ)

]

The solution in theθ domain becomes
[

β
β′

]

= A(θ)A0(θ0)
−1

[
β0

β′
0

]

= B(θ, θ0)

[
β0

β′
0

]

(4.40)

whereB(θ, θ0) can easily be expressed as

B(θ, θ0) =

[
cos(θ − θ0) sin(θ − θ0)

− sin(θ − θ0) cos(θ − θ0)

]

We will now find the general matrix formulated transformation between theθ domain
and the time domain, which we will need heavily in the future for all utilization of this
work. We will derive it for they out of plane component, but it is general and applicable
to the other two componentsx andz. From Equation (4.23) we have that

ẏ = ωy′

y′ = ω−1ẏ

and from Equation (4.22) we find

ω−1 = k−2̺−2

From the transformation in Equation (4.30) we find the derivative of β to

β = ̺y

β′ = ̺′y + ̺y′

and by insertingy′ andω−1 one obtains

β′ = −ε sin y +
1

k2̺
ẏ

By writing this in matrix form we obtain the relation from thetime domain to theθ
domain

[
β(θ)
β′(θ)

]

=

[
̺(θ) 0

−ε sin(θ) 1
k2̺(θ)

] [
y(t)
ẏ(t)

]

= Λ(θ)

[
y(t)
ẏ(t)

]

(4.41)
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The reverse relationship is also needed and it becomes

[
y(t)
ẏ(t)

]

=

[
̺(θ) 0

−ε sin(θ) 1
k2̺(θ)

]−1 [
β(θ)
β′(θ)

]

We find the determinant ofΛ to be

detΛ =
1

k2

and from finding the cofactors and dividing by the determinant we obtain

[
y(t)
ẏ(t)

]

=

[ 1
̺(θ) 0

εk2 sin(θ) k2̺(θ)

] [
β(θ)
β′(θ)

]

= Λ−1(θ)

[
β(θ)
β′(θ)

]

(4.42)

Equations (4.40), (4.41) and (4.42) constitute the complete solution to the out of
plane motion with the two way transformation between the time and theθ domain. The
true anomalyθ is obviously needed, but it is found routinely for elliptic orbits, and as
such not considered part of this solution.

4.2.2 General Solution for the In Plane Motion

We will now seek the solution for the coupled in plane motion,which is significantly
more complex than the out of plane solution, which we have just established. From
the equation system in Equation (4.38) we recall the two coupled equations for the in
plane motion as the first and the third equation. We integratethe first equation of Equa-
tion (4.38) once and obtain

α′ = 2γ + kα1
(4.43)

By inserting Equation (4.43) into the third equation of Equation (4.38) it yields

γ′′ =
3

̺
γ − 2(2γ + kα1

)

and by rearranging in terms of coefficients ofγ, we obtain

γ′′ +

(

4 − 3

̺

)

γ = −2kα1
(4.44)

As we will see soon, Equation (4.44) is central to the finding of the complete solu-
tion. Equation (4.44) has non constant coefficients and cannot be solved by elementary
methods directly (Bronstein 1999). It has no singular points with ̺ as defined in Equa-
tion (4.20), which makes it analytical in the domain of the argument. The complete
solution of Equation (4.44) consists of the homogeneous andthe particular solution, as
γ = γh + γp respectively. First we will look at the homogeneous solution of Equa-
tion (4.44).

γh = kγ1
ϕ1 + kγ2

ϕ2
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wherekγ1
andkγ2

are the constants of integration, which we will consider later in this
section. One solution could be of the following form

ϕ1(θ) = ̺(θ) sin(θ) (4.45)

That Equation (4.45) is a solution can be verified by differentiating Equation (4.45) twice
to find ϕ′′

1 and substitute back into Equation (4.44) for the homogeneous part. It turns
out to fulfill the equation and it is a solution.

For the second solutionϕ2 there has been proposed several solutions in the past.
One solution proposed by (Lawden 1954) is the following using an integralI(θ)

ϕ2(θ) = ϕ1(θ)I(θ) = ϕ1(θ)

∫ θ

θ0

1

sin2(τ)̺2(τ)
dτ

but this solution is singular forθ = ±π. The integralI(θ) appears consistently in his
work since then (Lawden 1993).

This singularity problem was removed by (Carter 1990), who proposed a new for-
mulation of the integral of the form

I(θ) =

∫ θ

θ0

cos(τ)

̺3(τ)
dτ

ϕ2(θ) = 2εϕ1(θ)I(θ) − cos(θ)

̺(θ)

but it has the restriction that the resulting transition matrix is not valid forε = 0, hence
not usable for circular orbits. To improve this constraint in terms of generality, (Carter
1998) proposed yet another integral of the form

I(θ) =
sin(θ)

̺3(θ)
− 3ε

∫ θ

θ0

sin2(τ)

̺4(τ)
dτ

but the solution becomes rather complex, and it distances itself from more practical
applications and use.

We will now propose a simpler integral and look for a solutionalong the same lines
as referenced above. The motivation is to get rid of the high power terms of the integral
in the denominator of the past solutions and combine it with the relations of elliptical
orbits.

Lemma 4.1
Let an integral function be defined as follows

J(θ) ,

∫ θ

θ0

dτ

̺2(τ)
(4.46)

which can be reformulated as and shown in the proof Equations(4.48) to (4.51)

J(θ) = k2(t − t0)
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Then the solution to the differential Equation (4.44) can beformulated as

γ(θ) =

kγ1
̺(θ) sin(θ) + kγ2

(3ε2̺(θ) sin(θ)J(θ) + ̺(θ) cos(θ) − 2ε) − kα1

ε
̺(θ) cos(θ)

(4.47)

wherekγ1
, kγ2

andkα1
are integration constants.

Proof: Before proceeding with a solutionϕ2(θ), we will try to find a solution of the
new integral in Equation (4.46). From the intermediate calculations Equations (4.20)
to (4.22) and using Equation (4.13) we obtain

r =
p

̺
∧ r2 =

h

ω

(
p

̺

)2

ω = h (4.48)

whereh is a constant. We can now express Equation (4.46) in a simplermanner by
combining it with Equation (4.48), integrating and recalling thatdθ

dt
= ω.

h =

(
p

̺

)2

ω =

(
p

̺

)2
dθ

dt

hdt =
p2

̺2
dθ

and by definite integration

h

∫ t

t0

dt = p2

∫ θ

θ0

dτ

̺2(τ)

J(θ) =
h

p2
(t − t0) (4.49)

From Equation (4.14) and the general properties of conic sections, see also Equation (A.12)
or (Symon 1979), we obtain

p =
h2

µ
∧ k = µh− 3

2

p2 =
h4

k2h3
= hk−2 (4.50)

Inserting Equation (4.50) into Equation (4.49) we obtain

J(θ) = k2(t − t0) (4.51)
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The expression in Equation (4.51) is indeed a very simple expression only based upon
the transfer time in the orbit and has no complex integrals tosolve as seen in earlier
solutions.

As Equation (4.44) looks a bit alike the harmonic oscillator, we propose a solution
in the direction of

ϕ2(θ) = k1̺(θ) sin(θ)J(θ) + k2̺(θ) cos(θ) + k3 (4.52)

We must now differentiate Equation (4.52) and insert it intoEquation (4.44) to try find-
ing the constants (those in Equation (4.52) are not the normal arbitrary constants).

We will now rewrite Equation (4.52) in preparation of findinga solution, and we
divide it through byk3, which just gives a scaled solution, but only 2 constants to find.
We will still call the functionϕ2 and keep the constants for convenience and clarity. Let
us define the following 2 functions

φ(θ) , ̺(θ) sin(θ)

λ(θ) , ̺(θ) cos(θ)

By rewriting Equation (4.52) and leaving out theθ argument we get

ϕ2 = k1φJ + k2λ + 1 (4.53)

ϕ′
2 = k1(φ

′J + φJ ′) + k2λ
′ (4.54)

ϕ′′
2 = k1(φ

′′J + 2φ′J ′ + φJ ′′) + k2λ
′′ (4.55)

We now insert Equations (4.53) and (4.55) into the original Equation (4.44) for the
homogeneous part and obtain

ϕ′′
2 + (4 − 3

̺
)ϕ2 = 0

k1(φ
′′J + 2φ′J ′ + φJ ′′) + k2λ

′′ + (4 − 3

̺
)(k1φJ + k2λ + 1) = 0

and after some manipulations

k1((φ
′′ + (4 − 3

̺
)φ

︸ ︷︷ ︸

=0

)J + 2φ′J ′ + φJ ′′) + k2(λ
′′ + (4 − 3

̺
)λ

︸ ︷︷ ︸

=2ε

) + (4 − 3

̺
) = 0 (4.56)

We know that in Equation (4.56)φ = ϕ1 from Equation (4.45) and that it is a solution
and the first under braced equation equals zero.λ is not a solution to Equation (4.44)
, but we can find what it gives by backward substitution. We will find λ′′ and insert
into the form of the homogeneous part of Equation (4.44) to find the value of the second
under brace in Equation (4.56), which is detailed in Equation (A.28).

λ′′ = ̺′′ cos−̺′ sin−̺′ sin−̺ cos
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and by inserting as defined in Equation (4.31) we get as follows, writing theθ argument
only when double angle

λ′′ = −2ε cos(2θ) − cos

By back substituting we obtain

λ′′ + (4 − 3
̺
)λ = −2ε cos(2θ) − cos+4̺ cos−3 cos

= 2ε

Equation (4.56) is now simplified significantly and becomes

k1(2φ′J ′ + φJ ′′) + k22ε + (4 − 3

̺
) = 0 (4.57)

The next stage is to replace the integral termJ ′ andJ ′′ in Equation (4.57). Differentiat-
ing Equation (4.46) we obtain

J ′ = ̺−2

J ′′ = −2̺−3̺′

and
φ′ = ̺′ sin +̺ cos

Inserting into Equation (4.57) using also Equation (4.31) we get

k1(2(̺ cos−ε sin2)̺−2 + 2̺ sin2 ̺−3ε) + k22ε + 4 − 3

̺
= 0

and after rearranging we obtain, with details in Equation (A.29)

(2k1 + 4ε + 2k2ε
2) cos+2εk2 + 1 = 0 (4.58)

To make the left side of Equation (4.58) equal zero, the two constant terms must both be
zero, which leads to the following fork1 andk2.

k2 = − 1

2ε

and

k1 = −3

2
ε

Finally we can write Equation (4.52) as

ϕ2 = −3

2
ε̺ sinJ − 1

2ε
̺ cos+1

By multiplying through with−2ε and inserting the argumentθ we get for the second
solution

ϕ2(θ) = 3ε2̺(θ) sin(θ)J(θ) + ̺(θ) cos(θ) − 2ε (4.59)
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We will now have to check thatϕ1 andϕ2 are linearly independent. We will find the
Wronskian of the solutionsϕ1 andϕ2 (Rabenstein 1975). If the Wronskian is different
from zero at just one point in the space, the solutions are linearly independent. The
Wronskian is defined as the determinant of

W =

∣
∣
∣
∣

ϕ1 ϕ2

ϕ′
1 ϕ′

2

∣
∣
∣
∣

From Equation (4.45) one gets

ϕ′
1 = ε(cos2 − sin2) + cos

From Equation (4.59) one gets

ϕ′
2 = 3ε2(̺′ sin J + ̺ cosJ + ̺ sinJ ′) + ̺′ cos−̺ sin

The Wronskian now becomes after insertingϕ′
1 andϕ′

2 and reducing all the trigonomet-
ric terms, see also Section A.3.3

W = ϕ1ϕ
′
2 − ϕ′

1ϕ2

= ε2 − 1 (4.60)

For elliptic orbitsε ∈ [0; 1[ andW in Equation (4.60) is always different from zero and
ϕ1 andϕ2 are linearly independent.

The particular solution will be found by using the method ofvariation of parame-
ters (Kreyszig 1979), which only require that the homogeneous solution is known. We
attempt to find the solution of

a0(x)y(n) + a1(x)y(n−1) + · · · + an−1(x)y(1) + an(x)y = F (x)

which is of the form

yp(x) = C1(x)u1(x) + C2(x)u2(x) + · · · + Cn(x)un(x) (4.61)

whereu1 · · ·un are the linear independent solutions to the homogeneous equation and
the coefficients need to be determined. For a second order system the conditions to fulfill
are (Rabenstein 1975)

C′
1u1 + C′

2u2 = 0

C′
1u

′
1 + C′

2u
′
2 =

F (x)

a0(x)

which we recognize as the Wronskian

[
u1 u2

u′
1 u′

2

] [
C′

1

C′
2

]

=

[

0
F (x)
a0(x)

]
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We solve for the constants and then find the particular solution by integration. TheC1,2

shall not be confused with thec1,2 in Section 4.2.1. For the actual system we get
[

ϕ1 ϕ2

ϕ′
1 ϕ′

2

] [
C′

1

C′
2

]

=

[
0

−2kα1

]

From using Cramers rule (Ogata 1970) we obtain

C′
1 =

∣
∣
∣
∣

0 ϕ2

−2kα1
ϕ′

2

∣
∣
∣
∣

W

C′
2 =

∣
∣
∣
∣

ϕ1 0
ϕ′

1 −2kα1

∣
∣
∣
∣

W

whereW is the Wronskian andW = ε2 − 1.

C′
1 =

2kα1

ε2 − 1
ϕ2 (4.62)

C′
2 = − 2kα1

ε2 − 1
ϕ1 (4.63)

and according to Equation (4.61), we can now formulate the particular solution

ϕp = ϕ1

∫

C′
1 + ϕ2

∫

C′
2 (4.64)

By inserting Equations (4.62) and (4.63) into Equation (4.64), we obtain

ϕp =
2kα1

ε2 − 1

(

ϕ1

∫

ϕ2(τ)dτ − ϕ2

∫

ϕ1(τ)dτ

)

(4.65)

We will now find the two integrals in Equation (4.65). From Equation (4.45) we have

ϕ1 = ̺ sin = −1

ε
̺̺′

and by inserting
∫

ϕ1(θ)dθ =

∫

−1

ε
̺(θ)̺′(θ)dθ = − 1

2ε
̺2(θ) (4.66)

We will now find the integral ofϕ2 and will integrate Equation (4.59) by using partial
integration . We will take the first term separately. All the intermediate calculations are
to be found in Section A.3.4.
∫

3ε2̺(θ) sin(θ)J(θ)dθ = 3ε2

∫

̺(θ) sin(θ)J(θ)dθ = −3ε

∫

̺(θ)̺′(θ)J(θ)dθ

(4.67)
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We will now substituteg = 1
2̺2 andg′ = ̺̺′ and rewrite Equation (4.67) as follows

leaving out theθ argument, see details in Equation (A.31)

−3ε

∫

Jg′dθ = −3ε

[

Jg −
∫

J ′g

]

= −3

2
ε̺2J +

3

2
εθ (4.68)

The last terms of Equation (4.59) give with details in Equation (A.32)
∫

(̺ cos−2ε)dθ =

∫

((1 + ε cos) cos−2ε)dθ

= sin−3

2
εθ +

1

2
ε sin cos (4.69)

We now add Equations (4.68) and (4.69) to get the integral yielding, see also Equa-
tion (A.33)

∫

ϕ2dθ = −3

2
ε̺2J +

3

2
εθ + sin−3

2
εθ +

1

2
ε sin cos

= −3

2
ε̺2J +

1

2
(1 + ̺) sin (4.70)

To find the particular solutionϕp we insert Equations (4.45), (4.59), (4.66) and (4.70)
into Equation (4.65) and obtain as follows, which is detailed in Equation (A.34)

ϕp =
2kα1

ε2 − 1

[

̺ sin

(

−3

2
ε̺2J +

1

2
(1 + ̺) sin

)]

− 2kα1

ε2 − 1

[

(3ε2̺ sinJ + ̺ cos−2ε)

(

− 1

2ε
̺2

)]

= −kα1

ε
̺ cos (4.71)

The complete solution of Equation (4.44) now becomes by adding Equations (4.45), (4.59)
and (4.71) giving

γ(θ) = kγ1
ϕ1(θ) + kγ2

ϕ2(θ) + ϕp(θ) (4.72)

wherekγ1
andkγ2

are the integration constants.

γ(θ) =

kγ1
̺(θ) sin(θ) + kγ2

(3ε2̺(θ) sin(θ)J(θ) + ̺(θ) cos(θ) − 2ε) − kα1

ε
̺(θ) cos(θ)

(4.73)

This completes the proof of Lemma 4.1, which is a key element in finding the overall
solution. �
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We will now rearrange Equation (4.73) as follows for a convenient matrix notation later

γ(θ) = kγ1
̺(θ) sin(θ) +

(

kγ2
− kα1

ε

)

̺(θ) cos(θ) − kγ2
ε(2 − 3ε̺(θ) sin(θ)J(θ))

(4.74)
We note thatkα1

is also an integration constant from Equation (4.43). We will now
find the other componentα(θ) from Equation (4.43), which can be done by inserting
Equation (4.74) followed by integration.

α′ = 2γ + kα1

α′ = 2kγ1
̺ sin +2

(

kγ2
− kα1

ε

)

̺ cos−2kγ2
ε(2 − 3ε̺ sinJ) + kα1

We now expand the last parenthesis and aim to get eliminated the single termkα1
, yield-

ing after some manipulations in Equation (A.35)

α′ = 2kγ1
̺ sin+

(

kγ2
− kα1

ε

)

(2̺ cos−ε) − 3kγ2
ε(1 − 2ε̺ sinJ) (4.75)

We can now integrate the terms of Equation (4.75) term by termas follows by leaving
out the constants, where the details are in Section A.3.5

∫

̺ sindθ =

∫

(1 + ε cos) sin dθ

= −1

2
(̺ + 1) cos (4.76)

and
∫

(2̺ cos−ε)dθ =

∫

(2(1 + ε cos) cos−ε)dθ

= (̺ + 1) sin (4.77)

and finally using the substitutions between Equation (4.67)and Equation (4.68)
∫

(1 − 2ε̺ sinJ)dθ =

∫

dθ − 2

∫

ε̺ sinJdθ

= θ + 2

∫

̺̺′Jdθ

= ̺2J (4.78)

We will now back substitute Equations (4.76), (4.77) and (4.78) into Equation (4.75) to
obtain the integrated solution.

α(θ) =

− kγ1
cos(θ)(̺(θ) + 1) +

(

kγ2
− kα1

ε

)

sin(θ)(̺(θ) + 1) − 3kγ2
ε̺2(θ)J(θ) + kα2

(4.79)
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We will redefine the constants for the sake of simplicity and insert into Equations (4.74)
and (4.79) forγ(θ) andα(θ) respectively. Defining coefficients as follows

k1 = kα2

k2 = kγ1

k3 = kγ2
− 1

ε
kα1

k4 = −kγ2
ε

(4.80)

and insertion gives

α(θ) = k1 − k2 cos(θ)(̺(θ) + 1) + k3 sin(θ)(̺(θ) + 1) + 3k4̺
2(θ)J(θ) (4.81)

γ(θ) = k2̺(θ) sin(θ) + k3̺(θ) cos(θ) + k4(2 − 3ε̺(θ) sin(θ)J(θ)) (4.82)

The velocities of Equations (4.81) and (4.82) can be obtained by differentiating or by
using the original differential equations. Forα(θ) we get directly from Equation (4.75)

α′(θ) = 2k2̺(θ) sin(θ) + k3(2̺(θ) cos(θ) − ε) + 3k4(1 − 2ε̺(θ) sin(θ)J(θ)) (4.83)

Forγ′(θ) it is easier to differentiate Equation (4.82)

γ′(θ) = k2[cos(θ) + ε cos(2θ)] − k3[sin(θ) + ε sin(2θ)]

−3k4ε

[

(cos(θ) + ε cos(2θ))J(θ) +
1

̺(θ)
sin(θ)

]

(4.84)

We can now write the in plane Equations (4.81), (4.82), (4.83) and (4.84) in a matrix
form to obtain the transition matrix.







α(θ)
γ(θ)

α′(θ)
γ′(θ)







= Φ







k1

k2

k3

k4







(4.85)

and

Φ =
2

6

6

6

4

1 −(̺(θ) + 1) cos(θ) (̺(θ) + 1) sin(θ) 3̺2(θ)J(θ)
0 ̺(θ) sin(θ) ̺(θ) cos(θ) 2 − 3ε̺(θ) sin(θ)J(θ)
0 2̺(θ) sin(θ) 2̺(θ) cos(θ) − ε 3(1 − 2ε̺(θ) sin(θ)J(θ))

0 cos(θ) + ε cos(2θ) −(sin(θ) + ε sin(2θ)) −3ε
h

(cos(θ) + ε cos(2θ))J(θ) + sin(θ)
̺(θ)

i

3

7

7

7

5

We will now find the transition matrix and eliminate the integration constants, like what
was done for the out of plane motion in Equation (4.40).







α0(θ)
γ0(θ)
α′

0(θ)
γ′
0(θ)







= Φ0







k1

k2

k3

k4






⇒







k1

k2

k3

k4







= Φ−1
0







α0(θ)
γ0(θ)
α′

0(θ)
γ′
0(θ)







(4.86)
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We now have to obtain the inverse matrix ofΦ0. For the initial conditions , wheret = t0
andθ = θ0 we obtain from Equation (4.46) or Equation (4.51) that

J(θ0) = 0 (4.87)

which simplifiesΦ0 slightly

Φ0 =







1 −(̺(θ0) + 1) cos(θ0) (̺(θ0) + 1) sin(θ0) 0
0 ̺(θ0) sin(θ0) ̺(θ0) cos(θ0) 2
0 2̺(θ0) sin(θ0) 2̺(θ0) cos(θ0) − ε 3

0 cos(θ0) + ε cos(2θ0) −(sin(θ0) + ε sin(2θ0)) −3ε sin(θ0)
̺(θ0)







(4.88)

We will find the determinant of Equation (4.88) by using the first row for elimination,
see also Section A.3.7

detΦ0 = ε2 − 1 (4.89)

We observe that the result in Equation (4.89) gives the same result as the Wronskian in
Equation (4.60). It is clear thatΦ−1

0 exists for all closed orbits as the determinant never
becomes zero. Elliptic orbits open up to parabolic trajectories asε → 1.

The inverse matrix ofΦ0 we will find by utilizing cofactors and the transpose of the
adjoint matrix (Ogata 1970). The detailed calculations canbe found in Section A.3.8,
where̺(θ0) = ̺0. The inverse of Equation (4.88) becomes

Φ
−1
0 =

1

1 − ε2

2

6

6

6

4

1 − ε2 3ε ̺0+1
̺0

sin(θ0) −(̺0 + 1)ε sin(θ0) 2 − ̺0ε cos(θ0)

0 −3
“

ε2

̺0
+ 1

”

sin(θ0) (̺0 + 1) sin(θ0) ̺0 cos(θ0) − 2ε

0 −3(ε + cos(θ0)) ε + (̺0 + 1) cos(θ0) −̺0 sin(θ0)
0 ε2 + 3̺0 − 1 −̺2

0 ε̺0 sin(θ0)

3

7

7

7

5

(4.90)

4.2.3 Summary of General Solution

This section contains in summary the resulting equations for the in plane and out of
plane motions as well as the transformation between theθ and the time domain.

In plane:






α(θ)
γ(θ)

α′(θ)
γ′(θ)







= Φ(θ)Φ−1
0 (θ0)







α(θ0)
γ(θ0)

α′(θ0)
γ′(θ0)







(4.91)

whereΦ(θ) andΦ−1
0 (θ0) are defined in Equations (4.85) and (4.90) respectively.

Out of plane:
[

β(θ)
β′(θ)

]

= A(θ)A−1
0 (θ0)

[
β(θ0)
β′(θ0)

]

= B(θ, θ0)

[
β(θ0)
β′(θ0)

]

(4.92)

whereA(θ), A−1
0 (θ0) andB(θ, θ0) are defined in Equation (4.40) .
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To transform from the time domain to theθ domain and reverse can generally be
formulated according to Equation (4.41) and Equation (4.42), here exemplified for the
β component.

[
β(θ)
β′(θ)

]

= Λ

[
y(t)
ẏ(t)

] [
y(t)
ẏ(t)

]

= Λ−1

[
β(θ)
β′(θ)

]

(4.93)

and

Λ =

[
̺(θ) 0

−ε sin(θ) 1
k2̺(θ)

]

Λ−1 =

[ 1
̺(θ) 0

εk2 sin(θ) k2̺(θ)

]

(4.94)

where we obtain from Equation (4.20) that

̺(θ) = 1 + ε cos(θ) (4.95)

and from Equation (4.14)

k2 =
µ2

h3
h = |r × ṙ| (4.96)

and from Equation (4.51)

J(θ) = k2(t − t0) (4.97)

This is all what is needed to calculate the complete relativemotion. Larger parts of these
results are also published in (Yamanaka & Ankersen 2002) andtheir correctness and
precision independently evaluated by (Melton 2003). To predict the relative motion in
an elliptic orbit performs the following steps:

1. From the initial timet0 to the final timet compute the true anomalyθ(t), which is
well known from solving Kepler’s equation.h, µ andε are known from the target
orbit, which is time invariant.

2. Compute Equations (4.96), (4.97), (4.95) and (4.94) which give the domain trans-
formations.

3. Use Equation (4.93) to obtain the initial state vector in the θ domain. Compute
the out of plane transition matrices from Equation (4.40). Compute the in plane
transition matrices from Equations (4.90) and (4.85) respectively.

4. Compute Equations (4.91) and (4.92) to get the propagatedstate vector. Then use
Equation (4.93) to return to the time domain.
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4.3 Circular Orbits Restricted Solution

In the following the special case will be derived, and most commonly used so far, valid
for near circular and circular orbits only. This means that the orbital angular rate is
constant,̇ω = 0. Inserting into Equation (4.15) one obtains:

ẍ − ω2x − 2ωż + kω
3

2 x =
1

mc

Fx

ÿ + kω
3

2 y =
1

mc

Fy (4.98)

z̈ − ω2z + 2ωẋ − 2kω
3

2 z =
1

mc

Fz

By combining the following two expressions (Renner 1983) one can find an expression
for k, whereT is the orbital time.

T = 2π

√

r3

µ
∧ T =

2π

ω
⇒ ω =

√
µ

r3

and inserting into Equation (4.14)
k =

√
ω

which gives

ẍ − 2ωż =
1

mc

Fx

ÿ + ω2y =
1

mc

Fy (4.99)

z̈ − 3ω2z + 2ωẋ =
1

mc

Fz

The formulation in Equation (4.99) was found by (Hill 1878) and the solution to the
system was obtained by Clohessy and Wiltshire (Clohessy & Wiltshire 1960), but are
commonly referred to as the Clohessy Wiltshire equations. An alternative method of
derivation is documented in (Ankersen 1990b). From Equation (4.51) we find the inte-
gral functionJ to become by insertingk

J = k2(t − t0) = ω(t − t0)

In plane: From Equation (4.91) we find the in plane transition matrix.

Φ =







1 −2 cos(θ) 2 sin(θ) 3ω(t − t0)
0 sin(θ) cos(θ) 2
0 2 sin(θ) 2 cos(θ) 3
0 cos(θ) − sin(θ) 0







(4.100)
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We now find the inverse matrix of Equation (4.100) and insert the initial conditions

Φ−1
0 =







1 0 0 2
0 −3 sin(θ0) 2 sin(θ0) cos(θ0)
0 −3 cos(θ0) 2 cos(θ0) − sin(θ0)
0 2 −1 0







(4.101)

By multiplying Equations (4.100) and (4.101) we obtain

ΦΦ
−1
0 =

2

6

6

4

1 6(ω(t − t0) − sin(θ − θ0)) 4 sin(θ − θ0) − 3ω(t − t0) 2(1 − cos(θ − θ0))
0 4 − 3 cos(θ − θ0) 2(cos(θ − θ0) − 1) sin(θ − θ0)
0 6(1 − cos(θ − θ0)) 4 cos(θ − θ0) − 3 2 sin(θ − θ0)
0 3 sin(θ − θ0) −2 sin(θ − θ0) cos(θ − θ0)

3

7

7

5

(4.102)
We recall that Equation (4.102) is in theθ domain. We will formulate it directly in the
time domain by inserting the transformations from Equations (4.93) and (4.94).

Λcircular =

[
1 0
0 ω−1

]

Λ−1
circular =

[
1 0
0 ω

]

(4.103)

We pre- and post-multiply Equation (4.102) with Equation (4.103) for both in plane axes
and obtain

ΦCW (t, θ) =







1 0 0 0
0 1 0 0
0 0 ω 0
0 0 0 ω







ΦΦ−1
0







1 0 0 0
0 1 0 0
0 0 ω−1 0
0 0 0 ω−1







We now introduce the following relative changes

τ = t − t0 θ − θ0 = ωτ (4.104)

and inserting into Equation (4.102) gives

ΦCW (τ) =







1 6(ωτ − sin(ωτ)) 4
ω

sin(ωτ) − 3τ 2
ω
(1 − cos(ωτ))

0 4 − 3 cos(ωτ) 2
ω
(cos(ωτ) − 1) 1

ω
sin(ωτ)

0 6ω(1 − cos(ωτ)) 4 cos(ωτ) − 3 2 sin(ωτ)
0 3ω sin(ωτ) −2 sin(ωτ) cos(ωτ)







(4.105)

Equation (4.105) is the Clohessy Wiltshire solution to Hill’s equation for the in plane
and can be written directly as in Equation (4.106) using the initial values to obtain the
final state.







x(τ)
z(τ)
ẋ(τ)
ż(τ)







= ΦCW (τ)







x(0)
z(0)
ẋ(0)
ż(0)







(4.106)
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Out of plane: We will now perform the similar reduction for the out of planemotion,
where we get from Equation (4.40)

AA−1
0 =

[
cos(θ − θ0) sin(θ − θ0)

− sin(θ − θ0) cos(θ − θ0)

]

(4.107)

We will pre- and post-multiply Equation (4.107) with Equation (4.94) to obtain

ACW (τ) =

[
1 0
0 ω

]

AA−1
0

[
1 0
0 ω−1

]

(4.108)

and inserting Equation (4.104) we finally get

ACW (τ) =

[
cos(ωτ) 1

ω
sin(ωτ)

−ω sin(ωτ) cos(ωτ)

]

(4.109)

The solution of the Clohessy Wiltshire equation for the out of plane can now be written
as in Equation (4.110) using the initial values to obtain thefinal state.

[
y(τ)
ẏ(τ)

]

= ACW (τ)

[
y(0)
ẏ(0)

]

(4.110)

The development and formulation presented here, is coauthored and published in detail
in the only dedicated book on RVD (Fehse 2003).

4.4 Verification of General Solution

The general solution summarized in Section 4.2.3 will now beverified together with
the Clohessy Wiltshire equations and a numerical integration of the nonlinear Keplerian
equations.

The verification methodology is based upon a comparison witha numerical obtained
result (Roy 1976), which is considered as thereference model. The reference results are
based on the solution of Kepler’s equations in a spherical gravitational field. A target
reference orbit is found providing the positions, velocities and the true anomaly. The
initial relative position and velocity between chaser and target, specified in the LVLH
rotating frame, is transformed into inertial coordinates and added to the target vectors to
obtain the chaser inertial initial position and velocity, see also Equation (4.5).

From the initial chaser position and velocity, all the orbital parameters are identified.
Then the chaser orbit is propagated during the same time spanas the target orbit. The
relative motion is then found again according to Equation (4.5), after which the relative
position and velocity is transformed into the target rotating frameFo.

The accuracy of the reference positions are better than10−7 m comparing repeti-
tive orbits. This is considered sufficiently stable orbitalpropagation and the accuracy is
actually better than what is needed in this context.
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Figure 4.2: Circular orbit,ε = 0. The relative motion of the numerical solution, the Clohessy
Wiltshire equations and the elliptic solution. The first 3 plots show the relation positions in the 3
planes of the target LVLH frame. The 4th plot shows the position error in percentage of the x-axis
distance. The legend is valid for the 3 first plots. Note that the 3 curves are on top of each other.

The relative position and velocity from the Clohessy Wiltshire equations are com-
puted from Equations (4.106) and (4.110). The output of the Clohessy Wiltshire equa-
tions are directly available in the target rotating frameFo and can be compared to the
numerically obtained results.

The relative position and velocity from the general solution equations are computed
from Equations (4.91) and (4.92). The output is also directly available in the target rotat-
ing frameFo, but in theθ domain. It is therefore required to perform the transformations
to and from this domain using the known true anomaly values from the knowledge of
the target orbit propagation.

The error between the numerical resultsnum and the CW solution and the general
solution, respectivelyscw andsgen, is computed directly as the difference of the vectors
after which the modulus is taken. This gives the error in size, but without any direc-
tion. This absolute error is not directly interesting, as the acceptable errors relate to the
distance between the two spacecraft. For that reason we willcompute the error rela-
tive to the true curvilinear result in the direction of the x-axis in the LVLH frame. The
expression for this is in Equation (4.111).

serror =
|snum − scw|

|snumx
| 100 (4.111)
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Figure 4.3: Eccentric orbit,ε = 0.1. The relative motion of the numerical solution, the Clohessy
Wiltshire equations and the elliptic solution. The first 3 plots show the relation positions in the 3
planes of the target LVLH frame. The 4th plot shows the position error in percentage of the x-axis
distance. The legend is valid for the 3 first plots. Note that the red curve is on top of the black one.

The same equation is used for the general solution. The result is expressed in percentage.
It should be noted that Equation (4.111) is not valid forsnumx

= 0.

We will consider 3 different test cases, which have the same initial conditions, except
for the orbital eccentricity. All initial values are selected such that all are different from
zero in order to have full test coverage of all terms in the equations. The data is defined
in Table 4.1.

In Figure 4.2 there is the special case for circular orbits. We have displayed only the
positions, but the velocities are clearly matching as well.The first plot showing the so
called in plane motion is the most interesting, as it is the plane for the most common
maneuvers for proximity operations. It should be noted thatthe axes are plotted reverse,
which is the traditional manner to view this plane. The plotscontain the results from
the numerical, CW and the general solution, and they are plotted on top of each other
indicating an extremely small error. The plots2 and3 show the same, but in the two
other planes with the same good accuracy. In plot4 there is displayed an error of the
CW or the general solution according to Equation (4.111). Wesee that there is an error
of only 0.02 % at the distance of3 km. This error comes from the actual linearization as
we compare to the true curvilinear results accounting for the orbital curvature.

In the circular case it is actually possible to account for this error in the z-axis direc-

Finn Ankersen, September 12, 2011



72 Relative Position Dynamics and Kinematics

X_lvlh [m]

-20000 -40000 -60000 -800000 -100000

Z_
lvlh

 [m
]

0

-20000

20000

-40000

Numerical

CW

Elliptic

X_lvlh [m]

-20000 -40000 -60000 -800000 -100000

Y_
lvlh

 [m
]

-200

-100

0

100

200

-300

300

Z_lvlh [m]

-20000 0-40000 20000

Y_
lvlh

 [m
]

-200

-100

0

100

200

-300

300

X_lvlh [m]

-100000 -80000 -60000 -40000 -20000-120000 0

Err
or 

%

0.1

0.2

0.3

0.4

0

0.5

Figure 4.4: Eccentric orbit,ε = 0.7. The relative motion of the numerical solution, the Clohessy
Wiltshire equations and the elliptic solution. The first 3 plots show the relation positions in the 3
planes of the target LVLH frame. The 4th plot shows the position error in percentage of the x-axis
distance. The legend is valid for the 3 first plots. Note that the red curve is on top of the black one.

tion in a very simple manner, recalling that the x-axis is always tangent to the orbit at any
location. We can find an analytical expression for the distance between the tangent and
the intersection of the orbit and a line from the orbital center to the spacecraft location
along the tangent. The expression is as follows

ccomp = r(1 − cos(arctan(
|scwx

|
r

))) (4.112)

wherer is the orbital radius andscwx
is the chaser spacecraft location along the x-

axis. The termccomp is then added to thescwz
to account for the orbital curvature. This

simple nonlinear correction is recommended for distances beyond1 − 2 km.
In Figure 4.3 we see the same kind of plots as just discussed for Figure 4.2. We now

deal with an eccentric orbit, which is not accounted for by the CW equations, but well
by the general solution. It is clear that the CW trajectoriesare soon diverging from the
real result. There is very quickly an error of about20 %, though in this test case the
shape of the trajectories are similar. The trajectories of the general solution behave very
well and are in practice equivalent to the true ones, remaining at errors of about0.025 %
at distances of about4 km.

The last test case, displayed in Figure 4.4, is highly eccentric and therefore it is
expected to visualize the nonlinear effects more pronounced. It is clear from the plot
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Case ε θ0 deg Position m Velocity m/s

1 0.0 void -100 10 10 0.1 0.05 0.01
2 0.1 30 -100 10 10 0.1 0.05 0.01
3 0.7 30 -100 10 10 0.1 0.05 0.01

Table 4.1: Definition of the initial position and velocities in theFo frame, the eccentricity and
the initial true anomaly for the 3 test cases in Figure 4.2, 4.3 and 4.4 respectively.

that the CW trajectories are meaningless for such types of orbits. The general solution
shows its full power for such orbits. It remains within the same small error as before,
despite the higher complexity of the trajectories between the spacecraft. We see that we
have errors of about0.5 % but at distances of around120 km and it seems to scale fairly
linearly.

In conclusion it has been demonstrated that the new general solution derived in this
work functions very well for all types of orbits, with easilypredictable errors and pos-
sesses robustness and generality.

Finally we will address the point when to use one set of description or the other.
In the in plane plot of Figure 4.3 we see that the error betweenthe CW solution and
the numerical or general solution is roughly20 %. After running several simulations
it can be shown that this error scales fairly linearly in thislow end of the eccentricity
domain. If we do not want larger deviations than some6− 7 %, it means that the largest
eccentricity where the CW solution should be used without compensation is aboutε =
0.04. This matches well with the values, which are known from operational experience,
in particular from the Russian space program (Duboshin 1963).

4.5 Impulsive and Station Keeping Maneuvers for Cir-
cular Orbits

This section will contain the development of the equations for performing station keep-
ing at an arbitrary position as well as the expressions for the impulsive maneuvers. The
latter is split into the general expressions and expressions for impulses along the V-bar
and the R-bar respectively.

4.5.1 Station Keeping

The objective of station keeping is to stay in one and the samelocation. If the spacecraft
is exactly in the V-bar no forces are needed, but this will never be the case in practice
where there are always disturbances.

We are interested in the forces needed to be applied in order not to move. From
Equation (4.99) we can obtain expressions for station keeping forces by setting all the
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derivatives to zero, yielding:

Fx = 0

Fy = mω2y0 (4.113)

Fz = −3mω2z0

where the index0 means the station keeping location.

4.5.2 General∆V Maneuver

The general expressions for∆V for out of and in plane maneuvers will be derived, com-
mencing with the former. For practical purposes transfer maneuvers of longer duration
than one orbital period have no interest, and the development will be according to that.

Out of plane: Equation (4.110) expresses the motion for the out of plane. The left
side is the final positionyf and velocityẏf and the right hand side the corresponding
initial valuesy0 and ẏ0, where the latter is the unknown variable we are seeking. By
calculating the first row of Equation (4.110) we have one equation with one unknown.
By solving this and inserting the elements of the matrixACW (τ), we obtain

ẏ0 = ω
yf − cos(ωτ)y0

sin(ωτ)
(4.114)

It shall be recalled that Equation (4.114) expresses the change in initial velocity, so the
total initial velocity is this added to whatever velocity might exist already givingy+

0 .
The velocity at the final point we can obtain from the second row of Equations (4.110)
and (4.114). Rearranging terms it yields

ẏf =
ω

tan(ωτ)
yf − ω

sin(ωτ)
y+
0 (4.115)

To stop the motion at the final pointyf an impulse opposite tȯyf needs to be applied.
It shall be noted that Equation (4.114) is singular forωτ = 0, π, 2π, 3π, .... For

τ = π
ω

we get thatτ = T
2 , which is half the orbital time. For this time we must find the

expressions directly for the elements of Equation (4.110),which leads toyf = −y0. As
this is independent of the initial speed, and governed by thenatural motion, it is not pos-
sible to perform maneuvers where the transfer time is half the orbital time or multiples
there off.

In plane: We follow now the same procedure as for the out of plane maneuver
but using Equation (4.106) instead. From the 2 first rows of Equation (4.106), we can
find the 2 unknownṡx0 and ż0 respectively. After some algebraic manipulations and
expanding all elements of the matrixΦCW (τ) we obtain

ẋ0 =
sin(ωτ )(xf − x0) − 2(1 − cos(ωτ ))zf + (14(1 − cos(ωτ )) − 6ωτ sin(ωτ ))z0

8
ω
(1 − cos(ωτ )) − 3τ sin(ωτ )

(4.116)
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Figure 4.5: Impulsive maneuvers. Top left forx0 = [100, 0, 100]T m, xf = [2000, 0,−50]T m
and transfer times4 % longer (full line) and4 % less (dotted line) than an orbit. The trajectory
is shown for longer time for illustrative purpose. Second graph is a V-bar transfer withx0 =

[−1000, 0, 0]T m andxf = [−100, 0, 0]T m. Third graph is the same as second but for R-bar
pulses.

ż0 =
2(1 − cos(ωτ ))(xf − x0) + (4 sin(ωτ ) − 3ωτ )zf + (3ωτ cos(ωτ ) − 4 sin(ωτ ))z0

8
ω
(1 − cos(ωτ ))− 3τ sin(ωτ )

(4.117)
The final velocities are found as for the out of plane but by using the last 2 rows of
Equations (4.106), (4.116) and (4.117).

The Equations (4.116) and (4.117) are both singular at the same points in time.
Insertingω = 2π

T
the denominator becomes zero, and one singularity is identified. For

times larger than the orbital timeT , there are singularities at multiples ofT as well as
in between but they are not considered, as beyond one orbit. We now have to check
for singularities forτ ∈]0; T [. Due to the transcendent nature of the denominator in
Equation (4.116), we cannot find an easy explicit solution. Instead we can rewrite the
denominator as

8

ω
(1 − cos(ωτ)) − 3τ sin(ωτ) = 0

cos(ωτ) = 1 − 3

8
ωτ sin(ωτ) (4.118)

Considering the properties of the equality in Equation (4.118) for the area close to zero
and consider the derivatives on both sides, it is clear that the equality is only fulfilled
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for τ = 0 andτ = T . For all other points the right hand side is larger than the left.
Hence we have no singularities for the intervalτ ∈]0; T [. In Figure 4.5 there is a plot
where the transfer time is close to the singularity point of timeT . For the example given
the trajectory moves in the minus z-axis direction leaving the initial point for times
slightly larger thanT , and the opposite for slightly smaller thanT values. The transition
between the two trajectories goes via infinity as the cycloidradius approaches infinity
as time approaches T.

For the special case of singularity forτ = T , the expressions can be found directly
from Equation (4.106). The first two rows give the following equations

xf = x0 + 6ωTz0 − 3T ẋ0 (4.119)

zf = z0 (4.120)

We see that it is not possible to select freely both the transfer time and the finalzf . This
is because the trajectories are periodic cycloids and an infinite change in velocity would
be needed. From Equation (4.119) we can now compute the change in velocity, by
finding the limit forτ → T . For ẋ0 in Equation (4.116) we get zero divided by zero and
will need to apply L’Hospitals rule of differentiating the numerator and the denominator
separately, which gives:

lim
τ→T

ẋ0=
ω cos(ωτ )(xf−x0)−2ω sin(ωτ )zf +(14ω sin(ωτ )−6ω(sin(ωτ )+ωτ cos(ωτ )))z0

5 sin(ωτ )−3ωτ cos(ωτ )
(4.121)

For ż0 in Equation (4.117) we obtain as follows forτ = T

lim
τ→T

ż0 =
3ωT (z0 − zf )

0
(4.122)

which gives infinite forz0 6= zf , but according to Equation (4.120) that is not possible
for τ = T and then we get zero in the numerator of Equation (4.122) and need to
differentiate it to find the limit applying L’Hospitals rule

lim
τ→T

ż0 =
ω(zf − z0)

5 sin(ωτ) − 3ωτ cos(ωτ)
=

0

3T
(4.123)

for z0 = zf according to Equation (4.120). We can now write the equations for∆V for
τ = T , whereẋ0 could also have been found directly from Equation (4.119).

ẋ0 =
x0 + 6ωTz0 − xf

3T
(4.124)

ż0 = 0 (4.125)

Equations (4.124) and (4.125) express that we can only provide pulses in the V-bar
direction and we will end up at the same height as where we started.

4.5.3 Tangential and Radial∆V Maneuver

The objectives in this section will be to find some special restricted but very useful ma-
neuvers. This relates to maneuvers with∆V along either the V-bar or the R-bar.
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V-bar: The initial and finalz location is on the V-bar, meaningz0 = zf = 0. The
initial state vector is as follows[x0, 0, ẋ0, 0]T. The transfer time for such a maneuver
can be found from the second row of Equation (4.106), recalling zf = 0. The transfer
time becomes one orbital periodT .

This leads us to use the solution provided by Equation (4.124) and inserting that
T = 2π

ω
we obtain

ẋ0 =
ω

6π
(x0 − xf ) (4.126)

By rearranging Equation (4.126), we can see that the distance between the initial and
final point on the V-bar, is a constant times the initial change in velocity.

x0 − xf =
6π

ω
ẋ0 (4.127)

This difference is illustrated in Figure 4.5, which also represents a typical shape of the
trajectory. We see thaṫxf = ẋ0, so to stop at the final point the total∆V needed is
∆Vx = 2ẋ0. The curve in Figure 4.5 is the highest forT

2 and can be found from the
second row of Equation (4.106) to be

z

(
T

2

)

= − 4

6π
(x0 − xf ) (4.128)

It shall be stressed that this maneuver is also useful for either a fly around maneuver
or a transfer to another orbital height. This is achieved by halting the transfer at half its
duration after half an orbit.

R-bar: The initial and finalz location is on the V-bar, meaningz0 = zf = 0. The
initial state vector is as follows[x0, 0, 0, ż0]

T. The transfer time for such a maneuver can
be found from the second row of Equation (4.106), recallingzf = 0. The transfer time
becomes half an orbital periodT2 .

As no singularities are involved for the R-bar, Equation (4.117) can be used directly
leading to

ż0 =
ω

4
(xf − x0) (4.129)

By rearranging Equation (4.129) we can see that the distancebetween the initial and
final point on the V-bar is a constant times the initial changein velocity.

x0 − xf = − 4

ω
ż0 (4.130)

This difference is illustrated in Figure 4.5, which also represents a typical shape of the
trajectory. We have thaṫzf = −ż0, so to stop at the final point the total∆V needed is
∆Vz = 2|ż0|. The curve in Figure 4.5 is the highest forT

4 and can be found from the
second row of Equation (4.106) to be

z

(
T

4

)

=
1

ω
ż0 (4.131)
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The∆V expense for moving on the V-bar is not the same for the two maneuvers.
The ratio can be found dividing Equation (4.129) with Equation (4.126) yielding

ż0

ẋ0
=

3

2
ω (4.132)

which shows that it is significantly more expensive in fuel toperform R-bar maneu-
vers. Despite this fact, some distinctive advantages make it attractive:

• The same displacement on the V-bar takes half the time.

• There is no propagation along the V-bar as a function of time.

• In case of failure to perform the second pulse atxf , the spacecraft will return to
its original position atx0.

The last point is particularly attractive seen from an operational safety point of view.

4.6 Impulsive and Station Keeping Maneuvers for Ellip-
tic Orbits

This section will contain the development of the equations for performing station keep-
ing at an arbitrary position as well as the expressions for the impulsive maneuvers. The
latter is split into the general expressions and expressions for impulses along the V-bar
and the R-bar respectively.

4.6.1 Station Keeping

The objective of station keeping is to stay in one and the samelocation. If the spacecraft
is exactly in the V-bar no forces are needed, but this will never be the case in practice as
there are always disturbances.

We are interested in the forces needed to be applied in order not to move. From
Equation (4.15) we can obtain expressions for station keeping forces by setting all the
derivatives to zero, yielding:

Fx = m(kω
3

2 x0 − ω̇z0 − ω2x0)

Fy = mkω
3

2 y0 (4.133)

Fz = m(ω̇x0 − ω2z0 − 2kω
3

2 z0)

where the index0 means the location of station keeping.
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4.6.2 General∆V Maneuver

The general expressions for∆V for out of and in plane maneuvers will be derived com-
mencing with the former. For practical purposes transfer maneuvers of longer duration
than one orbital period have no interest, and the development will be accordingly. It shall
be noted that for the general elliptic orbit the expressionswill be significantly more com-
plex than seen in Section 4.5.

Out of plane: Equations (4.92) and (4.93) express together the out of plane mo-
tion in the time domain. In order to illustrate the principle, the two equations will be
combined here in Equation (4.134)

[
yf

ẏf

]

= Λ−1(θf )B(θf , θ0)Λ(θ0)

[
y0

ẏ0

]

(4.134)

whereẏ0 is unknown. By multiplying the 3 matrices in Equation (4.134) and expanding
and rearranging all the terms in the first row one obtains the general expression for the
∆V

ẏ0 =
k2̺(θ0)

sin(θf − θ0)
[̺(θf )yf − (cos(θf − θ0) + ε cos(θf ))y0] (4.135)

The final speeḋyf can be calculated directly from the second row of Equation (4.134),
and nothing is gained by expanding this row into all terms explicitly. To stop the motion
atyf one needs

∆Vstop = −ẏf (4.136)

under the assumption of no initial residual speed.
Equation (4.135) is singular forsin(θf − θ0) = 0 leading toθf − θ0 = nπ and

n = 0, 1, 2, · · · , but n = 0 is of no interest in practice. Inserting directly into Equa-
tion (4.134) for the argument equal toπ or 2π theB matrix becomes−I or I, being the
identity matrix. By finding now the complete transition in Equation (4.134) it turns out
thatyf becomes only a scaled value ofy0 and not any longer a function ofẏ0. Hence it
is not possible to perform a maneuver of this duration, as is the case for circular orbits.

In plane: The approach for the in plane follows the same principles as for the out of
plane maneuvers, but with a higher complexity in the solutions.

Equation (4.91) provides the transition in theθ domain and utilizing the transforms
in Equation (4.94) one obtains the complete transition in the time domain as







xf

zf

ẋf

żf







= Λ−1
i (θf )Φ(θf )Φ−1

0 (θ0)Λi(θ0)







x0

z0

ẋ0

ż0







(4.137)

The first column of the productΦ(θf )Φ−1
0 (θ0) is [1, 0, 0, 0]T, but when pre- and post-

multiplied byΛi the complete transition matrix is a full matrix. We denote itD and its
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elementsdij . To find the initial velocities we need only to solve for the first 2 rows of
Equation (4.137), becoming

[
xf

zf

]

=

[
d11 d12 d13 d14

d21 d22 d23 d24

]







x0

z0

ẋ0

ż0







(4.138)

where the unknowns arėx0 andż0. After some algebraic manipulation this gives the 2
general expressions as follows

ẋ0 =
d14zf + (d24d11 − d21d14)x0 + (d24d12 − d22d14)z0 − d24xf

d23d14 − d24d13
(4.139)

ż0 =
d23xf − d13zf + (d13d21 − d11d23)x0 + (d13d22 − d12d23)z0

d23d14 − d24d13
(4.140)

The final velocities are found by inserting directly into Equation (4.137). The Equa-
tions (4.139) and (4.140) are functions of timet, eccentricityε and the initial true
anomalyθ0. The equations have singularities for the denominatord23d14 − d24d13 = 0,
which is a function of the same 3 variables. Due to Kepler’s equation it is not pos-
sible to determine analytically possible singularities ofthe denominator. Nevertheless
it has been investigated numerically over the range of the 3 variables that there are no
singularities, except for a complete orbit of transfer.

It can be shown analytically that there is a singularity fort = T , which might be a
special case, as for the circular case. In this caseθ(T ) = 2π + θ0, which means that
we are at the same orbital location. To find the transition in Equation (4.137) we will
calculate the elements fort = T . Recalling thatJ(θ0) = 0 in Φ−1

0 in Equation (4.90)
and that it is the only missing term preventing the center product in Equation (4.137) to
become the identity matrix. By using that knowledge it is clear that the product of the
two matrices, will only have elements containing theJ(θ) term from Equation (4.85)
except for the pre- and post-multiplications. Those elements are derived in detail in Sec-
tion A.4. By inserting Equations (A.52), (A.53), (A.54) and(A.55) into the denominator
of Equation (4.139) and multiplying through with1 − ε2 we get

(3ε̺0 sin(θ0)T )(3ε̺0 sin(θ0)T ) − (−3ε2 sin(θ0)
2T )(−3̺2

0T ) = 0

which is identically zero. It is proven that for any value of the variables there is a
singularity fort = T .

By inserting all the coefficients into Equation (4.138) it turns out not to be possible to
avoid the same set of singularities. It can therefore be concluded that for elliptic orbits,
it is not possible to perform impulsive maneuvers of the duration of the orbit.

4.6.3 Tangential and Radial∆V Maneuver

The objective in this section is to find some special restricted, but very useful maneu-
vers. This relates to maneuvers with∆V along either the V-bar or the R-bar.
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Figure 4.6: Impulsive maneuvers,ε = 0.4. The first graph is forx0 = [100, 0, 100]T m, xf =

[2000, 0,−50]T m and the transfer time is90 % of an orbit. The second graph is a V-bar transfer
with x0 = [−1000, 0, 0]T m andxf = [−100, 0, 0]T m. The third graph is the same as second
but for R-bar pulses.

V-bar: The initial and finalz location is on the V-bar, meaningz0 = zf = 0.
The initial state vector is as follows[x0, 0, ẋ0, 0]T. We can now write 2 equations from
Equation (4.138) as

xf = d11x0 + d13ẋ0 and 0 = d21x0 + d23ẋ0 (4.141)

We cannot solve for the two unknowns in Equation (4.141), thetransfer time anḋx0,
as they are functions of the Kepler equation. Instead a qualified guess is a solution at
a transfer time of one orbital revolutionT , based upon the nature of orbital mechanics.
The expression for the∆V then becomes using the left equation

ẋ0 =
xf − d11x0

d13
(4.142)

This solution is confirmed by back substitution into Equation (4.138) and is then a so-
lution. An illustration of a maneuver with pulses along the x-axis ofFo only can be
seen in Figure 4.6. Due to the nature of the motion, this restricted maneuver, is valid for
θ0 = 0, transfer time of one orbitt = T and transfer angleθ = 2π.

R-bar: The initial and finalz location is on the V-bar, meaningz0 = zf = 0.
The initial state vector is as follows[x0, 0, 0, ż0]

T. We can now write 2 equations from

Finn Ankersen, September 12, 2011



82 Relative Position Dynamics and Kinematics

Equation (4.138) as

xf = d11x0 + d14ż0 and 0 = d21x0 + d24ż0 (4.143)

It is the same problem as before with respect to solve for the transfer time. The expres-
sion for the∆V then becomes

ż0 =
xf − d11x0

d14
(4.144)

A transfer time oft = T
2 for Equation (4.144) is valid for the radial maneuver. The

initial true anomalyθ0 = 0 or π and the transfer angle isθ = π. An illustration of a
maneuver with pulses along the z-axis ofFo only can be seen in Figure 4.6. A property
of the radial transfer is that if the second pulse is not executed, the trajectory returns to
the initial position, and does not propagate along the V-bar.

From what has been derived and analyzed it can be stated that the maneuvers in
the general elliptic case preserve all the convenient properties described for the circular
case, though it is more complex to compute the parameters. The ratio between radial
and tangential pulses is similar to the circular case, though no exact expression for it can
be found.

4.7 Particular Solution for Circular Orbits

In the previous sections we have developed all solutions needed for all practical applica-
tions of initial condition based relative maneuvers. In this section we will complete the
solutions also to include relevant particular solutions, which will improve the accuracy
of maneuvers under influence of the particular disturbances. In the sequel we will focus
on present disturbances like relative drag and solar radiation pressure. This will be gen-
eralized to find solutions for arbitrary constant forces in the local orbital frameFo and
in the inertial frameFi.

4.7.1 Constant Force in the Local Orbital FrameFo

We will seek a solution for the differential equation systemin Equation (4.99) for an
arbitrary but constant forceF = [Fx, Fy , Fz]

T. As the system is LTI and all matrices of
the homogeneous solution are known, we will use Laplace transformations to obtain the
particular solutions.

The general time domain solution to a state space system can be written from the
Laplace domain as (Fehse 2003)

x(t) = L−1 [Φ(s)x(0+)]
︸ ︷︷ ︸

zero input component

+L−1 [Φ(s)Bu(s)]
︸ ︷︷ ︸

zero state component

(4.145)

where the zero state component is the particular solution weseek. A general constant
signal can be formulated as

f(t) , k · ut0(t) and ua(t) =

{
1 for t ≥ a
0 for t < a

(4.146)
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which provides a constant step at timet0 and its Laplace transform is

L[f(t)] = F (s) =
k

s
e−t0s (4.147)

Equations (4.145) and (4.147) will be used for all elements to derive the solution.
In Equation (4.145) we have thatu(s) = F(s). We will first compute the out of plane

solution, whereB = [0, 1
m

]T andΦ(s) are obtained by transforming Equation (4.109)
and it is observed that only the right column is used due toB. The argument of Equa-
tion (4.145) now becomes

Φ(s)Bu(s) =
1

m

[ 1
s2+ω2

s
s2+ω2

]
Fy

s
e−t0s =

Fy

m

[ 1
s(s2+ω2)

1
s2+ω2

]

e−t0s (4.148)

and the out of plane particular solution yields

xpo
(τ)=L−1(Φ(s)Bu(s))=

Fy

m

[
1

ω2 (1−cos(ω(t − t0)))
1
ω

sin(ω(t − t0))

]

=
Fy

m

[
1

ω2 (1−cos(ωτ))
1
ω

sin(ωτ)

]

(4.149)
using from Equation (4.104) thatτ = t − t0.
The in plane solution follows the exact same method, where the input matrix is

B =







0 0
0 0
1
m

0
0 1

m







(4.150)

and only the two right most columns of the transition matrix in Equation (4.105) are
used. We obtain

Φ(s)Bu(s) =
1

m







4
s2+ω2 − 3

s2

2ω
s(s2+ω2)

−2ω
s(s2+ω2)

1
s2+ω2

4s
s2+ω2 − 3

s
2ω

s2+ω2

−2ω
s2+ω2

s
s2+ω2







1

s

[
Fx

Fz

]

e−t0s (4.151)

We multiply the Laplace terms together in Equation (4.151) and find the inverse Laplace
transform of each element of the matrix and obtain the following solution withτ = t−t0

xpi
(τ)=L−1(Φ(s)Bu(s))=

1

m







4
ω2 (1 − cos(ωτ))− 3

2τ2 2
ω2 (ωτ−sin(ωτ))

2
ω2 (sin(ωτ)−ωτ) 1

ω2 (1−cos(ωτ))
4
ω

sin(ωτ)−3τ 2
ω
(1−cos(ωτ))

2
ω
(cos(ωτ)−1) 1

ω
sin(ωτ)







[
Fx

Fz

]

(4.152)
The effect of accounting for the particular solution is illustrated in Figure 4.7 com-

pared with the classical homogeneous one. The result is alsocompared with a numerical
result of the differential equation system and seen to compare very well. The error in
Figure 4.7 is computed according to the definition in Equation (4.111). In summary we
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Figure 4.7: A two pulse maneuver in circular orbit under the influence of aconstant force in the
Fo frame, whereF = [0.02,−0.01, 0.3]T N. The initial conditions arex(0) = [−100, 10, 10]T m
andẋ(0) = [0.1, 0.05, 0.01]T m/s, where the duration is one orbit andε = 0. Note that the red
curve is on top of the green curve.

list the two particular solutions for the in and out of plane.
Out of plane:

xpo
(τ) =

1

m

[
1

ω2 (1 − cos(ωτ))
1
ω

sin(ωτ)

]

Fy (4.153)

In plane:

xpi
(τ) =

1

m







4
ω2 (1 − cos(ωτ)) − 3

2τ2 2
ω2 (ωτ − sin(ωτ))

2
ω2 (sin(ωτ) − ωτ) 1

ω2 (1 − cos(ωτ))
4
ω

sin(ωτ) − 3τ 2
ω
(1 − cos(ωτ))

2
ω
(cos(ωτ) − 1) 1

ω
sin(ωτ)







[
Fx

Fz

]

(4.154)

4.7.2 Constant Force in the Inertial FrameFi

We will now consider the perturbation of solar radiation pressure, which we will ap-
proximate to be constant in the Earth centered inertial frameFi. This is an insignificant
approximation, as it affects the modulus of the force vectorby less than0.02 % per day
and practical relative maneuvers are of shorter duration. The development will therefore
be generalized for an arbitrary constant force representedin theFi frame.
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This constant force needs to be represented in the orbital frameFo as in Section 4.7.1.
From Figure 3.1 there are3 angles involved. The angleα and the inclinationi both con-
stant for the duration of maneuvers and the angleβ. β = θ + γ whereθ is the true
anomaly andγ is the argument of perigee. The latter is undefined for circular orbits and
we can setγ = 0 without loss of generality. We now transform a vectorvi in Fi intoFo

as

vo = RosRsbRbivi (4.155)

where

Rbi =





1 0 0
0 cos(i) sin(i)
0 − sin(i) cos(i)









cos(α) sin(α) 0
− sin(α) cos(α) 0

0 0 1



 (4.156)

and

Rsb =





cos(β) sin(β) 0
− sin(β) cos(β) 0

0 0 1



 and Ros =





0 1 0
0 0 −1

−1 0 0



 (4.157)

We definevb = Rbivi = RbiFi, where the force vectorFi is now just another con-
stant vectorvb in theFb frame. Let us definevb = [kx, ky, kz ]

T and combining with
Equation (4.157) we obtain

vo =





− sin(β) cos(β) 0
0 0 −1

− cos(β) − sin(β) 0



vb (4.158)

It is observed that the out of plane component is minus the solution in Equation (4.153),
so we can proceed directly to solve the in plane part recalling thatβ = ωt.

The same method and matrices apply as used in Section 4.7.1 except the input vector
is now time varying. The input can be formulated as

u(t) =

[
− sin(ωt) cos(ωt)
− cos(ωt) − sin(ωt)

] [
kx

ky

]

ut0(t) (4.159)

and taking the Laplace transform and multiplying onto theB matrix we obtain

Bu(s) =
1

m







0 0
0 0

− ω
s2+ω2

s
s2+ω2

− s
s2+ω2 − ω

s2+ω2







[
kx

ky

]

e−t0s (4.160)

From Equation (4.160) we see that only the two right most columns of the transition
matrix in Equation (4.105) are used. Multiplying matrices and combining terms we

Finn Ankersen, September 12, 2011



86 Relative Position Dynamics and Kinematics

obtain

Φ(s)Bu(s)=
1

m









3ω
s2(s2+ω2)− 6ω

(s2+ω2)2
4s

(s2+ω2)2 − 3
s(s2+ω2)− 2ω2

s(s2+ω2)2

2ω2

s(s2+ω2)2 − s
(s2+ω2)2 − 3ω

(s2+ω2)2

3ω
s(s2+ω2)− 6ωs

(s2+ω2)2
4s2

(s2+ω2)2 − 3
s2+ω2 − 2ω2

(s2+ω2)2

2ω2

(s2+ω2)2 − s2

(s2+ω2)2 − 3ωs
(s2+ω2)2









[
kx

ky

]

e−t0s

(4.161)
The inverse transformations are found from Laplace tables,but the first term of element
(2, 1) has not been found. We will therefore use the following identity to solve it. Proof
can be found in (Kreyszig 1979).

L
{∫ t

0

f(τ)dτ

}

=
1

s
L (f(t)) ⇔ L−1

{
1

s
F (s)

}

=

∫ t

0

f(τ)dτ (4.162)

We obtain

L−1

{
1

s

1

(s2 + ω2)2

}

=
1

2ω3

∫ t

0

(sin(ωτ) − ωτ cos(ωτ))dτ (4.163)

=
1

2ω4
[2 − 2 cos(ωt) − ωt sin(ωt)]

Using the results of Equation (4.163) we can compute the results of Equation (4.161)
and summarize as follows for both the in and out of plane, whereτ = t − t0.
Out of plane:

xpo
(τ) =

1

m

[
− 1

ω2 (1 − cos(ωτ))
− 1

ω
sin(ωτ)

]

kz (4.164)

In plane:

xpi
(τ)=

1

m







3
ω
τ(cos(ωτ) + 1)− 6

ω2 sin(ωτ) 5
ω2 (cos(ωτ) − 1)+ 3

ω
τ sin(ωτ)

2
ω2 (1 − cos(ωτ))− 3

2ω
τ sin(ωτ) 3

2ω2 (ωτ cos(ωτ)−sin(ωτ))
3( 1

ω
(1 − cos(ωτ))−τ sin(ωτ)) 3τ cos(ωτ)− 2

ω
sin(ωτ)

1
2ω

sin(ωτ)− 3
2τ cos(ωτ) − 3

2τ sin(ωτ)







[
kx

ky

]

(4.165)
In Figure 4.8 we see the comparison between the homogeneous solution and the

complete solution under the influence of a constant disturbance in the inertial frame,
which is non constant in the LVLH frame. The result is also compared with a time
varying numerical solution showing identical results.

4.8 Particular Solution for Elliptical Orbits

The elliptical equivalent particular solution of Section 4.7 will be developed in this sec-
tion for elliptical orbits. As for the homogeneous solutionthe development will be
performed with the true anomalyθ as the independent variable in theθ domain.
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Figure 4.8: A two pulse maneuver in circular orbit under the influence of aconstant inertial
force in theFi frame, whereF = [0.02, 0.01,−0.3]T N. The initial conditions arex(0) =

[−100, 10, 10]T m andẋ(0) = [0.1, 0.05, 0.01]T m/s, where the duration is one orbit andε = 0.
Note that the red curve is on top of the green curve.

It is recalled that the fundamental set of differential equations we need to solve is
the time domain system in Equation (4.15). This was transformed into the system in
Equation (4.38) for the homogeneous solution taking advantage of the simplification
that the input to Equation (4.15) was set to zero. Now the input functions are needed
and it is necessary to perform the transformations with the right hand side present. The
algebraic computations from Equation (4.20) to (4.38) willnot be repeated here, but the
resulting equation system yields

α′′ − 2γ′ =
Fx

mk4̺3

β′′ + β =
Fy

mk4̺3
(4.166)

γ′′ − 3

̺
γ + 2α′ =

Fz

mk4̺3

and it is observed that all the inputs of Equation (4.15) are transformed with 1
k4̺3 , where

̺ is defined in Equation (4.20). Equation (4.166) is the non homogeneous system for
which particular solutions are sought. Notation and definitions of Section 4.7 are used.
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4.8.1 Constant Force in the Local Orbital FrameFo

As the angular rate for elliptical orbits is nonlinear time varying, we cannot use the
approach of Section 4.7, but we will use the general method ofvariation of parameters
as briefly described in Equation (4.61), though we will vectorize the formulation here.

To a general non homogeneous system of the formx′ = Ax + B the particular
solutionup(t) can be written as (Rabenstein 1975)

up(t) = U(t)c(t) = U(t)

∫ t

t0

U(s)−1B(s)ds (4.167)

whereU(t) is the fundamental or transition matrix forx′ = Ax and consists of the set of
solutionsu1 · · ·un in Equation (4.61). The constants in Equation (4.61) are vectorized
and become the integral in Equation (4.167). It can be verified by back substitution into
the original equation.

We will commence with the out of plane in Equation (4.166) anduse the transi-
tion matrix from Equation (4.40) such thatU(θ) = A(θ)A0(θ0)

−1 and inserting into
Equation (4.167) we obtain using1

xpo
(θ) = A(θ)A0(θ0)

−1

∫ θ

θ0

A0(θ0)A(s)−1B(s)ds (4.168)

and moving the constant outside we have

xpo
(θ) = A(θ)A0(θ0)

−1A0(θ0)
︸ ︷︷ ︸

I

∫ θ

θ0

A(s)−1B(s)ds (4.169)

From Equation (4.169) it is observed that the transition matrix of the initial conditions in
general will reduce to identity matrix, so we need only operate with the transition matrix
such thatU = A. In the following the argumentθ will mostly be omitted for simplicity
of the notation.

The input matrix for the out of plane becomes from Equation (4.166) in state space

form B =
[

0,
Fy

mk4̺3

]T
and the inverse of the transition matrix in Equation (4.40) is

itself and we obtain

U(s)−1B(s) = A(s)−1B(s) = A(s)B(s) =
Fy

mk4

[
sin(s) cos(s)
cos(s) − sin(s)

] [
0
1

̺(s)3

]

(4.170)
We can now write the integral of Equation (4.167) as

∫ θ

θ0

U(s)−1B(s)ds =
Fy

mk4

∫ θ

θ0

[
cos(s)
̺(s)3

− sin(s)
̺(s)3

]

ds (4.171)

1When the inverse exists the following holds(AB)−1 = B−1A−1.
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This leads to solving two integrals to find the particular solution.

Is3
=

∫ θ

θ0

sin(θ)

(1 + ε cos(θ))3
dθ =

1

2ε

[
1

(1 + ε cos(θ))2

]θ

θ0

=
1

2ε

[
1

̺2
− 1

̺2
0

]

(4.172)

The other integral is nontrivial in its present form for which reason we will perform
a substitution of variable from the true anomalyθ to the eccentric anomalyE as be-
low (Vinti 1998)

cos(θ) =
cos(E) − ε

1 − ε cos(E)
and sin(θ) =

√
1 − ε2 sin(E)

1 − ε cos(E)
(4.173)

and the inverse relations are

cos(E) =
ε + cos(θ)

1 + ε cos(θ)
and sin(E) =

√
1 − ε2 sin(θ)

1 + ε cos(θ)
(4.174)

We can now write

Ic3
=

∫ θ

θ0

cos(θ)

(1 + ε cos(θ))3
dθ =

∫ E

E0

f(E)dE (4.175)

Then insertingcos(θ)

f(E) =

cos(E)−ε

1−ε cos(E)
(

1 + ε cos(E)−ε

1−ε cos(E)

)3 =

cos(E) − ε

1 − ε cos(E)

(1 − ε cos(E))3

(1 − ε2)3
= (1 − ε2)−3(cos(E) − ε)(1 − ε cos(E))2 (4.176)

We now need to finddθ and using the chain rule and Equation (4.173) we get

d(cos(θ))

dE
=

d(cos(θ))

dθ

dθ

dE
= − sin(θ)

dθ

dE

d

dE

(
(cos(E) − ε)(1 − ε cos(E))−1

)
= − sin(θ)

dθ

dE
(
−1 − ε cos(E)(1 − ε cos(E))−1 + ε2(1 − ε cos(E))−1

)
sin(E)(1 − ε cos(E))−1 =

−
√

1 − ε2 sin(E)(1 − ε cos(E))−1 dθ

dE

1 +
ε cos(E) − ε2

1 − ε cos(E)
=
√

1 − ε2
dθ

dE

1 − ε2

√
1 − ε2

(1 − ε cos(E))−1 =
dθ

dE

dθ =
√

1 − ε2(1 − ε cos(E))−1dE (4.177)
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We can now insert Equations (4.176) and (4.177) into the integral in Equation (4.175) as

Ic3
=

∫ E

E0

(1−ε2)−3(cos(E)−ε)(1−ε cos(E))2(1−ε2)
1

2 (1−ε cos(E))−1dE (4.178)

Ic3
= (1 − ε2)−

5

2

∫ E

E0

(cos(E) − ε)(1 − ε cos(E))dE

= (1 − ε2)−
5

2

∫ E

E0

[
(1 + ε2) cos(E) − ε cos(E)2 − ε

]
dE (4.179)

and after some further manipulations and substitutions we obtain

Ic3
= (1 − ε2)−

5

2

[
(1 + ε2)(sin(E) − sin(E0))

−ε

2
(sin(E) cos(E) − sin(E0) cos(E0) + 3(E − E0))

]

(4.180)

By inserting the solved integrals in Equations (4.172) and (4.180) into Equation (4.171)
and then into Equation (4.167) the out of plane particular solution can be written as

upo
(θ) =

1

mk4

[
sin(θ) cos(θ)
cos(θ) − sin(θ)

] [
Ic3

(E)
−Is3

(θ)

]

Fy (4.181)

This expression is then added to the homogeneous solution found earlier and their sum
transformed back into the time domain provides the completesolution.

For the in plane solution we need the transition matrixΦ from Equation (4.85).
From Equation (4.169) it is clear we do not needΦ0 from Equation (4.88). We need
to find Φ−1 and we cannot use the results in Equation (4.90) as it was performed after
simplifying conditions were applied.

The determinant ofΦ is the same as earlier in Equation (4.89) as the additional
terms in the last column ofΦ in Equation (4.85) holdingJ cancel out to zero. A proof
is provided in Section A.3.9.

Due to the structure of theB matrix we only need to find the lower two rows of the
minor, which is needed to find the inverse. Only the terms containingJ are different
than those found earlier in Section A.3.7 and a careful inspection of Equation (4.85)
reveals that elements of the last column, of the minor, are identical to earlier as no terms
with J . This leads to the need of finding6 new elements of the minor. The detailed
computations can be found in Section A.3.10.

Using the elements of the minor in Section A.3.10, the cofactors and multiplying
through by(−1) Φ−1 yields, where⋆ replaces arbitrary elements and we leave out the
argument

Φ−1 =
1

1 − ε2







⋆ ⋆ −(̺ + 1)ε sin+3̺2J 2 − ε̺ cos−3ε̺ sinJ
⋆ ⋆ (̺ + 1) sin−3ε̺2J ̺ cos−2ε + 3ε2̺ sin J
⋆ ⋆ (̺ + 1) cos+ε −̺ sin
⋆ ⋆ −̺2 ε̺ sin







(4.182)
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The input matrix for the system in Equation (4.166) is of the form in the state space
of Equation (4.16) and becomes including the input

B =
1

mk4







0 0
0 0
1
̺3 0

0 1
̺3







[
Fx

Fz

]

(4.183)

and we can now compute the integrand of Equation (4.167) whereU = Φ as earlier

U(s)−1B(s) =
1

m(1 − ε2)k4








− ̺+1
̺3 ε sin+ 3

̺
J 2

̺3 − ε cos
̺2 − 3ε sin

̺2 J
̺+1
̺3 sin− 3ε

̺
J cos

̺2 − 2ε
̺3 + 3ε2 sin

̺2 J
̺+1
̺3 cos+ ε

̺3 − sin
̺2

− 1
̺

ε sin
̺2








[
Fx

Fz

]

(4.184)
By inspection of Equation (4.184) it is observed that8 distinct integrals need to be
solved to find the particular solution. Two of those are knownfrom Equations (4.172)
and (4.180). We will make use of splitting as follows̺+1

̺3 = 1
̺3 + 1

̺2 . The unknown
integrals are ∫

sin

̺2
,

∫
cos

̺2
,

∫
1

̺3
,

∫
1

̺
,

∫
1

̺
J,

∫
sin

̺2
J (4.185)

which will be found in the following leaving out the trivial intermediate algebraic ma-
nipulations and some of the obvious arguments.

We need the integral ofJ , which is defined in Equation (4.46) in Lemma 4.1 and
solved for the time domain to a very simple form. A solution interms of angle is more
convenient here and needed in the many terms, so we solve it bysubstituting Equa-
tions (4.173) and (4.177) as

J(θ) =

∫ θ

θ0

dτ

̺2(τ)
= (1−ε2)−

3

2

∫ E

E0

(1 − cos(E))dE

J(E) = (1−ε2)−
3

2 [E−ε sin(E)]
E
E0

= (1−ε2)−
3

2 [E−ε sin(E)−E0+ε sin(E0)]

J(E) = (1−ε2)−
3

2 [E−ε sin(E)+C1] and C1 = ε sin(E0) − E0 (4.186)

We now proceed to solve the integrals listed in Equation (4.185).
IntegralIs2

becomes

Is2
(θ) =

∫ θ

θ0

sin(θ)

̺(θ)2
dθ =

1

ε

[
1

̺
− 1

̺0

]

(4.187)

IntegralIc2
becomes inserting Equations (4.173) and (4.177)

Ic2
(θ) =

∫ θ

θ0

cos(θ)

̺(θ)2
dθ =

∫ E

E0

f(E)dE = (1 − ε2)−
3

2

∫ E

E0

(cos(E) − ε)dE

Ic2
(E) = (1 − ε2)−

3

2 [sin(E) − sin(E0) − ε(E − E0)] (4.188)
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IntegralI3 becomes, where the details for the solution can be found in Equation (A.58)

I3(θ) =

∫ θ

θ0

1

̺(θ)3
dθ =

∫ E

E0

f(E)dE = (1 − ε2)−
5

2

∫ E

E0

(1 − ε cos(E))2dE

I3(E) = (1−ε2)−
5

2

[

(
1

2
ε2+1)(E−E0)+

1

2
ε2(sin(E) cos(E)−sin(E0) cos(E0))

−2ε(sin(E) − sin(E0)] (4.189)

IntegralI1 becomes

I1(θ) =

∫ θ

θ0

1

̺(θ)
dθ =

∫ E

E0

f(E)dE = (1 − ε2)−
1

2

∫ E

E0

dE

I1(E) = (1 − ε2)−
1

2 [E − E0] (4.190)

IntegralI1J becomes, where the inner integral is solved in Equation (4.186)

I1J (θ) =

∫ θ

θ0

J(θ)

̺(θ)
dθ =

∫ θ

θ0

1

̺(θ)

(
∫ θ

θ0

1

̺(τ)2
dτ

)

dθ

We now insert Equation (4.186) and use the result of Equation(4.190)

I1J (θ) = (1 − ε2)−
1

2 (1−ε2)−
3

2

∫ E

E0

1 · (E − ε sin(E) + C1)dE

I1J (E) = (1−ε2)−2

[
1

2
E2 + ε cos(E) + C1E

]E

E0

I1J (E) = (1−ε2)−2

[
1

2
(E2−E2

0)+ε(cos(E)−cos(E0))+C1(E−E0)

]

(4.191)

IntegralIs2J
becomes, where the details for the solution can be found in Equation (A.59)

Is2J
(θ) =

∫ θ

θ0

sin(θ)

̺(θ)2
J(θ)dθ =

∫ θ

θ0

sin(θ)

̺(θ)2

(
∫ θ

θ0

1

̺(τ)2
dτ

)

dθ

Is2J
(E) = (1 − ε2)−

5

2

[

sin(E)(1 +
ε

2
cos(E)) − E(

ε

2
+ cos(E))

− sin(E0)(1 +
ε

2
cos(E0)) + E0(

ε

2
+ cos(E0)) − C1(cos(E) − cos(E0))

]

(4.192)

We are now able to write the particular solution from Equation (4.167) in terms of
the solved integrals as follows

upi
(θ) = U(θ)

1

mk4(1 − ε2)







3I1J − ε(Is3 + Is2) 2I3 − ε(Ic2 + 3Is2J
)

Is3 + Is2 − 3εI1J Ic2 − ε(2I3 − 3εIs2J
)

Ic3 + Ic2 + εI3 −Is2

−I1 εIs2







[
Fx

Fz

]

(4.193)
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Figure 4.9: A two pulse maneuver in elliptical orbit under the influence of a constant force in the
Fo frame whereF = [0.05, 0.1, 0.02]T N and the initial conditions arex(0) = [−100, 10, 10]T m
andẋ(0) = [0.1, 0.05, 0.01]T m/s. The duration is one orbit andε = 0.1 andθ0 = 20 deg. Note
that the red curve is on top of the green curve.

where Equation (4.193) depends directly on Equations (4.172), (4.180), (4.187), (4.188),
(4.189), (4.190), (4.191) and (4.192) which need to be inserted.

In Figure 4.9 we see the comparison between using the homogeneous solution and
the complete solution under the influence of a constant disturbance in the LVLH frame.
The result is also compared to a numerical solution showing identical results. We ob-
serve that the error in Figure 4.9 is larger than in Figure 4.7. This is caused by the
interpolation used between orbital points used for the numerical solution and a slightly
less accurate orbital propagator. In summary the particular solution for the in and out of
plane is
Out of plane:

upo
(θ) =

1

mk4

[
sin(θ) cos(θ)
cos(θ) − sin(θ)

] [
Ic3

(E)
−Is3

(θ)

]

Fy (4.194)
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In plane:

upi
(θ) = U(θ)

1

mk4(1 − ε2)







3I1J − ε(Is3 + Is2) 2I3 − ε(Ic2 + 3Is2J
)

Is3 + Is2 − 3εI1J Ic2 − ε(2I3 − 3εIs2J
)

Ic3 + Ic2 + εI3 −Is2

−I1 εIs2







[
Fx

Fz

]

(4.195)
The particular solution for the elliptical orbit will not reduce to the circular solution

for ε → 0 as it was the case for the homogeneous solution. This is caused by the term1
2ε

in e.g. Equation (4.172), which will approach∞ and no form of00 or ∞
∞ can be obtained

to apply L’Hospitals reduction rules.

4.8.2 Constant Force in the Inertial FrameFi

As for the circular orbit in Section 4.7.2 we consider a constant force in the inertial
frameFi valid under the assumptions provided in Section 4.7.2.

Contrary to the circular case the argument of perigeeγ does have an importance for
elliptical orbits. We can nevertheless base the development on the true anomaly alone
without loss of generality asγ is merely an offset angle.

The transformation in Equation (4.158) is equally valid forelliptical orbits and we
will use that as a starting point.

As for the circular case the out of plane solution is minus thesolution found in
Equation (4.194) and we can proceed directly with the in plane solution.
The input matrix in Equation (4.183) together with the transformation of Equation (4.158)
yield

B =
1

mk4







0 0
0 0
1
̺3 0

0 1
̺3







[
− sin(θ) cos(θ)
− cos(θ) − sin(θ)

] [
kx

ky

]

B =
1

mk4








0 0
0 0

− sin(θ)
̺3

cos(θ)
̺3

− cos(θ)
̺3 − sin(θ)

̺3








[
kx

ky

]

(4.196)

Compared to earlier we now have couplings in the input matrixleading to higher
complexity of the integrandU(s)−1B(s) in Equation (4.167) recalling thatU(s) is
the transition matrix , which we compute multiplying Equation (4.182) with Equa-
tion (4.196) leaving out the argumentθ for convenience and expanding the term̺+1

̺3

to simplify

U(s)−1B(s) =
1

mk4(1 − ε2)

[
B41 B42

]
[

kx

ky

]

(4.197)
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where

B41 =








ε sin2

̺3 + ε 1
̺2 − 3 sin

̺
J − 2 cos

̺3 + 3ε sin cos
̺2 J

− sin2

̺3 − 1
̺2 + 3ε sin

̺
J + 2ε cos

̺3 − 3ε2 sin cos
̺2 J

− sin cos
̺3 − ε sin

̺3

sin
̺

− ε sin cos
̺2








(4.198)

and

B42 =









−ε sin cos
̺3 + 3 cos

̺
J − 2 sin

̺3 + 3ε sin2

̺2 J
sin cos

̺3 − 3ε cos
̺

J + 2ε sin
̺3 − 3ε2 sin2

̺2 J
cos2

̺3 + 1
̺2 + ε cos

̺3

− cos
̺

− ε sin2

̺2









(4.199)

It is observed that Equation (4.197) contains14 distinct integrals of which2 are known
from the LVLH solution in Section 4.8.1. The additional unknown integrals are

∫
sin2

̺3
,

∫
sin

̺
,

∫
sin cos

̺3
,

∫
sin2

̺2
,

∫
1

̺2
,

∫
sin cos

̺2
,

∫
cos2

̺3
,

∫
cos

̺
(4.200)

∫
sin

̺
J,

∫
sin cos

̺2
J,

∫
cos

̺
J,

∫
sin2

̺2
J (4.201)

which will be solved in the following leaving out most intermediate manipulations.
IntegralIs32

becomes using the substitutions of Equations (4.173) and (4.177) to obtain
an integrandf(E), which is a function of the eccentric anomaly, where the detailed
computations can be found in Equation (A.60)

Is32
(θ) =

∫ θ

θ0

sin(θ)2

̺(θ)3
dθ =

∫ E

E0

f(E)dE

Is32
(E) =

1

2
(1 − ε2)−

3

2 [E − E0 − (sin(E) cos(E) − sin(E0) cos(E0))](4.202)

IntegralIs1
becomes

Is1
(θ) =

∫ θ

θ0

sin(θ)

̺(θ)
dθ =

[

−1

ε
ln(1 + ε cos)

]θ

θ0

Is1
(θ) =

1

ε
[ln(1 + ε cos(θ0) − ln(1 + ε cos(θ))] (4.203)

IntegralIsc3
becomes, where the detailed computations can be found in Equation (A.61)

Isc3
(θ) =

∫ θ

θ0

sin(θ) cos(θ)

̺(θ)3
dθ =

∫ E

E0

f(E)dE

Isc3
(E) = (1 − ε2)−2

[
1

2
(sin(E)2 − sin(E0)

2) + ε(cos(E) − cos(E0))

]

(4.204)
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IntegralIs22
becomes, where integral tables are used to obtain the solution

Is22
(θ) =

∫ θ

θ0

sin(θ)2

̺(θ)2
dθ

Is22
(θ) =

1

ε2

[

ε
sin

̺
− θ + 2

1√
1 − ε2

arctan

(
1 − ε√
1 − ε2

tan

(
θ

2

))]θ

θ0

Is22
(θ) =

1

ε2

[

ε

(
sin(θ)

̺
− sin(θ0)

̺0

)

− (θ − θ0)

+2
1√

1 − ε2

{

arctan

(
1 − ε√
1 − ε2

tan

(
θ

2

))

− arctan

(
1 − ε√
1 − ε2

tan

(
θ0

2

))}]

(4.205)

IntegralIsc2
becomes, where the detailed computations can be found in Equation (A.62)

Isc2
(θ) =

∫ θ

θ0

sin(θ) cos(θ)

̺(θ)2
dθ

Isc2
(θ) = − 1

ε2

[
1

̺
+ ln(̺) −

(
1

̺0
+ ln(̺0)

)]

(4.206)

IntegralIc32
becomes, where the detailed computations can be found in Equation (A.63)

Ic32
(θ) =

∫ θ

θ0

cos(θ)2

̺(θ)3
dθ =

∫ E

E0

f(E)dE

Ic32
(E) = (1 − ε2)−

5

2

[(
1

2
+ ε2

)

(E − E0) − 2ε(sin(E) − sin(E0))

+
1

4
(sin(2E) − sin(2E0))

]

(4.207)

IntegralIc1
becomes, where the detailed computations can be found in Equation (A.64)

Ic1
(θ) =

∫ θ

θ0

cos(θ)

̺(θ)
dθ

Ic1
(θ) =

1

ε

[

θ − θ0 −
2√

1 − ε2

{

arctan

(
1 − ε√
1 − ε2

tan

(
θ

2

))

− arctan

(
1 − ε√
1 − ε2

tan

(
θ0

2

))}]

(4.208)

The above provides the analytical solutions to all the integrals in Equation (4.200).
The remaining ones in Equation (4.201) are significantly more difficult and as an il-
lustration the first one from the four in Equation (4.201) will be considered. We per-
form the change of variable to the eccentric anomaly as earlier using Equations (4.173)
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Figure 4.10: A two pulse maneuver in elliptical orbit under the influence of a constant inertial
force in theFi frame whereF = [0.05,−0.1, 0.02]T N and the initial conditions arex(0) =

[−100, 10, 10]T m andẋ(0) = [0.1, 0.05, 0.01]T m/s. The duration is one orbit andε = 0.1 and
θ0 = 20 deg. Note that the red curve is on top of the green curve.

and (4.177) and obtain

Is1J
(θ) =

∫ θ

θ0

sin(θ)

̺(θ)
J(θ)dθ =

∫ θ

θ0

sin(θ)

̺(θ)

(
∫ θ

θ0

1

̺(τ)2
dτ

)

dθ =

∫ E

E0

f(E)dE

Is1J
(E) = (1 − ε2)−

3

2

∫ E

E0

sin(E)(E − ε sin(E) + C1)

1 − ε cos(E)
dE

Is1J
(E) = (1 − ε2)−

3

2

[
∫ E

E0

E sin(E)

1 − ε cos(E)
dE − ε

∫ E

E0

sin(E)2

1 − ε cos(E)
dE

+C1

∫ E

E0

sin(E)

1 − ε cos(E)
dE

]

(4.209)

It is observed that the first term of Equation (4.209) has a numerator with trigono-
metric functions multiplied by their own argument and the integral is only tractable in
the form of hypergeometric polylogarithmic functions (Wolfram 1999). Such functions
are complex infinite power series (Gradshteyn & Ryzhik 2007)and prohibit a closed
form analytical solution.

The other integrals in Equation (4.201) contain integrals of the same form, all with
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the same denominator as in Equation (4.209). The distinct intractable ones have numer-
atorsNi of the form

N1 = E, N2 = E sin(E), N3 = E sin(E) cos(E), N4 = E cos(E) andN5 = E sin(E)2

(4.210)
whereas the remaining integrals, not expanded here, are tractable.

An attempt to solve Equation (4.201) directly in theθ domain has been performed.
This leads to integrals with integrands of the form of Equation (4.208), which turn out
to be intractable (Wolfram 1999). This leaves a mathematically intractable problem
to which either analytical approximations need to be developed or numerical solutions
applied. In order to demonstrate that the approach taken here leads to a correct and
complete solution, the few intractable integrals will be found numerically and applied to
the final solution.

We are now able to write the particular solution from Equations (4.197) and (4.167)
in terms of the solved integrals as follows

upi
(θ) = U(θ)

1

mk4(1 − ε2)
F(θ, E)

[
kx

ky

]

(4.211)

and

F(θ, E) =







ε(Is32
+J+3Isc2J

)−3Is1J
−2Ic3

ε(3Is22J
−Isc3

)+3Ic1J
−2Is3

ε(3Is1J
+2Ic3

−3εIsc2J
)−Is32

−J ε(2Is3
−3Ic1J

−3εIs22J
)+Isc3

−Isc3
−εIs3

Ic32
+J+εIc3

Is1
−εIsc2

−Ic1
−εIs22







(4.212)
where Equation (4.212) depends directly on Equations (4.172), (4.180), (4.186),(4.202),
(4.203), (4.204), (4.205), (4.206), (4.207), (4.208) and solutions of Equation (4.201).

In Figure 4.10 we see a comparison using the homogeneous solution and the com-
plete solution under the influence of a constant force in the inertial frame, which is
typically the solar radiation pressure. The result is also compared to a numerical solu-
tion showing identical results. The errors shown are very similar to the elliptical LVLH
solution in Figure 4.9. In summary the particular solution for the in and out of plane is
Out of plane:

upo
(θ) =

1

mk4

[
sin(θ) cos(θ)
cos(θ) − sin(θ)

] [
−Ic3

(E)
Is3

(θ)

]

kz (4.213)

In plane:

upi
(θ) = U(θ)

1

mk4(1 − ε2)






ε(Is32
+ J + 3Isc2J

) − 3Is1J
− 2Ic3

ε(3Is22J
− Isc3

) + 3Ic1J
− 2Is3

ε(3Is1J
+ 2Ic3

− 3εIsc2J
) − Is32

− J ε(2Is3
− 3Ic1J

− 3εIs22J
) + Isc3

−Isc3
− εIs3

Ic32
+ J + εIc3

Is1
− εIsc2

−Ic1
− εIs22







[
kx

ky

]

(4.214)
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4.9 Conclusion

The general nonlinear dynamics relative motion equations for any Keplerian orbit are
formulated in a rotating LVLH coordinate frame. These are linearized around the target
passive motion and linear differential equations result for the coupled in plane motion
and the out of plane one. This reflects the part formulated in point 1 of Section 1.3.

This set of differential equations is solved for the homogeneous solution to form the
general state transition matrix. The key to the non trivial solution of the in plane coupled
equations is formulated in Lemma 4.1 followed by the proof. This solution is valid for
any closed Keplerian orbit, is free of any singularities andreduces to the well known
Clohessy Wiltshire equations for circular orbits.

Particular solutions are found for arbitrary constant forces in both the LVLH frame
as in the inertial frame. This provides solutions for relative drag and solar radiation
pressure disturbances. Contribution 2 from Section 1.3 is hereby reflected.

Based upon the general state transition matrix, general expressions for two pulse
impulsive maneuvers are derived for both the elliptical as well as the circular case in
Section 4.6 and 4.5 respectively. They are available for both R-bar and V-bar maneuvers
and reflect point 3 in Section 1.3.

These solutions have recently been successfully demonstrated with in flight experi-
ments by the French National Space Agency (CNES) on the Swedish RendezVous and
Formation Flying technology demonstration missionPrisma.
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Chapter 5

Attitude and Coupled Model
Dynamics and Kinematics

This chapter contains the development of the nonlinear attitude models for simulation
and their linear counterparts for design purposes mainly. In addition to the pure attitude
models, the coupled attitude and position linear model willbe included as well. It should
be noted that the notation for small and large signal variables often will be the same to
keep the number low, but will be clear from the context.

5.1 Nonlinear Dynamics

The torque vectorN can be expressed in a rotating frame as (Symon 1979)

N =
d∗(Iω∗)

dt
+ ω × Iω∗ (5.1)

whereI is the inertia matrix andω the inertial angular velocity vector. Asω is also the
angular velocity of the rotating frameω∗ = ω. If we also consider the rotating frame
fixed to the body, the inertia matrix is constant and we can express Equation (5.1) in the
body frame as

Iω̇ + ω × Iω = N (5.2)

In the special case of the body axes being along the principalaxes of inertia, the
inertia matrixI is diagonal and Equation (5.2) becomes

Ixω̇x + (Iz − Iy)ωzωy = Nx

Iyω̇y + (Ix − Iz)ωxωz = Ny (5.3)

Izω̇z + (Iy − Ix)ωyωx = Nz

From Equation (5.3) we see that a body cannot spin with constant angular velocityω
, except about a principal axis, unless external torques areapplied. If ω̇ = 0 Equa-
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tion (5.2) becomesω × Iω = N and the left member is zero only ifIω is parallel toω,
that is, ifω is along a principal axis of the body.

5.2 Linear Dynamics

We now derive a linear model of Equation (5.2) around a general operating point,ωoi =
[ωx, ωy, ωz]

T being the angular rate of the orbital frame. As angular velocity vectors are
cumulative we can write the inertial angular velocity as

ω = ωbci = ωbco + ωoi (5.4)

We will perform a Taylor series expansion of Equation (5.2) around the operating point, not-
ing that Equation (5.2) is a function of two variables, namely ω andN. The form of the
Taylor series is as in Equation (4.8). Inserting Equation (5.2) into the two variables of
Equation (4.8) we can write it as

Iω̇ = N0 − ω0 × Iω0 +
∂Iω̇

∂ω

∣
∣
∣
∣
ω0,N0

(ω − ω0) +
∂Iω̇

∂N

∣
∣
∣
∣
ω0,N0

(N− N0) (5.5)

whereN0 = 0, ω − ω0 = ωbco andN0 − ω0 × Iω0 = Iω̇0. The second Jaco-
bian obviously becomes the identity matrix and the first Jacobian is derived in detail in
Chapter B.2.

Inserting the operating pointωoi = [0,−ω0, 0]T into the general Equation (B.7)
and the result from Equation (B.8) into Equation (5.5) and multiplying through with the
inverse inertia matrix we obtain

ω̇bco = ω0I
−1





I31 2I32 I33 − I22

−I32 0 I12

I22 − I11 −2I12 −I13



ωbco + I−1N (5.6)

ω̇bco = Adωbco + BdN (5.7)

If we are close to the principal axes of the body, the inertia matrix becomes diagonal,
and Equation (5.6) will then reduce to the following simpleruncoupled equation

ω̇bco =





0 0 ω0
I33−I22

I11

0 0 0

ω0
I22−I11

I33
0 0



ωbco +





1
I11

0 0

0 1
I22

0

0 0 1
I33



N (5.8)

5.3 Nonlinear Kinematics based on Euler Angles

For the kinematics we seek the differential equations of themotion of the body frame
with respect to the reference frame, relating the Euler(3,2,1) angles with the angular
velocity vectorωbco.
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Theωbco between the frames is the sum of the individual rotation rates, referred and
added in the final frame. Using the individual rotation matrices from the Euler(3,2,1) ro-
tation in Equation (B.2) we can writeωbco as a function of the rate of the Euler angles.
The inverse relationship becomes (Wie 1998)





θ̇x

θ̇y

θ̇z



 =
1

cos(θy)





cos(θy) sin(θx) sin(θy) cos(θx) sin(θy)
0 cos(θx) cos(θy) − sin(θx) cos(θy)
0 sin(θx) cos(θx)



ωbco (5.9)

5.4 Nonlinear Kinematics based on Quaternions

The kinematic motion can also be described by means of quaternions or Euler param-
eters as they are also called. The advantage is that there areno singularities in the
formalism of describing a rotation of one coordinate systeminto another one. We will
use the following definition, which is the most utilized in European space programs.

q =







cos( θ
2 )

e1 sin( θ
2 )

e2 sin( θ
2 )

e3 sin( θ
2 )







(5.10)

wheree = [e1, e2, e3]
T is the Euler rotational eigen axis, which is indifferent in the two

coordinate systems andθ is the angle rotated around the eigenvectore. The eigenvector
e can be found from differencing the symmetric off diagonal elements of the DCM, see
also (Junkins & Turner 1986).

In Equation (5.11) we find the general relationship between the angular rate vector
and the derivative of the quaternion

q̇ =
1

2







0 −ωx −ωy −ωz

ωx 0 ωz −ωy

ωy −ωz 0 ωx

ωz ωy −ωx 0







q (5.11)

which is the general quaternion differential equation, seealso (Junkins & Turner 1986).
For the present application we have thatω = ωbco andq = qbco. This formulation will
be used for simulation purposes.

In Section B.4 can be found the basic equations for the neededquaternion algebra
and transformations to and from DCM and Euler angles as well as a short derivation
leading to Equation (5.11).

5.5 Linear Kinematics

It will be advantageous to obtain a model, which supports an in plane rotational offset,
for which reason it shall be parameterized with an operatingpoint on the y-axis different
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from the more common zero. In Equation (5.9) we have the inputoutput relation we
need for the kinematics.ωbco in Equation (5.9) is already expressed in the body frame,
as it also is in Equation (5.7), with which we later combine it.

As Equation (5.9) describes the kinematics between any two arbitrary frames, we are
not constrained by absolute inertial relationships as for the dynamics. This means we
will linearize the kinematics around the orbital frame as before, but the operating point
is not with respect to inertial space, but the orbital frame.

Using the form of Equation (4.8) we can linearize Equation (5.9) as

θ̇ = θ̇0 +
∂θ̇

∂θ

∣
∣
∣
∣
∣
ω0,θ0

(θ − θ0) +
∂θ̇

∂ω

∣
∣
∣
∣
∣
ω0,θ0

(ω − ω0) (5.12)

and the operating point is thenθ0 = [0, θ0, 0]T and ω0 = 0. As the angular rate
multiplies all in Equation (5.9), the first Jacobian will always be zero for this operating
point. The second Jacobian in Equation (5.12) becomes the identity matrix and the first
term in Equation (5.12) is zero. We can now formulate the linear kinematics in state
space form as

θ̇ = 0θ + Iωbco (5.13)

θ̇ = Akθ + Bkωbco (5.14)

5.6 Linear Attitude Model

Let us define a state vector for the attitude motionxc = [θx, θy, θz, ωbcox
, ωbcoy

, ωbcoz
]T

which enables us to combine Equations (5.7) and (5.14) into acomplete linear attitude
model yielding

ẋc =

[
Ak Bk

03×3 Ad

]

xc +

[
03×3

Bd

]

N (5.15)

ẋc = Acxc + BcN (5.16)

It shall be observed that the linear model in the operating point is unstable by nature
for non spherical bodies with inertia diagonal elements monotonously increasing or de-
creasing, as the matrixAd typically contributes a real pole in the right half plane. This
appears in the region of10−4.

5.7 Coupled Attitude and Position Model

For close proximity maneuvers are not only the relative COM position of interest, but
also the position and velocity between two docking ports, which are located elsewhere
on the spacecraft.
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Figure 5.1: Illustration of the vec-
tors involved to determine the COM
to COM location and the port to
port location in the general vector
space.

Consequently there is an interest and need for a
linear model of the port to port dynamics and kine-
matics, which includes all the possible couplings in
the system. Such a model will be developed in
this section grouping together elementary models and
couplings, keeping in mind that there is only con-
trol authority on the chaser spacecraft in the form of
forces and torques, not on the target.

Strictly speaking one should perform a nonlin-
ear formulation ofspp referencing inertial, but an in-
significant approximation will be made using the al-
ready linear and known vectors. The port to port
distance can be expressed as

spp = s + rdc − rdt (5.17)

We will have to linearizespp around the various operating points noting thats is already
known from Equation (4.15). Therefore, only the last two terms need to be linearized and
it shall be noticed that the large signal will be needed to calculate a physical meaningful
spp and not only the variations around nominal.

5.7.1 Target Attitude

Seen from a control point of view the target is uncontrollable, but as the attitude motion
of the target influences the docking port motion, the attitude modes need to be modeled.

The attitude motion of the target is described in Section 3.2.1 as a saw tooth type
of motion resulting from a two sided thrust reversal type of controller on the Russian
segments of the ISS. This is nonlinear, but can be well approximated with a sinus mo-
tion. This can be modeled by a harmonic oscillator for theith axis, withθti

being the
small signal motion off the operating point

θ̈ti
+ k2

i θti
= 0 (5.18)

for which we chose the motion to be a sinusoid, leading to the initial conditions of
θti

(0) = A cos(ϕ) and θ̇ti
(0) = −Aω sin(ϕ), whereA being the amplitude,ϕ =

−2π tstart+0.5d
Tt

andtstart is the time of the first amplitude of the nonlinear motion in
Section 3.2.1. The period of the motion is known from Section3.2.1 Table 3.2 to be
Tt = 4A

vt
+ d and the eigen frequency in Equation (5.18) can be computed as

k =
2π

Tt

=
2πvt

4A + dvt

(5.19)
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Figure 5.2: All angular rate vectors from inertial frame to chaser docking port.

In state space form for the 3 axes the model becomes withxt = [θt, ωt]
T

ẋt =











0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

−k2
x 0 0 0 0 0

0 −k2
y 0 0 0 0

0 0 −k2
z 0 0 0











xt (5.20)

ẋt = Atxt (5.21)

5.7.2 Relative Attitude

The relative attitude between the two spacecraft need to be based on the angular rate
vectors, as the Euler angles are not cumulative. This is illustrated in Figure 5.2, where
we have thatω0 + ωt + ωra = ω0 + ωc and we get directly

ωra = ωc − ωt (5.22)

whereωra is the relative angular rate.ωt is known in the orbital frame and needs to be
transformed into the chaser body frame, whereωc is known and where we will represent
the relative rateωra. Equation (5.22) in the chaser body frame becomes

ωra = ωc − Rbcoωt (5.23)

Equation (5.9) can be used to express the rate of the relativeEuler angles aṡθra =
f(θra, ωra) and inserting Equation (5.23) it becomes a function of 4 variablesθ̇ra =
f(θra, θc, ωc, ωt). All operating points are zero except forθc0

= [0, θ0, 0]T as earlier.
Inserting Equation (5.23) into Equation (5.9) we obtain using the notation thatsi =
sin(θi), ci = cos(θi) andi = x, y, z
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θ̇ra =
1

cy





cy sxsy cxsy

0 cxcy −sxcy

0 sx cx





︸ ︷︷ ︸

g(θra)

ωc

− 1

cy





cy sxsy cxsy

0 cxcy −sxcy

0 sx cx





︸ ︷︷ ︸

g(θra)





czcy cysz −sy

sxsycz − cxsz sxsysz + cxcz sxcy

cxsycz + sxsz cxsysz − sxcz cxcy





︸ ︷︷ ︸

g(θc)

ωt (5.24)

We will now perform a linearization of Equation (5.24) as

θ̇ra = θ̇ra0
+

∂θ̇ra

∂θra

∣
∣
∣
∣
∣
op

(θra − θra0
) +

∂θ̇ra

∂θc

∣
∣
∣
∣
∣
op

(θc − θc0
)

+
∂θ̇ra

∂ωc

∣
∣
∣
∣
∣
op

(ωc − ωc0
) +

∂θ̇ra

∂ωt

∣
∣
∣
∣
∣
op

(ωt − ωt0) (5.25)

From Equation (5.24) we see thatθ̇ra0
= 0 and that the two first Jacobians in Equa-

tion (5.25) give the zero matrix, when the operating points are inserted. The third Ja-
cobian becomes the identity matrix. The state space formulation for the angular part is
expressed in Equation (5.26) with the last Jacobian

θ̇ra = 0θra + Iωc −





cy 0 −sy

0 1 0
sy 0 cy



ωt (5.26)

θ̇ra = Araθra + Bra1
ωc − Bra2

ωt (5.27)

Equation (5.27) does not hold the full state vector for the relative attitude aṡωra is not
explicitly known. Instead the full state can be expressed inthe output equation rather
than the state equation definingyra = [θra, ωra]T and building the matrix as

yra =

[
I 0 0

0 Bra1
−Bra2

]




θra

ωc

ωt



 (5.28)

5.7.3 Target Docking Port Motion

As one step to derive the coupled model, the target docking port needs to be presented in
the orbital reference frameFo. This is the simple transformatioñrdt = RT

btordt which
will be linearized as

r̃dt = r̃dt0 +
∂r̃dt

∂θt

∣
∣
∣
∣
θt0

(θt − θt0) (5.29)
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andθt0 = [0, θ0, 0]T. The Jacobian matrix will be derived in Section B.3 in detailand
yields from Equation (B.9)

∂r̃dt

∂θt

=





syrdty
cyrdtz

− syrdtx
−rdty

−rdtz
0 cyrdtx

+ syrdtz

cyrdty
−(cyrdtx

+ syrdtz
) 0



 = Bdt1 (5.30)

and the operating point vector is computed as

r̃dt0 =





cyrdtx
+ syrdtz

rdty

cyrdtz
− syrdtx



 (5.31)

The velocity can be expressed as in Equation (5.1), where thefirst right hand term is
zero as the vector is fixed in the target body frame and only thecross product remains.
This needs transformation to the orbital reference frame asfor the positions and can be
written as˙̃rdt = RT

bto(ωt × rdt), whereωt0 = 0. The Taylor expansion becomes

˙̃rdt = ˙̃rdt0 +
∂ ˙̃rdt

∂θt

∣
∣
∣
∣
∣
op

(θt − θt0) +
∂ ˙̃rdt

∂ωt

∣
∣
∣
∣
∣
op

(ωt − ωt0) (5.32)

where∂ ˙̃rdt

∂θt
= 0 asωt = 0 in the operating point. The Jacobian matrix will be derived

in Section B.3 in detail and yields from Equation (B.11)

∂ ˙̃rdt

∂ωt

=





syrdty
cyrdtz

− syrdtx
−cyrdty

−rdtz
0 rdtx

cyrdty
−(syrdtz

+ cyrdtx
) syrdty



 = Bdt2 (5.33)

and the operating point vector is˙̃rdt0 = 0.
It is not possible to write a state equation as there is no dynamics involved, but only

the kinematics part which is computed based on other state variables of the attitude
system. Only the output equation is possible to formulate as

ydt =

[
r̃dt − r̃dt0

˙̃rdt

]

=

[
Bdt1 0

0 Bdt2

] [
θt

ωt

]

(5.34)

5.7.4 Chaser Docking Port Motion

Contrary to the target port motion, based upon the kinematictarget attitude motion,
the chaser port motion can be fully controlled by forces and torques. It is therefore
intriguing to base the model upon the dynamics equations, asin Equation (4.11) having
torque as input to the model. As the attitude dynamics has thetorque as input and drives
completely the port motion for rotation, this would lead to the introduction of redundant
modes resulting in a non minimal realization.
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A closer look reveals, that the problem is the same as for the target and that model
can be reused with different parameters, but otherwise identical. This kinematic model
and the more complex dynamic model give the exact same result. From Equation (5.34)
the chaser port model then becomes

ydc =

[
r̃dc − r̃dc0

˙̃rdc

]

=

[
Bdc1

0

0 Bdc2

] [
θc

ωc

]

(5.35)

5.7.5 Coupled Linear State Space Model

All the individual sub models so far are small signal models,which are adequate for
synthesis work. Some large signals are needed for analysis,in particular the port to port
values.

This can be achieved in a combined, but yet segregated model,by extending the
input vector to hold also the operating points and can therefore be easily included or
excluded.

The state vector consists of relative COM position, the chaser attitude, the target atti-
tude, their rates and the relative attitude and defined asx = [xp, ẋp, θc, ωc, θt, θ̇t, θra]T,
wherexp is in the orbital reference frame and the rest in the body frames.

The input vector holds the force, torque (in chaser body frame) and the operating
point vectors for the chaser and target attitude and chaser and target ports respectively
asu = [F,N, θc0

, θt0 , r̃dt0 , r̃dc0
]T. The last four vectors inu are constant and the

model provides large output signal values for those states.If they are assigned to zero
the model gives all small signal values with respect to the operating point.It shall be
noted, that if the input vector is reduced to hold only force and torque and theB andD

matrix dimensions are reduced correspondingly, a true small signal model is obtained.
Finally the output vector contains relative COM position, chaser and target atti-

tude, the port to port position, relative attitude and theirrespective derivatives asy =
[xp, ẋp, θc, ωc, θt, θ̇t, xpp, ẋpp, θra, ωra]T. The model is verified for two separate atti-
tudes and illustrated in Figure 5.3.

The state space model is of standard form, though to get the operating points in-
cluded conveniently theD matrix is used.

ẋ = Ax + Bu

y = Cx + Du
(5.36)

The matrices are defined as follows using the sub matrices derived in the preceding
sections in this chapter andAp from Equation (A.57).

A =







Ap 06×6 06×6 06×3

06×6 Ac 06×6 06×3

06×6 06×6 At 06×3

03×6 [03×3 Bra1
] [03×3 −Bra2

] Ara







(5.37)
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Figure 5.3: Example of a linear model for port to port computation for twoports located at
[4, 1, 1] m and[3, 1, 1] m in the respective body frames with a diagonal inertia matrix with ele-
ments[100, 90, 110] kgm2, for testing the derived model. The torque inputs are adjusted to give
amplitudes of about5 deg with operating points of10 deg and−10 deg on the y-axis.

B =







Bp 06×3 06×12

06×3 Bc 06×12

06×3 06×3 06×12

03×3 03×3 03×12







(5.38)

In the definition of theC andD matrices all sub matrices are of dimension3 × 3 for
notational clarity reasons.

C =






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










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0 I 0 0 0 0 0

0 0 I 0 0 0 0

0 0 0 I 0 0 0

0 0 0 0 I 0 0

0 0 0 0 0 I 0
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0 −Bdt1 0 0

0 I 0 Bdc2
0 −Bdt2 0

0 0 0 0 0 0 I

0 0 0 Bra1
0 −Bra2

0



















(5.39)
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
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






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


(5.40)

5.8 Conclusion

The nonlinear attitude dynamics and kinematics are formulated in the LVLH frame and
linearized analytically by means of a Taylor expansion. From this is derived the relative
attitude motion between the two spacecraft.

There is then developed a complete6 DOF coupled state space model describing
the general port to port motion combining the development ofChapter 4 and 5 together
with the port locations with respect to the COM. This answersthe objective in point 4
in Section 1.3.
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Chapter 6

Control System Architecture

This short chapter will provide a high level overview of the mission involved avionics
seen from a hardware point of view and how that architecture is at high functional level.
Then it will be continued for the architecture of the flight software, which is a com-
bination of general services, mission management and the GNC software. Finally the
general architecture of the GNC feedback loop will be explained functionally.

6.1 System Functionality

The objectives are to control the spacecraft by means of an optimized, both technically
and financially, organization of hardware and software, which together constitute the on
board system.

The GNC software containing all the algorithms and mode management runs on a
central computer, which for high reliability systems, as e.g. fail operational fail opera-
tional fail safe systems, are duplicate/triplicate and voting can take place.

The propulsion system, in this case28 reaction hot gas thrusters, will produce the
required control forces and torques.

The attitude sensors will measure the absolute attitude andattitude rate as well as the
relative attitude between chaser and target. The relative position between both center of
mass and the direct port to port distance needs to be measured.

6.2 Avionics Main Components

This section will provide an overview of the needed avionicsequipment together with a
short description of the items.

• Computer: The chip and peripherals shall preferably be of a failure tolerant de-
sign for reasons of system reliability. It shall provide full floating point capabilities
preferably in32-bit double precision, which far from all space qualified radiation
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Figure 6.1: A structure for the hardware units and avionics equipment for a typical spacecraft
for RVD missions. As Earth bound RVD missions are mostly to manned spacecraft there is triple
redundancy compared to less on ordinary spacecraft.

hardened processors do. Obviously it shall have enough computing capability to
execute the real time GNC and mode management software, together with all the
house keeping, with sufficient margin for the sampling time as well as handling
the real time interface to the data bus.

• Thrusters: They shall be able to produce the thrust required for the maneuvers
to be performed for the specific mission. This shall be achieved with as small rise
time as possible and the MIB must not be too large as this corresponds to a delay
seen from the controller view point. The mechanical layout shall be such as to en-
sure coverage of the required envelope for the needed force and torque. There are
in reality couplings between force and torque generation but shall be sought mini-
mized mechanically, which is not always possible due to thermal, accommodation
and manufacturing constraints.

• GPS: This navigation system can primarily be used in Low Earth Orbit (LEO),
where all past and present automatic RVD missions are. It measures the absolute
position and velocity in inertial coordinates from which the relative position and
velocity is estimated after receiving GPS data from the target spacecraft. It is
therefore only possible for a cooperative target as well as they both shall have the
receiver antennae located such that4 or more common GPS satellites are in the
FOV. The estimator provides the values between COMs. The GPSis not used at
closer proximity than a couple of hundred meters, due the theincreased multi path
effect and shadowing from the ISS.

• Camera: This sensor takes over when the GPS is not used and when a higher
precision on the measurements is needed. The camera is used during the final
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approach to docking as well as departure. It provides the position along all 3 axes
between the camera and a target pattern. The relative attitude becomes available
from a distance of less than about30 meters. The rates are not measured directly.

• Gyro: The sensor system provides the angular rate around the two axes of the
gyro mounting frame directly. Typically there are4 gyros mounted in a tetrahe-
dron configuration, such that3 axis information can still be provided with one
malfunctioning gyro. The complete assembly provides as output the angular rate
around the axis of the body frame.

• STR: This sensor provides the inertial attitude of the spacecraft with high accu-
racy around all3 spacecraft axes. It will autonomously find the inertial orientation
at initialization. Two such units are used for redundancy.

• Sun Sensor:These sensors provide a course measurement of the directionto the
sun in the spacecraft frame. They need to be mounted on the spacecraft such that
the effective FOV is4π steradian, as they are not used in the closed loop control
system, but for contingency modes to orient the spacecraft to ensure electrical
power generation.

• Accelerometers:They provide the acceleration along the3 spacecraft axes, but
are typically not used in the control loop due to their noisy behavior. They are
mainly used to measure the main boosts for orbital maneuversand to better deter-
mine the shut off time for the main engines.

An architecture of how the hardware units and equipments areorganized and com-
municating together is illustrated in Figure 6.1 for a typical spacecraft of the type ad-
dressed here.

6.3 Software Structure

An overview of the high level structure will be given withoutany attempt of software de-
sign or addressing detailed software implementation aspects. A derived functional dia-
gram of generic parts is shown in Figure 6.2. The software is structured such that the
high level supervisor is not part of the GNC system flight software proper, but is shared
between the GNC and other functionalities of the spacecraft, which need to be managed
in real time like data management and telemetry. This part ofthe on board system also
contains the high level FDIR functionality, which is handling the recovery from mal-
functions at other places leading to change in phases of the mission like e.g. triggering a
collision avoidance maneuver or retreat to a predefined holdpoint other than the nominal
ones.

The other part, which is more directly GNC related, consistsof the General Mea-
surement System (GMS) for obtaining the measurements from the sensors via the on
board data bus and performs plausibility checks and provides them for the control sys-
tem. There is a local Mode Management (MM) which schedules the various controllers
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Figure 6.2: A general structure for the on board software system for a typical spacecraft for RVD
missions. It implements all the main functions except certain independent safety functions.

and filters for the different parts of the mission. This is performed autonomously, but
in coordination with the higher level mode management in thesupervisor function. The
low level FDIR deals with the low level management and requests of e.g. switching to
redundant sensors, check of measurement data and status of equipment. This is clearly
managed in the manner of informing the higher level functions, which need to be updated
for the Vehicle Configuration Management (VCM) which manages the lower modes and
failures. The Flight Control Monitoring (FCM) is an independent function which over-
sees the performance of the vehicle and uses partly independent sensors.

The GNC software part proper is clearly separated into the G,N and C parts with
clear interfaces for all the blocks. Each element contains dedicated modules for the
various filters and controllers, where the structure is typically service routines used in
several modes but initialized with mode dependent parameters. These are then scheduled
in such a manner and order as to form the feedback loops and thefeed forward control
from the guidance part.

6.4 Conclusion

The general set of avionics equipment needed for RVD missions is described briefly
followed by a proposed architecture for an on board softwaresystem implementing the
needed functionalities. This is of general nature and reflects on the objective 5 in Sec-
tion 1.3.
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Chapter 7

General GNC Structure and
Guidance Design

This is the main chapter dealing with the design of a Guidance, Navigation and Control
system to perform RVD in elliptical orbits.

The principal structure of the control feedback loop for thevarious modes will be
explained, followed by the different ways of approach between chaser and target for the
final approach to docking.

The domain of plant variation and sensitivity will be investigated first to obtain in-
sight into which parts of an elliptical orbit will be drivingthe design, despite the refer-
ence orbit eccentricity will be fixed atε = 0.1.

The theory of periodic time varying systems will be addressed for the periodic nature
of the models. A flexible thruster selection method based on optimization for implemen-
tation will be designed.

Then the guidance profiles and feed forward control will be designed for the separate
attitude and position control. This will be followed by the design of the various feedback
loops in the system leading to the design for the final approach to docking. Finally the
stability and performance of the complete system will be evaluated.

7.1 Loop Structure

The general structure of the principal feedback GNC system used in all modes for both
position and attitude control is illustrated in Figure 7.1.

The guidance block handles the computation of all referencesignals for all the states
for both trajectory and station keeping points for both position and attitude. It is designed
to be in compliance with the propulsive capabilities of the spacecraft. It also provides
the feed forward control for phases where accelerations arerequired, which will ensure
a more responsive and less oscillatory system characteristics. As illustrated in Figure 7.1
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Figure 7.1: Principal GNC organization for both attitude and position in all modes.

there is a connection from the navigation to the guidance, which is used to inform the
guidance such that the different modes for different locations can be initiated.
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Figure 7.2: This figure illustrates in different segments of the
Rendezvous approach the different types of control and sensors
used in the feedback loop.

The navigation block re-
ceives inputs from the mea-
surement system as well as
the commanded forces and
torques from the thruster se-
lection block. The output
is the estimated state vec-
tor for the next sampling
time relevant to the respec-
tive phases of the RVD mis-
sion.

The control block has
the task of driving the er-
ror signal to zero as well
as ensuring a good sys-
tem response and guarantee
the stability margins of the
feedback system.

The thruster manage-
ment function has as input
the requested forces and torques from the controller and itstask is to select the opti-
mum set of thrusters to activate for the next sampling time tofulfill the demand from
the controller. This has to be done as close as possible within the propulsive envelope
available. The available propulsive capability is not necessarily constant, as failures of a
single thruster or a cluster can occur. In that case they are declared not available for the
thruster selection function.

Figure 7.2 shows the approach to the target and the differentprincipal segments. The
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attitude is plain LVLH oriented up to points4 after which the relative attitude between
chaser and target is used. The navigation is based on GPS sensors until points3 after
which the camera sensor is used. The control between the spacecraft is between COM
and COM until points3 and then for the final part it is between docking port to docking
port for position afters3 and attitude afters4.

7.2 Control Strategy

The strategy for most of the phases for the RVD is of fairly straight forward servo or
regulator types. The last few meters before docking requires a bit of additional attention.

For the control problem of the last phase prior to contact, three concepts of approach
are illustrated in Figure 7.3.

1 The first concept is the simplest as the relative position and attitude of the docking
ports are not controlled. Only the relative COM position andthe attitude with
respect to LVLH is controlled. The aim point is the nominal target port center, not
the actual one. The alignment error between the two docking ports becomes the
sum of the target attitude error and the lateral contribution from the fact that there
is a distance from the COM to the port.

This option is too inaccurate seen in the light of realistic reception ranges of dock-
ing mechanisms. It is also impractical as there is not sufficiently accurate sensing
capability available for measuring the relative COM position.

2 The second concept features a relative lateral position control between the actual
target docking port and the chaser COM. This requires at least a line of sight
measurement between the two ports. The individual attitudes remain individually
controlled with respect to LVLH. The alignment error is now reduced to only the
relative attitude.

This option has been applied in some early scenarios with manual relative position
control and automatic LVLH attitude control of both spacecraft. It still requires
a fairly large angular reception range of the docking mechanisms as in the first
option.

3 The third concept is the only one where both the relative position and the relative
attitude are simultaneously controlled. This achieves full alignment in translation
as well as in rotation. This requires on board estimation of the relative orientation
of the docking port. A result of this scheme is that the translational and rotational
motions are now coupled and typically calls for a more complex feedback design.

This option is the one applied on almost all docking scenarios, manual, automatic
or semi automatic. It requires measurements such that the relative position and
attitude can be estimated in the navigation function for all6 DOF. This option is
the one adopted further in this work.
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Figure 7.3: Illustration of 3 different concepts of maneuvers of docking ports with respect to each
other. The dashed arrows illustrate the direction of motionof the chaser COM. The first is COM
to COM with no attitude regarded. The second follows the target docking axis but not the relative
attitude. The third follows the target docking axis and accounts for the relative attitude.

A further aspect to consider in the third concept, is whetherthe chaser control is
performed around the COM or the docking port, though forces and torques always act
with respect to the COM on a free body. If the bandwidth of the position control is
faster than the attitude, the translation will align the ports and the attitude align later.
The opposite is similarly valid, but if the two bandwidths are similar the spacecraft will
appear to rotate around the docking port through a coupled motion, though this is giving
a slower settling. Other requirements will determine whichis the better solution in a
particular case.

The overall control strategy is such that for the part between s3 to s4 the attitude
control is Earth pointing and separate from the relative position control. This simplify
the overall complexity, where accuracy and couplings are less demanding. For the last
part froms4 until docking the relative attitude and the relative position will be designed
as one coupled6 DOF system as this is the critical part with the highest precision needed.

7.3 Design Domain

This section will investigate the variations which exist inthe orbital domain leading to
variations and changing characteristics of models. In the end a justification leading to
the selection of a sampling time will be presented.

7.3.1 Orbital Variations

The variation of the altitude and the orbital angular velocity will be evaluated, as those
parameters appear in all the linear design models. From Section 2.4.1 the perigee is at
an altitude of450 km and the orbital eccentricity isε = 0.1.

To get an overview of the domain, we will investigate the trueanomaly, its rate
and the velocity for3 different locations in the orbit. The equations describingthe 3
quantities are derived in Section A.2.1, and the general results for the special cases can
be found in Table 7.1.
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θ r = p
1+ε cos(θ) θ̇ =

√
µ
p3 (1 + ε cos(θ))2 v =

√

µ
(

2
r
− 1

a

)

perigee 0 deg p
1+ε

√
µ
p3 (1 + ε)2

√

µ
(

2(1+ε)
p

− 1
a

)

90 deg p
√

µ
p3

√

µ
(

2
p
− 1

a

)

apogee 180 deg p
1−ε

√
µ
p3 (1 − ε)2

√

µ
(

2(1−ε)
p

− 1
a

)

Table 7.1: General expressions for the orbital radius, the true anomaly rate and the orbital angular
velocity at3 different orbital locations.

The orbital radius is smallest at perigee, where the gravitational and atmospheric
disturbances are larger than elsewhere in the orbit. The orbital angular rate is largest at
perigee leading to a faster dynamics environment in that region. The orbital velocity is
largest at perigee leading to more drag disturbance than elsewhere.

From the above observations it is clear that the perigee region is a driver for the
design and parameters from there should be used as design values for the whole orbit.

As the true anomaly and its rate has no closed form solution, it would be convenient
to approximate the rate for design purposes. Figure 7.4 illustrates the true anomaly and
its rate for different eccentricities. For low eccentricities the rate can be well approxi-
mated by a cosine function and a constant as shown for the reference orbit. For higher
eccentricities it could be approximated by extended cycloidal functions.

Another approach, which is applicable to higher eccentricities, is to use approximate
data for the parameters. Orbital parameters are very well known from the ground track-
ing by mission control and can be used on board. If varying between orbital passes, the
parameters vary very slowly over the lifetime of the mission, and approximate interpo-
lated values can be used for the GNC. Such parameters are known with less than1 %
error in practice.

7.3.2 Variation of Parameters

The orbital variations identified in Section 7.3.1 cause some minimum and maximum
values for the reference orbit. The variations become as in Table 7.2 using the formulae
from Table 7.1. The orbit has a period of6566 s duration.

The angular rate and acceleration affect directly the plantmodels and will be inves-
tigated in Section 7.3.3, whereas the influence on disturbances will be addressed here.

The change in attitude affects directly the gravity gradient torque , see Equation (3.6).
We will evaluate the variation of the torque for an attitude with respect to the LVLH of
15 deg corresponding to a possible TEA mode for the ISS. The maximumvalues for
the inertia matrix in Equation (C.6) are used. The torque is directly proportional to the
inertia.

Finn Ankersen, September 12, 2011



122 General GNC Structure and Guidance Design

Normalized Orbital Time

0.2 0.4 0.6 0.80 1

True
 Ano

maly
 [de

g]

100

200

0

300

Normalized Orbital Time

0.2 0.4 0.6 0.80 1

True
 Ano

maly
 Rat

e [d
eg/s

]

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0

0.08

Figure 7.4: The true anomaly and its rate as a function of the normalized orbital time. It is shown
for eccentricities from zero to0.5 in steps of0.1. On the left half of the graphs the eccentricity is
increasing for the non straight line curves. The dotted curve on the right graph is an approximation
of the rate which only works well for low eccentricities.

It is recalled from Equation (3.10), that the differential drag force is a function of the
velocity to the power of two. It shall be taken into account that the atmospheric density
also changes drastically with altitude and is a rather uncertain parameter (Larson &
Wertz 1991). The differential drag force is very small, evenat perigee and negligible.
The reason being the ballistic coefficients of the two spacecraft are very similar, see
definition in Section 3.4.2.

7.3.3 Variation of Design Plants

This section will analyze the plant dynamics of all the linear models developed in Chap-
ter 4 and 5 to get an overview of their domain and properties.

The relative position from Equations (4.17) and (4.19) is illustrated in Figure 7.5

Perigee Apogee %

r 6821.0 km 8336.8 km 22 %
θ̇ 1.175 · 10−3 rad/s 7.869 · 10−4 rad/s -33 %
v 8.018 · 103 m/s 6.560 · 103 m/s -18 %

θ = 1.29 rad θ = 4.98 rad
θ̈ −1.968 · 10−7 rad/s2 1.968 · 10−7 rad/s2 -200 %

Table 7.2: Variations for the reference orbit of the essential parameters. The last two lines give
the two values of the true anomaly where it has its largest accelerations. It is found from further
differentiation of the formula in Table 7.1.
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Attitude Perigee Apogee %

θ0 = [0, 0, 0] deg 7.1095 · 10−3 Nm 3.8939 · 10−3 Nm -45 %
θ0 = [0, 15, 0] deg 8.1550 · 10−2 Nm 4.4666 · 10−2 Nm -45 %

Table 7.3: Variations of the gravity gradient torque on the chaser.

Perigee Apogee

ρ 1.6 · 10−12 kg/m3 < 10−16 kg/m3

drag 8.7 · 10−4 N 3.7 · 10−8 N

Table 7.4: Variations of the differential drag force and the atmospheric density.

in plot 1 and2. For circular orbits there are, as well known from Equation (4.99), a
double integrator and4 complex poles on thejω axis. For elliptical orbits it is somewhat
different, though the out of plane remains with two poles on thejω axis. The in plane
changes characteristic over the orbit. At perigee all polesare on thejω axis and at
apogee two poles remain oscillatory on thejω axis and two become symmetric around
zero with one Right Half Plane (RHP) pole and one Left Half Plane (LHP) pole. In
between perigee and apogee, the system has twojω poles and two RHP real poles.

The attitude from Equation (5.15) is found in Figure 7.5 in plot 3. It turns out that
the poles are independent from the operating pointθ0 though it introduces couplings. It
can be seen by finding the determinant analytically ofAc in Equation (5.16). The non
diagonal elements ofBk disappear and the elements ofAk reduce to a zero and a one in
the characteristic equation. The dynamics partAd contributes with a real RHP pole for
monotonously increasing or decreasing diagonal elements of the inertia matrix, which
is the present situation. For other combinations the poles are complex in the LHP.

The port to port dynamics is in Figure 7.5 in plot4. In a similar manner as for
the attitude, it turns out that the poles are independent of the matricesBra1

andBra2

in Equation (5.27). Consequently all poles are contributeddirectly by the individual
models. The six fast complex poles on thejω axis stems from the relatively fast target
attitude motion.

Finally we will establish the boundaries of the orbital angular rate as a function of
the eccentricityε. This will be needed later for the robust control analysis ofthe time
varying plant. In Figure 7.6 is shown the lower and upper bounds of the orbital angular
rate at apogee and perigee respectively. The frequency of the orbit is also illustrated and
seen to follow the lower bound direction. It is observed thatfor the circular caseε = 0,
the values are all identical.

7.3.4 Sampling Frequency

The implementation will be performed directly in the discrete time domain, rather than
a continuous design, approximating to the discrete time viasome transformation intro-
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Figure 7.5: Root locus of the linear plants in the Laplace plane. They aregenerated for one full
orbit with ε = 0.1.

ducing small unnecessary inaccuracies. This means an appropriate sampling frequency
needs to be selected in advance and perhaps adjusted during the design.

The Nyquist criterion obviously needs to be fulfilled to avoid aliasing, but that is
insufficient to obtain a well performing system. To have that, a sampling frequency of
7 − 10 times the fastest mode that needs to be controlled in the closed loop system is
needed. (̊Aström 1997).

The modes of the sloshing and the flexible modes shall not be controlled, but rather
attenuated and can be omitted for consideration here. The ISS attitude motion, see
Section 3.2.1, needs to be tracked and will be one driver for the closed loop bandwidth
selection. External disturbances are of orbital frequencies and therefore very slow and
insignificant. Past experiences have shown a need for a closed loop bandwidth in the
area of0.08 − 0.1 Hz.

Based upon the above described considerations and the data delivery frequency of
some of the main avionics equipment, described in Section 3.3, a sampling frequency of
1 Hz is selected.

7.4 Properties of Linear Time Varying Systems

The linear systems developed in Chapter 5.2 are time varyingin the strict sense . The
stability issues of such systems will be addressed in this section. A general linear time
varying system can be expressed as

ẋ(t) = A(t)x(t) (7.1)
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Figure 7.6: The orbital angular rates at apogee(min) and perigee(max) are illustrated together
with the orbital angular rate.

and the stability behavior of the origin as an equilibrium point can be characterized
completely in terms of the state transition matrix of the system. The solution to Equa-
tion (7.1) is known from linear systems theory (Lathi 1974) to be given by

x(t) = Φ(t, t0)x(t0) (7.2)

whereΦ(t, t0) is the state transition matrix. The stability of equilibrium pointx = 0

of Equation (7.1) is globally uniformly asymptotically stable if and only if the state
transition satisfies the inequality1

‖Φ(t, t0)‖ ≤ ke−γ(t−t0), ∀t ≥ t0 ≥ 0 (7.3)

for some positive constantsk andγ. A detailed proof of Equation (7.3) can be found
in (Khalil 1996).

This is just the general entry point as the following will be restricted to periodic
linear time varying systems reflecting the systems for elliptical periodic orbits.

7.4.1 Continuous Periodic Linear Time Varying Systems

We now consider the class of systems as in Equation (7.1), whereA(t) = A(t + T ) for
someT > 0 and allt. The stability theory developed below is part of Floquet theory.

1‖A‖is the induced 2-norm defined as‖A‖2 =
p

λmaxATA, whereλmaxATA is the maximum
eigenvalue ofATA (Zhou, Doyle & Glover 1995)
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Equation (7.2) is equally valid for periodic systems. We nowfind the differential
equation for the state transition matrix by differentiating Equation (7.2) and inserting
Equation (7.1) giving

ẋ(t) = Φ̇(t, t0)x(t0) = A(t)x(t) = A(t)Φ(t, t0)x(t0)

leading to
Φ̇(t, t0) = A(t)Φ(t, t0) (7.4)

We will now define the following function

Φ(t + T, t0) , Φ(t, t0)M (7.5)

whereM is some constant matrix. It is easy to verify that Equation (7.5) is valid by
differentiating and inserting Equation (7.4)

Φ̇(t + T, t0) = Φ̇(t, t0)M = A(t)Φ(t, t0)M

andM drops off and we have verified by Equation (7.4). From (Khalil1996) and (Mohler
1991) we now defineM as

M , eRT (7.6)

which is a constant matrix and named the monodromy matrix in the literature. Recalling
thatΦ(t, t) = I we can evaluate Equation (7.5) att0 and without the loss of generality
we considert0 = 0 and we get

Φ(T, 0) = eRT (7.7)

The solution to Equation (7.1) therefore consists of a periodically modulated exponential
matrix function.

Stability of the system in Equation (7.1) can now be evaluated in analogy to Equa-
tion (7.3) using Equation (7.7). Therefore Equation (7.7) is asymptotically stable if the
eigenvalues ofR all have negative real parts. We recognize thateRT is exactly the map-
ping of the left half plane in the Laplace domain onto the openunit circle by means of
the proper Z-transform. Alternatively we can evaluateeRT directly giving

det[λI − eRT ] = 0 (7.8)

and asymptotic stability implies
|λi| < 1 (7.9)

whereλi is the ith characteristic multiplier ofA(t) or the roots ofeRT . This holds
assuming knowledge of either the transition matrixΦ or R. A comprehensive proof of
Equations (7.6) and (7.7) can be found in (Rugh 1996).

To use the theory above, the monodromy matrixM or R need to be found. This
turns out to be the main problem, as to findΦ often is difficult or even impossible (Rugh
1996), except in simple cases.2

2It shall be recalled thatΦ(t, t0) = exp
“

R t

t0
A(α)dα

”

only is valid for A(t1)A(t2) =

A(t2)A(t1), ∀ t1, t2 > 0 and the latter condition is rarely fulfilled.
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Using Picard’s method of successive approximation the state transition matrix is
proposed computed to first order in (Wisniewski 1996) as

Φ(t, t0) ≈ Φ(t0, t0) +

∫ t

t0

A(α)dα

Φ(t, t0) ≈ I +

∫ t

t0

A(α)dα (7.10)

and theA matrix is averaged to become invariant as

A =
1

T

∫ t0+T

t0

A(α)dα (7.11)

This approach still has its shortcomings in terms of accuracy and for higher order sys-
tems.

Numerical methods can be applied to find the monodromy matrix. The state tran-
sition matrix in Equation (7.2) fort = T can be found by successively building it
from initial state vectors of the formx1 = [1 0 0 0 . . .]T, x2 = [0 1 0 0 . . .]T up to
xn = [0 0 0 0 . . . 0 1]T for a nth order system. It is accurate, but computationally it is
not interesting.

Finally when the periodic time varying elements of the matrix A(t) are smooth and
bounded functions, the eigenvalues will be likewise. Therefore the domain and bounds
of the eigenvalues over one period can be computed, and if allhave real negative values
the system is stable. This property of the system will be utilized later in the design.

7.4.2 Discrete Periodic Linear Time Varying Systems

The discrete counterpart of the periodic system in Section (7.4.1) will be treated here.
We consider systems of the type

x(k + 1) = F(k)x(k) (7.12)

wherek is a discrete time index. The system is periodic

F(k) = F(k + T ) (7.13)

with T being the discrete period of the system. The stability theory developed below is
part of the discrete Floquet theory.

The discrete form of the zero input solution to the Equation (7.12) in terms of a
transition matrix looks exactly as Equation (7.2). The difference equation for the state
transition matrix is found from Equations (7.2) and (7.12) as

x(k + 1) = Φ(k + 1, k0)x(k0) = F(k)x(k) = F(k)Φ(k, k0)x(k0)

Φ(k + 1, k0) = F(k)Φ(k, k0) (7.14)
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We make the same definition in discrete time as done in Equation (7.5). It is easy to prove
the validity by shifting forward one step Equation (7.5) andinserting Equation (7.14) as

Φ(k + 1 + T, k0) = Φ(k + 1, k0)M = F(k)Φ(k, k0)M (7.15)

From (Rugh 1996) we defineM as

M , RT (7.16)

and with no loss of generality we can setk0 = 0 and evaluating Equation (7.15) it gives

Φ(T, 0) = RT (7.17)

We see that the system is asymptotically stable if the roots of RT < 1 meaning inside
the unit circle in the discrete domain. A detailed proof is provided in (Rugh 1996) and
outside the scope here.

The problem of finding the matrixR in practice remains the same as for the contin-
uous case in Section (7.4.1). The same type of approximations and arguments holds for
the discrete case and are not repeated here. One additional difficulty nevertheless is the
problem of finding the discrete time domain state space modelof an arbitrary periodic
time varying system.

7.5 Actuators

Various types of actuators exist for spacecraft maneuvers depending on the mission and
if the spacecraft has only to perform attitude maneuvers, asis the case with most, or if it
also has to perform simultaneous translational maneuvers.

Actuators, like reaction wheels, control momentum gyros and magnetic torquers, all
produce pure torques. If the same spacecraft has to control attitude with thrusters, the
layout is often such that almost pure torques can be generated, but not always.

So far, it is only spacecraft performing RVD which needs bothattitude and posi-
tion control capabilities simultaneously, though upcoming formation flying missions
will have the same needs. The space Shuttle e.g. has a very complex thruster layout
and it is used such that certain engines are preassigned for certain modes, often in a
non fuel efficient manner. The Soyuz and Progress spacecrafton the contrary have a
thruster layout, which is very much engineered from the physics point of view and has
very few attitude and position couplings. It is operated viaa pre computed lookup table
in connection with nonlinear controllers and is fairly fuelefficient.

Based on the works and methods in (Voloshinov & Levitin 1999)and (Ankersen,
Wu, Aleshin, Vankov & Volochinov 2004), an approach is underresearch, based on
convex closeness of non convex nonlinear continuous and integer problems, aiming at
a set of feasible pre computed solutions for thruster selection (Ankersen, Wu, Aleshin,
Vankov & Volochinov 2005). This is targeted to be used efficiently on board in real time.

There are often many constraints leading to a non optimal thruster layout, seen from
a GNC point of view. It ranges from lack of optimization at system design level, to
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physical constraints on the spacecraft, manufacturing limitations, plume impingement
constraints etc. The thruster layout used here and listed inTable C.6 suffers from several
such constraints. It is therefore necessary to find a way to optimize the selection of the
thruster to use efficiently and in real time.

7.5.1 Thruster Management

In this section we will develop a method for reliable thruster selection, which is robust
and flexible towards failures of some of the thrusters. It will optimize the selection
under certain constraints and under simultaneous request for arbitrary (within capability)
force and torque vectors. We will base it on linear programming solved by a simplex
algorithm, detailed in Section D.1.

The actual thruster optimization selection problem will now be formulated within
this framework. From Table C.6 we definenn being the direction unit vector of thenth

thruster,Fthn
its thrust size andrthn

its location in the geometrical frameFgc. We can
write the force from one thruster as

Fn = xnFthn
(7.18)

wherexn ∈ [0; 1] andFthn
≥ 0 andxn is one of the variables in Equation (D.1) for

which we seek a solution. It shall be noticed that the thrustFn is considered variable
here though in reality it is fixed, but it is based on the duality between duration and
module of the thrust. Thenth thrust vector becomes

Fn = Fnnn = xnFthn
nn (7.19)

Thenth torque vector can be formulated as follows from Equations (3.2) and (7.19)

Nn = xnFthn
(bn × nn) (7.20)

wherebn = rbc − rthn
is the lever arm for thenth thruster. The total force and torque

now become the sum over allN thrusters

F =

N∑

n=1

Fn =

N∑

n=1

xnFthn
nn (7.21)

N =

N∑

n=1

Nn =

N∑

n=1

xnFthn
(bn × nn) (7.22)

whereF andN are the commanded force and torque, which should be realizedas close
as possible.

The performance index, which will be maximized, will naturally be formulated such
as to minimize the fuel consumption, which is almost always the main concern. As the
fuel consumption is practically proportional to the thruster opening duration time, we
can formulate the performance index as

zth = min

N∑

n=1

Fn = min

N∑

n=1

xnFthn
= max

(

−
N∑

n=1

xnFthn

)

(7.23)
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where we multiply with minus to maximize in compliance with Equation (D.1), where
a0n = −Fthn

relates to Equation (7.23). The other constraints can now besummarized
within the framework as follows:

• In Equation (D.3) we havem1 = N leading toN inequalities of the formxn ≤ 1
with all the coefficients equal1 andbn = 1.

• There are no constraints of the form in Equation (D.4) som2 = 0.

• The final constraint comes from Equations (7.21) and (7.22) which give6 equal-
ities as in Equation (D.5) withm3 = 6. The a coefficients in Equation (D.5)
are clearly computed from Equations (7.21) and (7.22). Theb right coefficients
in Equation (D.5) become the components of the left vectors of Equations (7.21)
and (7.22), but one has to ensure thatb is positive, which is not ensured by Equa-
tions (7.21) and (7.22). To ensure this we multiply both sides of Equations (7.21)
and (7.22) with the sign functionsgn(·) and it becomes finally

sgn(F)F = sgn(F)
N∑

n=1

xnFthn
nn (7.24)

sgn(N)N = sgn(N)
N∑

n=1

xnFthn
(bn × nn) (7.25)

When activating the thruster the MIB timeTMIB must be taken into account. This
can be done directly on thexn variables, where rounding will be used rather than trun-
cation in the implementation.

Fnmin
=

TMIB

T
Fthn

= xnmin
Fthn

xnmin
=

TMIB

T
(7.26)

The constraint placed onxn becomes as follows and applied after the simplex opti-
mization has been performed

xn =







xn for xn ≥ xnmin

xnmin
for xnmin

> xn ≥ 0.5xnmin

0 for xn < 0.5xnmin

(7.27)

An illustration of its function and performance is shown in Figure 7.7 where a set
of arbitrary but realistic force and torque signals are shown together with the realized
signals and which thrusters were selected at any point in time.
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Figure 7.7: The black line is the commanded forces and torques and the redline the result of
the thruster selection. They are almost completely the same. If saturation occur then there can
be larger differences between commanded and actuated. The last plot shows the engine number
active. It illustrates that the optimization works well as little difference between the curves.

7.6 Discrete Time Domain Models

The implementation of any spacecraft GNC system is done in software running on an
on board computer. It is therefore logical to perform the designs directly in the discrete
domain or Z-plane.

The control output is in principle kept constant between samples. A step invariant
Z-transformation with a Zero Order Hold (ZOH) shall be applied. It is exact to the
continuous system at the sampling times and maps the continuous polesλ to the discrete
polesλd = eλT whereT is the sampling time (Ljung 1981).

A design in Laplace domain and then a discretization using a bilinear or Euler ap-
proximate transformation, as often seen in practice, is discouraged. It leads to less ro-
bustness and performance of the system. To recover that, a smaller sampling time is
needed, which places unnecessary requirements on the computer and actuator hardware.
Nevertheless it shall be noted that theH∞ norm is preserved by the bilinear transforma-
tion, hence it is applicable for theH∞ controller design (Green & Limebeer 1995).
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7.6.1 Pulse Width Modulation of Actuators

The actuators are thrusters as described in Section 3.3.1, which operates in an on/off
mode. The output from the controller will use a ZOH as explained in Section 7.6, which
will have values between zero and some maximum value.

After the thruster selection has taken place the normalizedrequired thrust is com-
puted as in Equation (7.18) over one sampling periodT . As the possible thrust is larger,
it will have to be applied over a shorter timeton such the following is fulfilled

Fthton = FT (7.28)

which provides the same impulse to the system andton ≤ T .

The PWM is essentially a discrete time device. Contrary to a Pulse Width Pulse Fre-
quency (PWPF) modulator, which alters the bandwidth and phase, the PWM is practi-
cally only introducing more damping to the system. See also (Wie 1998) and (Ankersen
1989).

In order to illustrate the functioning of a PWM, a simple but representative state
feedback loop is designed for a mass. This results in a2nd order closed loop system.
The selected mass is104 kg to be representative.

In Figure 7.8 is seen the step response for the system with andwithout PWM. It is
clear that the bandwidth is virtually unchanged, but slightly more damping is introduced.
This means the PWM does not affect stability margins in a negative manner. The system
output raises marginally faster as expected because more energy is inserted into the
system during a shorter time. Therefore we also note a slightdifference in the controller
output compared to the system without PWM.

Using the equivalent area in Equation (7.28) the straight forward and common im-
plementation is to let the pulses start at the beginning of the sampling period. (Ieko, Ochi
& Kanai 1997) consider the optimum time delay of the pulse, expressed as the error be-
tween the states of the output without and with PWM. The first order of the residual
suggests the pulse to be centered in the sampling period. (Bernelli-Zazzera, Mantegazza
& Nurzia 1998) propose beyond centering to split the pulse into several smaller pulses,
evenly distributed over a sampling period. This only gives amarginal improvement,
but will require thrusters with much longer lifetime. Such marginal improvements do
not justify thruster qualified for many more duty cycles. ThePWM is recommended to
have a50 − 100 times higher resolution than the sampling time. One centered pulse is
therefore recommended and will be used further on.

Finally we see that the output of the PWM can contain rather narrow pulses leading
to a high frequency content. This is nevertheless completely filtered by the low pass
nature of the system itself and is not present in the output.

From this analysis we conclude that the PWM needs not be included in the synthesis,
but it will be used during the overall verification in line with (Wie 1998) and (Bernelli-
Zazzera et al. 1998).
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Figure 7.8: Step response for double integrator full discrete state feedback. The full line is for
the response without PWM and the dotted with. The bottom leftgraph shows the modulated input
signal to the system, which is centered on the sampling period. It illustrates that it is possible to
have very small impact from the modulation.

7.7 Guidance

The guidance function is needed for both the position and theattitude loops. Its function
is to provide the reference state vectors as well as to compute and provide any feed
forward control signals.

As illustrated in Figure 7.1 the guidance function has as input the estimated state
vector. It is used to determine when to change to another modetogether with stored
information of the mission plan and time line.

The following sections will cover the impulsive and the continuous trajectory maneu-
vers for the position, the required attitude reference and the station keeping references
for both. The GNC design will be performed having the ISS in LVLH hold rather than
TEA as explained before. This case is a worse one with more disturbances.

7.7.1 Impulsive Maneuvers

We recall the maneuvers to be considered as explained in Section 2.4 and illustrated in
Figure 2.5. The guidance considered here will be a closing maneuver to reach points3

on the V-bar. The commonly used type is a tangential2 pulse maneuver for which all
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equations have already been derived in Section 4.6. Insteadof repeating all the equations
here, references to earlier ones will be used.

The principle is that the natural trajectory of a2 pulse maneuver is used as the ref-
erence signal for position and velocity. The closed loop controller shall then follow the
reference under the disturbance of differential drag. Thismethod keeps a small error
ellipse along and at the end of the trajectory. This is contrary to an open loop maneuver
with a possible mid-term correction, which has much larger final uncertainty and no less
fuel consumption.

Trajectory: All equations needed are in Section 4.2.3 for the in plane motion. The
out of plane reference is zero. The state transition matrix with associated transformations
are implemented in the guidance and provides position and velocity as a function of time.

∆-V: The initial∆-V is implemented as a feed forward control and computed as in
Equation (4.142). The final pulse at the end of the maneuver iscomputed according to
Equation (4.136), but using3rd row of Equation (4.137).

An example of the guidance reference trajectory is given as the 2nd graph in Fig-
ure 4.6.

7.7.2 Station Keeping

This reference signal will keep the spacecraft at a chosen location and the position ref-
erence is then the coordinates of that point. The velocity reference is zero.

The feed forward force for the station keeping is calculatedaccording to Equa-
tion (4.133). It shall be noticed that feed forward is not constant due to the orbital
eccentricity.

7.7.3 Velocity Profile

The guidance for the final approach consists of an acceleration part followed by a con-
stant velocity part. Then a deceleration to reach the final docking velocity. Past research
has focused on various acceleration profiles to have smooth velocity profiles with indif-
ferent results. The profile here will be based on having constant accelerations leading to
simple and fast profiles.

-

6
+

-

Measurements
Camera

x: profile
y: const
z: const

Figure 7.9: Summation of measure-
ments, directly creating the control er-
ror port to port.

The sensor is the camera measuring the port to
port distance. The value in Table 2.1 fors3 is 500
m in LVLH leading to a shorter distance between
ports. The lateral references y and z are zero. This
means the camera measures directly the deviation,
see also Figure 7.9. As mentioned earlier the final
approach will be along the V-bar with the ISS in
LVLH hold rather than TEA.

The phase plane profile for the final approach
is illustrated in Figure 7.10. The guidance profile
needs to be generated for the separate segments as

illustrated. It is necessary to find the location and the timeat the shift points. This is
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Figure 7.10: Principal illustration of a final approach profile in the phase plane. The times are
all with respect to a real time, at the beginning of the maneuver. The profile is general along any
vector, here needed for the x-axis. The green trajectories are for exponential braking.

all done based on the standard kinematic equations = s0 + v0t + 1
2at2 wheres is the

distance andv0 initial speed anda the applied acceleration. The intermediate calculation
of this well known equation is omitted, but all final results are shown in Table 7.5.

The initial values needed are the start locations3 and switch location to final speed
s4. Also the two constant speedsṡ1 andṡ2 must be specified as well as a possible SK
durationtsk at s4. If ṡ2 = 0 then the transfer stops ats4. It can then also be used for a
general transfer between two locations with constant cruising speed.

For the equations in Table 7.5 it is mandatory that the cruising speed is first reached
before braking occur ors32 − s31 > 0, ∀ṡ1 > 0.

For the case where the constant speedṡ1 is not reached, we have thatt1 = t2 and that
s31 = s32. Phase II disappear. The results from these constraints arelisted in Table 7.6.
For the case oftsk = 0 the tables can be found in Section D.2, noting thats41 = s4 and
t3 = t4 = t41 .

For safety reasons it is not always desirable to arrive ats4 too fast. Instead of a con-
stant deceleration an exponential braking can be applied, which is the sloping trajectory
in Figure 7.10. The equation for the trajectory in the phase plane isṡ = νs + b, where
ν = ṡ2e−ṡ1

s32−s31e
andb = ṡ1 − νs31e.

As there is no time information in the phase plane, it is less straight forward to find
the explicit equations. In general we haveṡ = ds

dt
⇒ dt = ds

ṡ
and integrating

∫ t

t0

dt =

∫ s

s31e

ds

ṡ
=

∫ s

s31e

ds

νs + b
=

[
1

ν
ln(νs + b)

]s

s31e

=
1

ν
(ln(νs + b)− k) (7.29)

wherek = ln(νs31e + b) = ln(ṡ1) by insertingb. Rearranging terms in Equation 7.29
and taking the exponential on both sides the position function becomes, wheret0 is an
arbitrary initial time

s(t) =
1

ν

(

ekeν(t−t0) − b
)

(7.30)
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Time Location Position Speed

I t0 s3 s = s3 + 1
2
at2 ṡ = at

II t1 = ṡ1

a
s31 = s3 + 1

2
at21 s = s31 + ṡ1(t − t1) ṡ = ṡ1

II t1e = t1 + s31e−s31

ṡ1
s31e s = s31 + ṡ1(t − t1) ṡ = ṡ1

III δt = t3 − t2 = ṡ2−ṡ1

d
x = t − t2

t2 = t1 + s32−s31

ṡ1
s32 = s4 − ṡ1δt − d

2
δt2 s = s32 + ṡ1x + 1

2
dx2 ṡ = ṡ1 + dx

III δt = −ṡ2e
d

x = t − t1e

t2 = t1e + 1
ν

ln ṡ2e
ṡ1

s32 = s4 − ṡ2eδt − d
2
δt2 s = ṡ1

ν
(eνx − 1) + s31e ṡ = ṡ1eνx

IV t3 = t2 − ṡ1

d
s4 s = s4 ṡ = 0

V t4 = t3 + tsk s4 s = s4 + 1
2
a(t − t4)2 ṡ = a(t − t4)

VI t41 = t4 + ṡ2

a
s41 = s4 + 1

2
a(t41 − t4)2 s = s41 + ṡ2(t − t41) ṡ = ṡ2

Table 7.5: Lists all equations needed to calculate the profile illustrated in Figure 7.10. Observe
in III that d is a deceleration andd < 0. Typically d = −a. The green fields all refer to the
exponential braking illustrated in Figure 7.10

For t = t0 we can findek = ṡ1, and insertingb we obtain

s(t) =
ṡ1

ν

(

eν(t−t0) − 1
)

+ s31e (7.31)

and by differentiation

ṡ(t) = ṡ1e
ν(t−t0) (7.32)

The transfer time for exponential braking we find settingt0 = 0 without loss of gener-
ality ands(t) = s

te =
1

ν
ln

(
ṡ2e

ṡ1

)

and lim
ṡ2e→0

te = ∞ (7.33)

It is observed from Equation 7.33 that the final speed cannot become zero.
Implementing all the equations and switching thresholds from Table 7.5 and 7.6 one

has a general guidance function for a profile as in Figure 7.10.

Time Location Position Speed

III δt = t3 − t2 = ṡ2−ṡ31

d
x = t − t1

t1 =

q

1
d
(s4 − s3 +

ṡ2
2

2d
) s31 = s3+s4

2
+

ṡ2

2

4d
s = s31 + ṡ31x + 1

2
dx2 ṡ = ṡ31 + dx

IV t3 = t1 − ṡ31

d
s4 s = s4 ṡ = 0

Table 7.6: Lists all equations, different from Table 7.5, needed to calculate the profile in Fig-
ure 7.10, wheṅs1 is not reached. This means phase II is omitted andt1 = t2, s31 = s32 and
ṡ31 = at1 from I.
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7.7.4 Attitude Slew

Slew maneuvers can be viewed in two categories. The first one being a non constrained
maneuver from a present quaternion to a target quaternion. This is a minimum time
maneuver performing the rotation around an axis normal to the plane spanned by the
vector components of two quaternions. This is typically used for observatory type of
spacecraft.

The second one being a constrained maneuver from one Euler angle to a target Euler
angle. This is often driven by sensor FOV and physical constraints on or around the
spacecraft. Such is typical for proximity maneuvers for RVD. For those reasons and
safety issues one typically rotates one axis at the time. Often there is no need for general
rotations.

In this work there is only a need for slew for a fly around maneuver as described in
Section 2.3.4 to reach the docking axis with ISS in TEA mode.

The profile for a slew maneuver, here around the spacecraft y-axis, is similar to the
one in Figure 7.10, witḣs2 = 0. Therefore one can reuse all equations from Table 7.5
and 7.6 for the slew. We simply replace the position variablewith the angular variable
and it is all applicable.

7.8 Conclusion

A control structure and GNC design approach have been defined. A GNC design domain
has been defined in terms of variation of parameters and design plants. Relevant prop-
erties of linear periodic time varying systems have been evaluated. A general thruster
management function has been designed. A general guidance profile has been designed.
This answers well to objective 6 of Section 1.3.
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Chapter 8

Robust and Attitude Control

The functions for the navigation and control will be dealt with in this chapter, orga-
nized along the functionality of general attitude control,relative position control be-
tween COM and finally the full control between docking ports.

The structure will be such, that theory will be developed andused as the need will
arise. A choice of designs will be selected in a justified manner in order to reflect the
requirements laid down in Section 2.4.2. The theoretical parts will then later be used
for other functionalities, than for what it was developed, by reference. The order of
development is based upon increased system complexity.

All analysis and synthesis will be performed on linear models. Nonlinear models
will be used for verification by simulation.

8.1 Earth Pointing

The general attitude control is needed in all phases of the mission, except where relative
attitude is required, as explained in Section 2.4 and illustrated at high level in Figure 2.5.

The general requirements are not very demanding for this kind of missions compared
to e.g. Earth observation ones. The requirements are listedfor all parts in Table 2.2 and
we recall them here as3 deg and0.2 deg/s for pointing and rate for each axis.

8.2 Plant Description and Variation

The model for the attitude kinematics and dynamics was developed in Section 5.6 and we
will use the Linear Time Varying (LTV) model given in Equation (5.16). We recall that
the matrixAd in Equation (5.15) is a function of the orbital angular rate and therefore,
we have a periodic plant.

We will now characterize the plant inputs and the plant variations. It is clear from
the thruster layout in Table C.5, that the3 dimensional force and torque envelope will
form a multifaceted polytope. It is impractical to be used for design for which reason
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ε = 0 Imin Imax %∆

[0, 0, 0] [0, 0, 0]
8.2 · 10−5 6.3 · 10−5 −23 %

(−4.1 ± j8.2)10−5 (−3.2 ± j6)10−5 −26 %

ε = 0.1 θ = 0 deg θ = 180 deg %∆

Imin [0, 0, 0] [0, 0, 0]
8.6 · 10−5 5.8 · 10−5 −33 %

(−4.3 ± j8.6)10−5∗ (−2.9 ± j5.8)10−5 −33 %

Table 8.1: Examples of main variations of plant poles for variations ininertia and orbit.∗(Become
real for some inertia)

we will use a spherical shaped envelope all being inside the polytope. From analysis
in (Silva et al. 2005), it can be ensured with one failure the following is always available
simultaneously.

Fmax = 150 N
Nmax = 190 Nm

}

in any direction (8.1)

The pole variations of the rigid plant are already dealt withand shown in Figure 7.5
Here we will also consider the flex and slosh modes as well as inertia variations and
listed in Table 8.1

The poles coming from the flexible modes and the sloshing are as in Table 8.2.
The couplings of the slosh is weaker than for the panels and ishardly noticeable. We
therefore include only the flex modes in the plants for design.

The typical frequency response, for one of the main channels, is illustrated in Fig-
ure 8.4, where one clearly observes the difference in the twocontributors.

There are no transmission zeros in the plant minimal realization. The strategy further
in the design is to design controllers for the rigid part without considering the flex modes.
The rationale for this decision is that the modes cannot be actively controlled but only
filtered. This might be considered with notch filters if deemed necessary later looking
at stability and performance. More in depth work on control of flexible modes can be
found in (Bodineau, Boulade, Frapard, Chen, Salehi & Ankersen 2005).

4 panels1st mode Lumped tanks

−1.4 · 10−3 ± j1.38 −6.7 · 10−4 ± j0.13

Table 8.2: Poles for flexible first mode with4 panels and lumped sloshing tanks.
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8.3 Control Design LQR

The attitude control design is very often performed on a per axis basis employing clas-
sical manner, first developed in (Ziegler & Nichols 1942).

As the plant is of multi variable nature we will embark directly on a MIMO de-
sign approach. As we do not take the flex modes into account forthe synthesis there
is no need for loop shaping techniques using notch filters orH∞ techniques. A natural
approach is to use Linear Quadratic (LQ) techniques, which are well proved and multi
variable. They have been particularly successful, where the plant models are well known
as in the case in aerospace applications. Based upon the wellknown separation theo-
rem (Kwakernaak & Sivan 1972), we will first consider the Linear Quadratic Regulator
(LQR) part and design the estimation filter after.

We will target the following control requirements of a rise time tr < 100 s, an
overshoot ofMP < 30% and a steady state error ofemax < 2 deg.

The plant is LTV as shown in Section 8.2 and we need to select anoperating point to
get a LTI plant. We select the plant valid at the perigee of theorbit, which is where the
fastest dynamics exist. The rational being that a faster control can later follow a slower
dynamics, but not necessarily the opposite. For a state space plant of the form

ẋ(t) = Ax(t) + Bu(t) (8.2)

we will seek an input signalu(t) which will bring a non-zero initial statex(0) to a zero
state. This we will do by minimizing a quadratic deterministic cost function as stated in
theorem 8.1.

Theorem 8.1
The stationary optimal linear controllerL, which minimizes the quadratic cost function.

J =

∫ ∞

0

(x(t)TQx(t) + u(t)TRu(t))dt (8.3)

under the constraint of input behavior

u(t) = −Lx(t) (8.4)

is given by
L = R−1BTX (8.5)

whereX = XT is the positive (semi)definite solution of the Algebraic Riccati Equation
(ARE)

ATX + XA − XBR−1BTX + Q = 0 (8.6)

andQ = QT is a positive (semi)definite matrix andR = RT is a positive definite matrix.

The proof of Theorem 8.1 can be found in (Ogata 1970) and is briefly outlined by insert-
ing Equation (8.4) into Equation (8.3), assigning to a Lyapunov type function, replacing
R with a matrix product and finding the minimum. General algorithms for solving AREs
are beyond the scope of this work, but found in (Arnold & Laub 1984).
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The weighting matrices in the performance index in Equation(8.3) are selected as

Q =







1
x2

1max

. . .
1

x2
mmax







, R =







1
u2

1max

. . .
1

u2
nmax







(8.7)

where in this casem = 6 andn = 3. By selecting the weights with respect to the square
of the expected maximum values the performance index integrand is normalized to a
value of about1. This is a starting point for the iterative process of the control design.

The rigid body plant has been chosen for the synthesis contrary to include the flexible
and sloshing modes during design.The difference is an insignificant very small ripple on
the output withL ∈ R3×6. This ripple can be removed including all modes leading to a
largerL ∈ R3×18 and keeping in mind that those modes are not measurable in practice.

After several iterations and simulations the following values are selected

x1→3max
= 1 deg, x4→6max

= 0.05 deg/s and umax = 190 Nm (8.8)

This leads to closed loop bandwidths of about0.01 Hz, which is just below the frequency
of the flexible modes (the sloshing was shown to have little influence). This gives very
acceptable response times of about100 s to steps.

The design of LQR is recalled to exhibit guaranteed stability margins in the feedback
channels for Gain Margin (GM) and Phase Margin (PM) of

GM = ∞ and PM ≥ 60 deg (8.9)

The steady state error should be close or equal to zero. The y-axis of the system
is type1 (one pure integrator), hence one is having a steady state error of zero without
any integral terms in the controller. The other axes have real poles very close to the
imaginary axis, thus exhibiting integral type of behavior.This leads to very small steady
state errors of a few percent. We therefore conclude, that there is no need to extend the
design with explicit integrator and their anti windup logic. This is seen clearly in the
plot in Figure 8.2.

The design domain chosen is the continuous one. The justification for that choice is
that the later robust control analysis has its theory and available tools primarily in the
continuous domain. This means that the designed controllers need to be transformed
into the discrete domain. With the control bandwidth to sampling frequency ratio used,
the errors introduced are negligible in the practical implementation. To do this, cost
equivalents has been used as in Theorem 8.2.

Theorem 8.2
The discrete equivalent optimal controllers minimizing the continuous cost function

J =

∫ ∞

0

(x(t)T Qx(t) + u(t)T Ru(t))dt (8.10)
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can be found by minimizing the following discrete equivalent cost function using a step
invariant discretized plant

Jd =

∞∑

k=0

[xT(k)uT(k)]

[
M11 M12

M21 M22

] [
x(k)
u(k)

]

(8.11)

where
[

M11 M12

M21 M22

]

=

∫ T

0

[
FT(τ) 0
GT(τ) I

] [
Q 0
0 R

] [
F(τ) G(τ)

0 I

]

dτ (8.12)

andF, G are part of the discretized system.

The proof and derivations in more details can be found in (Franklin, Powell & Workman
1998).

The continuous and discrete designs have been implemented,compared and found
to give rather precisely similar closed loop responses. Before presenting the closed
loop results, we will proceed with the design of a state estimator in order to filter the
measurement noise from the sensors.

8.4 Control Design LQG

As stated in Section 8.3 one can separate the controller and estimator design retaining
optimality upon final combination to form the LQG compensator.
We will base the filtering on a stationary Kalman filter of the following stochastic system

ẋ(t) = Ax(t) + Bu(t) + v

y(t) = Cx(t) + Du(t) + e
(8.13)

where the state noisev and output noisee are white weak stationary stochastic processes
with the covariance matrices,

E{v(t)v(s)T} =

{
R1 s = t
0 s 6= t

(8.14)

E{e(t)e(s)T} =

{
R2 s = t
0 s 6= t

(8.15)

E{·} being the expectation.
The state noisev is not really known, hence it will be treated as a free design param-

eter in the tuning of the filter.
The output covariance can be defined by the sensor noise as a diagonal matrix.

R2 =

[
RSTR 0

0 Rgyro

]

(8.16)

For the STR we use the largest noise value from Table C.3 of3σ = 5.28 · 10−2 deg
for all axes. The gyro is used in fine mode with an angular rate noise from Table C.2 of
3σ = 6 deg/hour.
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Figure 8.1: Illustration of the LQG interconnections with the load disturbancesd, plantG(s),
sensors and referencer.

Theorem 8.3
The Kalman filter has the structure of an ordinary state estimator

˙̂x(t) = Ax̂(t) + Bu(t) + Kf (ym(t) − Cx̂(t)) (8.17)

The optimal gain matrixKf , which minimizes the expectation of the estimation error
E{[x − x̂]T[x − x̂]}, is given by

Kf = YCTR−1
2 (8.18)

whereY = YT is the positive semidefinite solution of the algebraic Riccati equation

YAT + AY − YCTR−1
2 CY + R1 = 0 (8.19)

Derivations and proofs of Theorem 8.3 can be found e.g. in (Kwakernaak & Sivan 1972).
The structure of the LQG controller is shown in Figure 8.1

With the same reason as for the controller in Section 8.3, thefilter will be designed
in continuous time and the discrete version found by equivalence of the optimization as
in Theorem 8.4.

Theorem 8.4
When the sampling timeT is small with respect to the plant time constant, the following
relation is valid between the covariance matrices

R1 =
1

T
R1d and R2 =

1

T
R2d (8.20)

indexd being the discrete equivalence.

The proof of Theorem 8.4 is provided in (Franklin et al. 1998).
The filter gainK is found after several iterations and simulations, and has aband-

width an order of magnitude faster than the LQR to ensure proper tracking response. In
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Figure 8.2: Step response of the LQG with a short pulse of load disturbance between200 and
300 seconds.

Figure 8.2 we see a step response for the LQG shown in Figure 8.1. The design exhibits
a critically dampened response with very good stationary behavior. The steady state er-
ror is negligible small clearly underlining no need for explicit integral terms in the loops.
It is also seen that the measurement noise is well filtered. The lower right plot shows a
zoom of the area where the load disturbance is applied.

The closed loop poles are the union of the controller and the estimator poles. By
combining Equations (8.17), (8.4), (8.2) and forming the estimation error the closed
loop poles can be determined by

det(λI − (A − BL)) det(λI − (A − KfC)) (8.21)

which also confirms the separation theorem. The closed loop poles for the LQG are
listed in Table 8.3.

We see they are well placed away from the imaginary axis and the frequency sepa-
ration between the controller and the estimator.

We will now define from Figure 8.1 the sensitivityS and the complementary sensi-
tivity T functions and we combine estimator and controller into a general compensator

Controller Estimator

−5.3259 · 10−1 −8.1071 · 10−2 ± j9.9071 · 10−6

−5.0002 · 10−2 −3.2105 · 10−1 ± j3.0054 · 10−4

−2.6875 · 10−1 −1.5123 · 10−2

−5.0009 · 10−2 −3.2596 · 10−1

Table 8.3: Closed loop poles for the attitude control loops.
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Figure 8.3: The sensitivity functionS and the complementary sensitivity functionT for the
attitude LQG design. The resonance peaks are from the flexible modes. They do not appear on
the x-axis due to their edge on orientation.

K in the forward path (̊Aström & Wittenmark 1989)

S = (I + GK)−1 (8.22)

T = (I + GK)−1GK (8.23)

S + T = I (8.24)

S gives the closed loop transfer from the disturbanced to the outputy (scaled byG if
at input or output), whileT gives the closed loop from the referencer.

It is therefore desirable to keepS small at frequencies where disturbance suppression
is needed, typically at low frequencies. ContraryT should be unity at low frequencies.
As for physical systemsG(s)K(s) is proper and in practice strictly proper we have that

lim
s→∞

G(s)K(s) = 0 (8.25)

which implies that
lim

s→∞
S(s) = 1 (8.26)

and
lim

s→∞
T(s) = 0 (8.27)

In Figure 8.3 we see theS andT functions for the LQG design. They are very
well behaved and the2 functions are rather symmetric about the cross over frequency
with no real overshoot indicating reasonable stability properties. This is consistent with
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Figure 8.4: Attitude open loop transfer frequency response one loop at the time, with rigid,
flexible and sloshing modes. Shows response for the x and y-axes in the upper row and z-axis
below, with z-axis zoom in graph(2,2).

observed step responses for the system. The flexible modes are clearly visible, around
the bandwidth and not a concern for reference tracking and ofmoderate size.

The LQG has, contrary to the Equation (8.9), not the guaranteed stability margins of
the LQR. This was first demonstrated by (Doyle 1978) by an example and an adjustment
procedure to recover most of the properties was presented in(Doyle & Stein 1979) later
matures into the Loop Transfer Recovery (LTR) procedure. Wewill in the next section
analyze the closed loop LQG stability margins with that in mind as well as recalling that
we are applying linear methods on nonlinear models, which inthe final stage will be
evaluated by simulation.

8.5 Classical Stability Analysis and Nonlinear Perfor-
mance Simulation

As mentioned earlier the tradition is SISO design for such systems and SISO analysis.
Therefore we will first perform a classical analysis of the LQG MIMO design. It will be
performed by opening one loop at the time for the angles on the3 axes. This will ensure
that the couplings to the other loops are accounted for as faras possible. The frequency
response for that is shown in Figure 8.4.

Before proceeding we will calculate the Relative Gain Array(RGA) of the system,
which will be able to indicate how diagonal (coupled) the system is in relative measures.
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x y z

GM [ db, Hz] ∞(at∞) ∞(at∞) ∞(at∞)
PM [ deg, Hz] 80.2(at0.054) 76(at0.054) 77(at0.052)
Delay Margin[ s] 4.1 4.0 4.1

Table 8.4: Summary of the closed loop SISO stability margins for the LQGdesign extracted from
the plots in Figure 8.4. Delay Margin (DM) isDM = PM(ωc) · ωc.

It will help determine how representative the margins are.
The RGA of a complex non singularm × m matrixA is a complexm × m matrix

defined by
RGA(A) , A × (A−1)T (8.28)

where× denotes the element by element multiplication and was introduced by (Bristol
1966). The many properties of the RGA are well proven and derived in (Skogestad
& Postlethwaite 1996) and will not be repeated here. For a nonsquare matrixA of
dimensionsl × m the pseudo inverse can be used instead, (Chang & Yu 1990). One
property we need is that it indicates the relative size of theelements with respect to each
other.

For the systemG(s) in Figure 8.1 of size6×3 andGfr being the complex frequency
response, we complete the RGA and take the absolute value of each element

|RGA(Gfr)|ij =











0.995 · < 10−3

0.995 ·
0.995

6 · 10−3 · < 4 · 10−6

6 · 10−3 ·
6 · 10−3











(8.29)

We see that the diagonal elements are about a factor103 larger than the corresponding
off diagonal. This clearly indicates that the plant is weakly coupled.

The plots in Figure 8.4 are displayed for no rotation of the solar panels, as in Fig-
ure 3.4 withβ = 0, and that is why the modes are not visible for the x-axis. Other angles
have been analyzed with similar results.

For the x and y-axes we see an increasing phase, which is caused by the LHP ze-
ros appearing when the two other loops are closed via the controller and estimator and
manifest themselves in the loop transfer.

The concern of the flex modes we can investigate from the zoom in plot 2, 2 in
Figure 8.4. If the damping of the close modes increases or decreases the gain zero db
cross over will change frequency in a jump.This will only affect the GM and we see that
we actually will get an increase in PM as the gain will cross ata lower frequency where
the phase is lower. For this design they will therefore not have a destabilizing effect and
we need not be too concerned in the nominal situation. The actual SISO margins for all
axis and loops are summarized in Table 8.4.
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Figure 8.5: The full nonlinear simulation showing the attitude, the rates and the input torques.
θ(0) = [0.2,−0.2, 0.2]T deg andω(0) = 0. The larger torque around the y-axis is caused by the
gravity gradient disturbance torque.

We will now consider the LQG design discretely implemented in a full nonlinear
simulation, which includes all details documented in this thesis concerning dynamics,
disturbances, noises in avionics equipment. We choose a stationary attitude keeping
with nonzero initial conditions. The results are displayedin Figure 8.5.

We see clearly the nonlinear effects, but all values are verywell inside specifications.
It has been chosen to display the torques per axis, rather than per engine, as much more
illustrative and the latter well documented in Figure 7.7. The pulsed torque behavior is
caused by the dead band in the PWM. It can be concluded that thedesign well fulfills all
performance specifications.

Finally the system is tested for tracking capabilities combining a set of different
types of reference signals into one continuous reference Figure 8.6. Also here it is seen
that the design performs very satisfactory.

8.6 Floquet Stability Analysis

The asymptotic stability of the periodic LTV system will be assessed using the theory
derived in Section 7.4.1. For simplicity the analysis will be illustrated for the LQR
design, though the computations are for the complete LQG.

We will consider the closed loop system of the form of Equation (7.1) and we obtain
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Figure 8.6: Nonlinear simulation result following a more complex reference signal for the attitude
and rates. The reference is a ramp, a constant, a parabola andtwo different sinusoidal signals.

combining Equations (8.2) and (8.4)

ẋ(t) = (A(t) − BL)x(t) (8.30)

where the only time varying periodic part is one quarter ofA(t), see also Equations (5.15)
and (5.7).

To find the monodromy matrixM in Equation (7.6) we use Picard’s approximation
from Equations (7.10) and (7.11). It turns out, that for thistype of very slow dynamics,
the approximations are inadequate and lead of eigenvalue relocations. The method is
discarded and we turn to numerical computations to find the monodromy matrix, as
described in Section 7.4.1.

Successive simulations are performed to find each final valuexi(T ) for each ini-
tial state elementxi(t0). The reference state for the closed loop is zero, hence a pure
initial value problem. The monodromyM or state transition matrixΦ(T, 0) is formed
successively by thexi(T ) column vectors.

The result becomesΦ(T, 0) = 0 (apart from numerical noise) leading to eigenval-
ues at the origin. Thus the periodic closed loop system is asymptotically stable from
Equation (7.3). It is expected thatΦ(T, 0) = 0 as we have a closed loop system with a
settling time of about100 s and the period ofA(t) is about8000 s. Therefore any initial
nonzero value will be driven to the origin long time before one period is reached.

These results confirm the expected behavior, when the closedloop dynamic is so
much faster than the periodicity. The reliable computationof the monodromy matrix
in the Floquet theory is not practical as well as it only provides information about the
asymptotic stability. Stability margin indicators can be developed by shifting the imagi-
nary axis, but this is an iterative process and not so attractive in practice.
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Figure 8.7: Illustration of the concept of combination of a nominal model with some sort of
uncertainty modeling resulting in a class of models describing better the real physical behavior.

The Floquet method will therefore not be utilized further inthis project, but the
periodic variations will be treated instead as uncertainties in the framework of worst
case analysis.

8.7 Principal Uncertainty Description

During control design we make use of linear mathematical models, which are to repre-
sent the real physical world. Such models are approximations such that:

• Nominal models are not considering any possible uncertainties.

• Worst case models are typically a combination of nominal models and some form
of modeling of known uncertainties. There can still be unknown uncertainties
unaccounted for.

The grouping of models can also be illustrated graphically in Figure 8.7. The use of the
way of modeling in Figure 8.7 can be done in different ways.

• The nominal model can be used for both synthesis and analysis. This is a classical
approach.

• The nominal model is used for synthesis and the uncertainties are accounted for
in analysis.

• The full uncertainty model is used for both synthesis and analysis, which is the
most complex and numerically demanding situation.

The approach selected here is the second one; which leads to the need for deriving the
non nominal models for the analysis part.
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Figure 8.8: Uncertainty regions in the Nyquist plot at given frequenciesω1, ω2 andω3. The green
polyhedron are the real uncertainties approximated by the circumscribed circles.

As the robust control framework is frequency domain based, it is beneficial to illus-
trate how uncertainties can be interpreted and approximated in the frequency domain.
Let us consider an uncertain plantGp(s) with some form of uncertainty description in
the Nyquist plot in Figure 8.8.

The full line in Figure 8.8 is the curve for the nominal plant and the2 dashed lines
give bounds for the class of uncertain models outlined in Figure 8.7. The irregular
shaped regions are the parametric uncertainties of the model varying certain parameters
in a specified region. The disc shaped regions are used to represent the uncertainties, but
are more conservative as non existing plants are allowed. They can e.g. be modeled as
multiplicative uncertainties of the form

Gp(s) = G(s)(1 + wI(s)∆I(s)), |∆I(jω)| ≤ 1, ∀ω (8.31)

where the radius of the disc in Figure 8.8 becomes|G(jω)wI(jω)|. See e.g. (Doyle &
Stein 1981).

One can viewwI(s) as a weight introduced to normalize the perturbation to be less
than1 in magnitude at each frequency. In most caseswI(s) is a rational transfer function
and we will always choose weights to be stable minimum phase further on.

Care should be taken, that the uncertainty is not larger than100 % meaning|wI(s)| >
1, in which case the disc at that particular frequency includes the origin. We loose the
phase information and plant zeros cross from the left to the right half plane. There exists
then a|∆I(jωi)| < 1 such thatGp(jωi) = 0 in Equation (8.31), which means possible
plant zeros atωi. This means the input has no effect on the output at that frequency, so
no control.

When dealing with systems having several multi variable uncertainties which in-
fluence several input and output channels the complete system becomes increasingly
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Figure 8.9: How to pull out the uncertainties and form the general2 × 2 port form, where the
individual ∆ are collected into one.

difficult to analyze. It is convenient to reformulate the problem in the general2 × 2
representation illustrated in Figure 8.9. There the principle of how to isolate each∆i

is shown and how to structure it into a larger block diagonal∆ matrix external to the
original inner structure. This is a description of structured uncertainty, contrary to un-
structured uncertainty where∆ is a full complex matrix.

The resultingN∆ can conveniently be manipulated by means of Linear Fractional
Transformations. This will be explained in detail in Section 8.8 and LFTs are detailed in
Section D.3.

8.8 Uncertainty Description in General Form

This section will cover derivation of all relevant uncertainty descriptions and bring them
into the general form of Figure 8.9.

The viewpoint adopted to deal with the periodic LTV system, is to consider the time
varying parameters as ordinary uncertainties. We will consider the bounds on variations
and neglect any knowledge of how they vary over time. This is anovel contribution to
the field treated here and a core part of this project in the GNCpart of it. Therefore
special attention is paid to its detailed treatment together with the robustness analysis of
the feedback loops and more detailed justification is provided in Section 8.13.

The reason for formulating the problem in the general form isto make it modular
and to fit with the framework of the robust control field. The latter being treated in detail
in Section 8.13.

The main objective of this section is to define the uncertainties and pull them out
into one common∆ block. The ones considered are

• Uncertainties in the LTV model in Equation (5.15) for the inertia matrix and the
orbital angular rate.
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Figure 8.10: LFT representation of a matrix parametric uncertainty.

• The damping of the flexible modes in Equation (3.21).

• Uncertainty in the torque level caused by thruster uncertainty and COM location.

• Delay uncertainty caused primarily by the sensors.

All of these are bounded variations of real parameters at various locations in the in-
dividual models. This leads to more complicated uncertainty modeling than a lumped
complex one but also more representative towards the real world.

As we will be dealing with real parameter variations mostly for state space formula-
tions a general partition of the matrices will be convenient. A matrix A can be written
as

A = A0 +

N∑

i=1

δiAi ∈ Cm×n, ‖δi‖ ≤ 1 (8.32)

Then the expressionvm = Aun can be formulated as a LFT in Figure 8.10. The
partitioning can be performed in at least3 different manners giving different size of
possible repeated uncertaintyδi. This is illustrated in Figure 8.11, from which we see
that the dimension of the repeatedδi is either the input or output dimensionsm, n for
the first two ways. The right diagram in Figure 8.11 represents a decomposition using
the Singular Value Decomposition (SVD), where a matrix can be written as (Green &
Limebeer 1995)

Lemma 8.1
A complexm × n matrixA can be factorized into a Singular Value Decomposition

A = UΣVH (8.33)

where them × m matrixU and then × n matrixV are unitary1 and them × n matrix
Σ contains the diagonal matrixΣ0 of real, non negative singular valuesσi arranged in

1A complex matrixU is unitary ifUH = U−1 (Skogestad & Postlethwaite 1996).
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Figure 8.11: Different ways to partition theA matrix leading to different dimensions of the delta.

descending order as in

Σ =

[
Σ0

0

]

for m ≥ n (8.34)

or
Σ = [Σ0 0] for m ≤ n (8.35)

where
Σ0 = diag{σ1, σ2, · · · , σk}, k = min(m, n) (8.36)

and
σ̄ , σ1 ≥ σ2 ≥ · · · ≥ σk , σ (8.37)

and

σi(A) =

√

λi(A
HA) =

√

λi(AAH) (8.38)

whereλi is the eigenvalue

We now use Lemma 8.1 to find the minimum formulation in Figure 8.11. The rank
ri = rank(A) is defined as the minimum number of non zero singular values inEqua-
tion (8.36) (Zhou, Doyle & Glover 1995). We can write forAi in Equation (8.32)

ri = rank(Ai) ≤ min(m, n) (8.39)

and we will now strip the non needed columns inU andV in Equation (8.33) such that

Ui = U(:, 1 : ri), Σi = Σ(1 : ri, 1 : ri), Vi = V(:, 1 : ri) (8.40)
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and define

Li = Ui and Si = ΣiV
H
i (8.41)

such that

δiAi = LiδiIri
Si, ‖δi‖ ≤ 1 (8.42)

Extracting theδi in Equation (8.42) and structuring as in Figure 8.10, the matrix MA is
of the form

MA =








0 · · · S1

...
...

SN

L1 · · · LN A0








(8.43)

and formulated as an upper LFT the expression in Figure 8.10 becomes

vm = Fu(MA,∆) · un (8.44)

This is a general form for parametric uncertainty which guarantee the minimum size of
∆. (Manceaux-Cumer & Chretien 2001) This is important to be aslittle conservative
as possible and improves the well-posedness with respect tothe algorithms used for
computing the robustness measures. This can all be summarized as Lemma 8.2.

Lemma 8.2
Let a perturbed state space system be described as

ẋ(t) = (A +
∑

i

δiAi)x(t) + (B +
∑

i

δiBi)u(t) (8.45)

y(t) = (C +
∑

i

δiCi)x(t) + (D +
∑

i

δiDi)u(t) (8.46)

Then the minimum number of repetitionsδi in the∆ matrix is equal to the rank of

[
Ai Bi

Ci Di

]

8.9 Attitude Model Uncertainty Description

The uncertain parameters in Equation (5.15) are the diagonal elements of the inertia
matrix and the orbital angular rate. We reformulateBc as

Bc =

[
0

Bd

]

=

[
0

I−1
c

]

=

[
0

I

]

I−1
c (8.47)
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Figure 8.12: Illustration of the LFT implementation of the input matrixBc.

The inertia matrixIc can be written as

Ic = Ic0
+





δ1

δ2

δ3









k1

k2

k3





= Ic0
+



 I





︸ ︷︷ ︸

L





δ1

δ2

δ3





︸ ︷︷ ︸

∆B





k1

k2

k3





︸ ︷︷ ︸

S

(8.48)

whereδiki = [−Iδi
; Iδi

] i = 1..3 and the numerical values are in Section C.2. The last
term in Equation (8.48) has rank= 3 and no repeated uncertainty.Ic can be written as
an upper LFTIc = Fu(M,∆B) where

M =

[
0 S

L Ic0

]

(8.49)

according to Equations (8.43) and (8.48). From Section D.3.3.2 we obtain

I−1
c = Fu(M,∆B)−1 = Fu(MUI ,∆B) (8.50)

and

MUI =

[
M11 − M12M

−1
22 M21 M12M

−1
22

−M−1
22 M21 M−1

22

]

(8.51)

Graphically Equation (8.47) is then implemented as illustrated in Figure 8.12.
We will now partition theA matrix of the dynamical model.Ac of Equation (5.16)

can be formulated as

Ac = A0 + A1 ∧ A1 =

[
0 0

0 X

]

=

[
0

I

]

X
[

0 I
]

(8.52)
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andX will be formulated in the form of a LFT. From Equation (5.6) weget that

X = ω0I
−1
c M (8.53)

and from Equation (B.8)

M =





I31 2I32 I33 − I22

−I32 0 I12

I22 − I11 −2I12 −I13



 (8.54)

There are4 independent uncertainties namelyω0 and the diagonal ofIc.

LFT 1: ω0 can be written as

ω0 = ω̄0 + δkp ∧ ‖δ‖ ≤ 1, ∀δ ∈ R (8.55)

whereω0 ∈ [ωl; ωu] andωl andωu are the lower and the upper bounds respectively.
Then

ω̄0 =
1

2
(ωl + ωu) and kp =

1

2
(ωu − ωl) (8.56)

which expanded to all3 axis becomes

ω0I = ω̄0I + δI · kp = Fu(Mω,∆ω) (8.57)

and the upper LFT is shown in Figure 8.13. It shall be noted that despiteω0 is a scalar,
due to the fact it is multiplied by a matrix and influencing all3 vector elements, it leads
to 3 repeated uncertainties.

LFT 2: This is already calculated and the result is in Equation (8.50).

LFT 3: Using Equation (8.32) we can formulate Equation (8.54) as

M = M0+

3∑

i=1

Mi = M0+δ1M11(k1)+δ2M22(k2)+δ3M33(k3) = Fu(MM ,∆M )

(8.58)

0 kpI

I ω̄0I

δ

δ

δ

- -

-

�

Figure 8.13: The LFT for uncertainty onω0.
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Figure 8.14: The LFT for uncertainty of theM matrix in Equation (8.58).

whereki is defined and used in Equation (8.48) already. The nominal matrix, as the
uncertainty is symmetric, isM0 = M(Ic). The3 factorizations become

δ1M11(k1) = δ1





0 0 0
0 0 0

−k1 0 0



 =





0
0
1





︸ ︷︷ ︸

L1

δ1

[
−k1 0 0

]

︸ ︷︷ ︸

S1

, rank= 1 (8.59)

δ2M22(k2) = δ2





0 0 −k2

0 0 0
k2 0 0



 =





0 1
0 0
1 0





︸ ︷︷ ︸

L2

[
δ2 0
0 δ2

] [
k2 0 0
0 0 −k2

]

︸ ︷︷ ︸

S2

, rank= 2 (8.60)

δ3M33(k3) = δ3





0 0 k3

0 0 0
0 0 0



 =





1
0
0





︸ ︷︷ ︸

L3

δ3

[
0 0 k3

]

︸ ︷︷ ︸

S3

, rank= 1 (8.61)

and combining Equations (8.58) to (8.61) the LFTFu(MM ,∆M ) is illustrated in Fig-
ure 8.14.

The3 LFTs for theAc matrix will be concatenated into one using Equation (D.25) and
X in Equation (8.53) becomes

X = Fu(MX ,∆A) = Fu(Mω,∆ω)Fu(MUI ,∆B)Fu(MM ,∆M ) (8.62)
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where

∆A = diag([δ δ δ
︸︷︷︸

ω0

δ1I
δ1M

δ2I
δ2M

δ2M
δ3I

δ3M
]) (8.63)

where the second index refers to theδi origin. Theδi will be combined with the one
from theBc LFT. It is recalled that there are only4 independentδi. Forµ−analysis all
the∆i uncertainties need be collected into one∆ following the canonical formulation
in (Balas, Packard, Safonov & Chiang 2004) and (Balas, Doyle, Glover, Packard &
Smith 1998). This formulation requires that repeatedδi are grouped together such that
∆ becomes block diagonal. In this case we find the sameδi in both∆A and∆B and
they need be merged such that the repeatedδi are grouped together. The uncertainties
are then combined as

∆ = diag([δ δ δ
︸︷︷︸

ω0

δ1I
δ1M

δ ↓
1B

δ2I
δ2M

δ2M
δ ↓
2B

δ3I
δ3M

δ ↓
3B

]) (8.64)

and theδ↓i are the repeatedδi from the∆B matrix common with the same ones from
the∆A matrix. This is obviously not convenient, as the LFT input-output structure is
not preserved. Therefore a general scheme for combining several LFTs with repeated
uncertainties will be developed.
We can now formulate the∆ structure as

[
uA

uB

]

=

[
∆A

∆B

] [
yA

yB

]

= Lif∆Sif

[
yA

yB

]

(8.65)

where the∆ is of the structure in Equation (8.64). The general structure ofSif exem-
plified by the need of Equation (8.64) yields

Sif =























I5

...

. . . 0m . . . . . . . .
... Im . . .

⇓
...

. . . I3

...

. . . . . . 0n . . .
... . . . In . . .

⇓
...

. . . I2

...

. . . . . . . . . . 0m

... . . . Im























(8.66)

Where in this casem = n = 1, all matrices are square andLif = ST
if . The complete

structure for the uncertain dynamics is illustrated in Figure 8.15.
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Figure 8.15: The complete parametric uncertain state space system. The∆A, ∆B are pulled out
using the factorization in Equations (8.65) and (8.66) without interfering with this structure (not
illustrated).

8.10 Flexible Modes Uncertainty Description

The uncertainty of the four flexible panels described in Section 3.4.3, will be lumped
into one model with equivalent stronger coupling. We define one system matrix

Gf (s) =

[
Af Bf

Cf Df

]

(8.67)

and the uncertainty model will be a stand alone state space system. The critical un-
certainty for such systems is the dampingζ and much less the eigen frequency. The
panel rotation angleβ has been analyzed and found to influence results negligible.Em-
phasis will be on the former in order to focus on the essentials. We can formulate the
uncertainty range as

ζ ∈ [ζl; ζu] = [1; 5] · 10−3 (8.68)

whereζl andζu are the lower and upper bounds respectively and

ζ̄ =
1

2
(ζl + ζu) and kf =

1

2
(ζu − ζl) (8.69)

such that we reformulate Equation (8.68) as

ζ = ζ̄ + δ · kf ∧ ‖δ‖ ≤ 1, ∀δ ∈ R (8.70)

In Equation (8.67) the two uncertain matrices areAf andCf , and we reformulate Equa-
tion (3.21) as

Afp
(ζ) = Af0

(ζ̄) + δ · Af1
(kf ) (8.71)

where

Af0
=

[
0 1

−ω2 −2ζ̄ω

]

and Af1
=

[
0 0
0 −2ωkf

]

(8.72)
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Gf0
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δf

δf
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�

[
0 I

]-̇x
Nf

Figure 8.16: The flexible modes LFT model of lumped solar panels into one model. Its connection
to the dynamics is in principle as in Figure 3.7.

FactorizingAf1
in line with Equation (8.42) we get oneδ and trivialL andS matrices

as the rank= 1. In the exact same manner we can formulateCf such

Cf0
=
[

ω2l1 2ζ̄ωl1
]

and Cf1
=
[

0 2ωkf l1
]

(8.73)

wherel1 = [l1 l2 l3]
T from Equation (3.22).Cf1

also has rank= 1. We can now finalize
the model as an LFT illustrated in Figure 8.16.

8.11 Input Gain Uncertainty Description

The input uncertainty is a non nominal change in the torque. There are3 main contrib-
utors to that:

• The thrust variation and bias of the individual engines as listed in Table C.5. Both
are about3 %.

• The uncertainty in the thrust vector direction, see Table C.5. Less than1 deg half
cone angle.

• The uncertainty of the COM location is about0.045 m as listed in Section 3.2.2.
This is2.25 % on the shortest lever arm of about2 m.

It is considered that the bias can be calibrated away, so thisleaves about5.25 %
torque uncertainty. The uncertainties on the3 axes are considered independent. Based
on the previous development we can write this LFT directly inFigure 8.17, wherekt ∈
[0; 0.06]. This uncertainty is a direct change in the loop gain and therefore prominent.

8.12 Time Delay Uncertainty Description

Both sensors and actuators contribute with delays of varying size, the former the largest.
We will consider delays of up to1 s as specified for the sensors in Section C. As a sensor
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�

Figure 8.17: LFT model of the torque input uncertainty. Inter axis independent.

delay is not a random parameter, but linked to the internal operation of the equipment, it
is typically the same for all outputs of the unit. We therefore consider to have the same
delay on all channels. The delays will be considered all present at the plant input as
invariant for linear systems.

A delayτ expressed in the Laplace domain can be approximated to a1st order Padé
form as (Skogestad & Postlethwaite 1996)

e−τs
≈

1 − τ
2 s

1 + τ
2 s

=
−τs + 2

τs + 2
=

4

τs + 2
− 1 (8.74)

Equation (8.74) can be transformed into a multi variable state space description as

Gd(s) =

[
− 2

τ
I 4

τ
I

I −I

]

=

[
Aτ Bτ

Cτ Dτ

]

(8.75)

and it shall be observed that this form, needed for the LFT, introduces a singularity for
τ = 0 which is not present in the transfer function form. The delaytime is

τ = τ̄ + δ · kd ∧ ‖δ‖ ≤ 1, ∀δ ∈ R (8.76)

where

τ̄ =
1

2
(τmax + τmin) and kd =

1

2
(τmax − τmin) (8.77)

andτmin > 0.
We first consider the LFT for the matrixAτ observing that the uncertain parameter

is in the denominator and thus nonlinear. Therefore let

A−1
τ = −1

2
τ · I = −1

2
I(τ̄ + δkd) = Fu(MA,∆τ ) (8.78)

where

MA =

[
0 − 1

2kdI

I − 1
2 τ̄I

]

(8.79)
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Figure 8.18: Illustration of the uncertain time delay model with the two LFTs.

Using the properties of inverse LFTs in Equation (D.18) the following holds

Aτ = Fu(MA,∆τ)−1 = Fu(MIA,∆τ ) (8.80)

where according to Equation (D.19)

MIA =

[
−kd

τ̄
I kd

τ̄
I

2
τ̄
I − 2

τ̄
I

]

(8.81)

We observe thatBτ = −2Aτ and we can writeBτ = Fu(MIB,∆τ ) and

MIB =

[
−kd

τ̄
I kd

τ̄
I

− 4
τ̄
I 4

τ̄
I

]

(8.82)

The complete multi variable time delay model is illustratedin Figure 8.18.

8.13 Robust Stability

In the previous sections we have developed a way of how to represent an uncertain set of
plants in terms of theN∆ structure in Figure 8.9. The next step forward is to investigate
if we have stability for all plants in the set.

Robust Stability (RS) analysis:to ensure that with a given controllerK, we de-
termine whether the system remains stable for all plants in the defined uncertainty
set.

Further to the uncertainty regions illustrated in Figure 8.8, we will, in terms of SISO,
illustrate the principal of RS in Figure 8.19, based upon themultiplicative uncertainty in
Equation (8.31). For RS to be fulfilled the uncertainty circles must not include the−1
point, which can also be written as|wIGK| < |1 + GK|.
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Re
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GK(jω)

|wIGK(jω)|

|wP (jω)|

|1 + GK(jω)|

Figure 8.19: Illustration of Robust Stability and Robust Performance for a SISO case. See the
text for detailed definitions.

The general control configuration is shown in Figure 8.20 (Dahleh & Kammash
1993), where theN∆ structure on the right hand side is formed by closing the lower
LFT such as

N = Fl(P,K) = P11 + P12K(I− P22K)−1P21 (8.83)

Closing the upper LFT for theN∆ structure gives

Fu(N,∆) = N22 + N21∆(I − N11∆)−1N12 (8.84)

for which system we want to ensure RS. The requirements for stability are summarized
as follows

NS: N is internally stable with all poles in the LHP.

RS: Fu(N,∆) is stable∀∆, ‖∆‖∞ ≤ 1 and NS.

We suppose that the system in Equation (8.84) is nominally stable, with∆ = 0,
which means thatN is stable (not onlyN22). Following that we see directly from Equa-
tion (8.84) that the feedback term(I−N11∆)−1 is the only possible source of instability.

M

∆

-

�

u∆ y∆

Figure 8.21: M∆

structure for robust
stability analysis.

The stability of Equation (8.84) is therefore equivalent tothe stabil-
ity of the M∆ structure, whenM = N11. It can also be seen in
Figure 8.21. Stability can be based upon the Generalized Nyquist
theorem, see (Skogestad & Postlethwaite 1996), such that wehave
RS if and only if

det(I − M∆(jω)) 6= 0 , ∀ω , ∀∆ (8.85)

but this criteria is unstructured and therefore conservative.
As we are only dealing with structured uncertainty, as developed

in the past sections, we will utilize the structured singular valueµ, which is defined
as (Zhou, Doyle & Glover 1995).
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Figure 8.20: General control configuration (left) and theN∆ structure (right) for robustness
analysis.

Definition 8.1
Structured Singular Value: LetM be a complex matrix and let∆ = diag{∆i} be a set
of complex matrices with̄σ(∆) ≤ 1 and with a given block diagonal structure, where
some blocks may be real and some may be repeated. The real non negative function
µ(M) is defined by

µ(M) ,
1

min{σ̄(∆)| for structured∆, det(I − M∆) = 0} (8.86)

If no such structured∆ exists thenµ(M) = 0.

Thenµ can be implemented as the reciprocal of the smallestσ̄ of a structured∆
which makes the system singular. One problem withµ is that it cannot be calculated
directly as it has local extrema (Skogestad & Postlethwaite1996). Instead upper and
lower bounds forµ can be computed (Packard & Doyle 1993) such that

ρ(M) ≤ µ(M) ≤ σ̄(M) (8.87)

whereρ is the spectral radius2. The lower bound is reached for∆ being scalar diagonal
and the upper bound for a full∆ matrix. Proofs of this can be found in (Zhou, Doyle &
Glover 1995). The bounds in Equation (8.87) are not sufficient to determineµ as they
can be arbitrarily large apart.

This problem can be solved by scaling, as stability does not depend on that. We
introduce block diagonal scaling as

D = diag{diIi} (8.88)

2The spectral radiusρ(A) is the magnitude of the largest eigenvalue of a matrixA, ρ(A) =
maxi |λi(A)|
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Figure 8.22: Block diagonal scaling, where∆D = D∆.

wheredi is a scalar andIi is the identity matrix of the same dimension as the correspond-
ing perturbation block∆i. This is illustrated in Figure 8.22, where it is clear that nothing
has actually changed. AsD commutes with∆ we have that∆D = D∆, which means
that∆ = D∆D−1. We can therefore replaceM with DMD−1 in all the computa-
tions for the RS. This means that theD scaling does not affectµ(M) = µ(DMD−1),
but it does affectρ(M) and σ̄(M) (Zhou, Doyle & Glover 1995). This fact is used
in the solvers to get the bounds as close as possible toµ at each frequency. The ac-
tual algorithm to compute the upper and lower bounds is explained in (Skogestad &
Postlethwaite 1996).

We will finally express the condition to be used for establishing a criteria for robust
stability with structured uncertainty in Theorem 8.5

Theorem 8.5
RS for block diagonal real or complex perturbations: Assume that the nominal system
M and the perturbations∆ are stable. Then theM∆ system in Figure 8.21 is stable for
all perturbations with̄σ(∆) ≤ 1, ∀ω if and only if

µ(M(jω)) < 1, ∀ω (8.89)

The proof of Theorem 8.5 is presented in (Skogestad & Postlethwaite 1996). Ifµ in
Equation (8.89) should be larger than1 at some frequencies by a factor ofkm, it means
that the perturbations must be scaled by a factor of1

km
for the system to remain stable.

It remains to bridge the gap between a constant∆ as presented so far and the uncer-
tain LTV plant we have at hand, where∆ is a time varying uncertainty. This problem has
been addressed in (Zhou, Khargonekar, Stoustrup & Niemann 1995) for state space sys-
tems with time varying uncertain parameters. They demonstrated that the problem can
be cast as a convex optimization problem providing a less conservative solution for ro-
bustness than the small gain approach for a certain class of systems. The generalization
to any LFT formulated uncertain system remained open. A similar problem has been
considered by (Shamma 1994) with time varying structured uncertainty and he showed
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that robust stability only holds, if there exist scalings ofDMD−1, which lead to a small
gain condition. This has been furthered by (Poolla & Tikku 1995) considering robust
performance. They show the existence of frequency dependent scales being necessary
and sufficient for robust performance against arbitrarily slowly varying structured linear
perturbations of norm less than one.

The present situation is shown in Figure 7.6 to have slowly varying parameters with
the largest frequency of about1.8 · 10−4 Hz. Closed loop bandwidths are expected
faster than10−2 Hz. In addition it is noticed that at the highest frequency, there is no
time varying uncertainty and in addition as the distance between the bounds increase the
frequency decrease favorably. This leaves almost two orders of magnitude difference
at worst and it is considered justifiable to consider the timevarying uncertainty as a
standard bounded uncertainty as stated in Section 8.8.

We have now established the background needed to evaluate the RS of the LQG
controller designed in Section 8.4 under the presence of allthe uncertainties developed
in Sections 8.9 to 8.12. We have to bring all the elements intothe general form in
Figure 8.20. This is being done by interconnecting the elements numerically as it is not
feasible to collect it all together analytically into one model. For the RS analysis we let
the exogenous inputw be the reference signalr from Figure 8.1. The exogenous output
z is the system outputy in Figure 8.1.

To form the controllerK in Figure 8.20 we consider it to include the controller gain
matrix, the estimator and the summation point. Then we can define the input toK as
v = [r, y]T , andu remains unchanged.

The overall plantP in Figure 8.20 is formed by extracting in an orderly manner all
the∆ blocks following the principle illustrated in Figure 8.9. Then the individual plants
are interconnected using the programsysic described in (Balas et al. 1998). Then the
lower LFT in Equation (8.83) is computed to form the systemN in Figure 8.20.

Due to the tools interface in (Balas et al. 1998), the repeated individual uncertain-
ties need to be defined consecutively as explained in Equation (8.64). This is easier
for the other uncertainties as they appear naturally after each other. Combining all the
uncertainties we obtain the following∆-block of dimension24.

∆ = diag([∆dyn(13), ∆flex(2), ∆input(3), ∆τ (6)]) (8.90)

where the∆(·) specifies the dimension of the diagonal real uncertainty.
The fact that all uncertainties are of parametric real type is causing problems for the

solutions to find the lower bound in Equation (8.87) in line with Definition 8.1, where
∆ is assumed some complex parts. To circumvent that problem a small complex part
will be added to the∆-block so it is not pure real. This is done in the way of modifying
theM∆ structure to the one illustrated in Figure 8.23.

This means that we add a bit of conservatism into the system aswe add uncertainty
not physically present. The added complex part needed is about 2.5 % to get reliable
lower bounds. One can debate if it is sufficient to add only complex on one channel. In
this case it has proved to give the best results to add the samecomplexity to all channels.

It is recalled that the core part of the research is to investigate the use of LTI control
for time varying elliptical orbital environment. For that reason the prime uncertainty is
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Figure 8.23: Illustration of artificially added complex uncertainty componentα2 and the modified
interconnections in graph (b).The graph (a) illustrates, in the complex plane, a pure complex
uncertainty as the circle in line with Figure 8.8, and a real uncertainty with a small complex
component. The pure real uncertainty is the horizontal linein the oval area in graph (a).

the variation of the orbital environment simultaneously with the other known ones. The
objectives are for eccentricities ofε = 0.1 and the RS found is shown in Figure 8.24.

In Figure 8.24 we see the upper and lower bounds forε = 0.1 are very close, which
is particularly important for the frequency range of maximumµ. It is clear that the driver
for the RS is the damping of the flexible modes and less for RP asshown in Section 8.14.
The gradient of theµ-plot has been investigated to find it changes sign of its derivative,
which indicates that we are capturing the peak value. It shall be recalled that no notch
filters have been used in the LQG design to actually reduce thepeak, but that would be
feasible should it be deemed necessary. Just in order to try explore the boundaries of
the design a very high eccentricity orbit has been analyzed.This leads only to slightly
elevatedµ value at lower frequencies with ample margin. It shall be said that the same
controller is used for both analyses.

In conclusion it can be said that a successful and very robustly stable design has
been achieved. This clearly demonstrates that for such plants and requirements, it is fea-
sible to employ LTI designs to this type of Nonlinear Time Varying (NTV) system with
success. This is worth to keep in mind before embarking directly on LTV designs like
e.g. Linear Parameter Varying (LPV) control only because itis an elliptical slowly time
varying orbit, as it brings with it increased design complexity and today open verification
issues.

8.14 Robust Performance

We have discussed the presentation of uncertainty sets and have analyzed the RS. The
next step is to check that we also have Robust Performance (RP) for all plants in the
set.
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Figure 8.24: Robust Stability structured singular value plots for orbital eccentricityε = 0.1 and
the large valueε = 0.9. For the latter the lower bound is omitted only not to clutterthe graph.

When RS is satisfied, we will determine how large the transferfunction from the
exogenous inputsw to the outputsz can be for all plants in the uncertainty set.

In terms of theN∆ structure in Figure 8.20 the requirements for RP can be formu-
lated as follows (Skogestad & Postlethwaite 1996)

NP: ‖N22‖∞ < 1 and NS

RP: ‖F‖∞ < 1, ∀∆, ‖∆‖∞ ≤ 1 and NS

whereF = Fu(N,∆). Illustrated by a SISO situation we return to the Nyquist diagram
in Figure 8.19. We have RP when the two circles do not intersect. The circle centered in
(−1, 0) can be viewed as an extended critical point.

To test for RP as stated above theH∞ norm of the transfer functionF = Fu(N,∆)
must remain less than1 for all allowed perturbations. This can be viewed as the equiv-
alent to theM∆ structure in Figure 8.20, but now having closed the upper LFTsuch it
becomes anF∆p structure, where∆p is a fictitious full complex uncertainty represent-
ing theH∞ performance specification. It is a full complex block as there is no structure
closing the loop on the exogenous signals. This can be statedin the following theorem.

Theorem 8.6
Robust Performance: Formulate the system into theN∆ -structure in Figure 8.20 and
assume we have nominal stability such thatN is internally stable. Then

µ(N(jω)) < 1, ∀ω (8.91)

whereµ is computed with respect to the structure
[

∆

∆p

]

(8.92)

and∆p is a full complex perturbation with the same dimensions asFT
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The proof of Theorem 8.6 starts with the definition of RP, namely that ‖F‖∞ < 1.
We recall from Equation (8.85) that it is RS when‖M‖∞ < 1 for ∆ being a full
unstructured matrix. From this we get that RP of‖F‖∞ < 1 is equivalent to RS for
theF∆p structure. ReplacingF with Fu(N,∆) we obtain the block diagonal matrix in
Equation (8.92). �

We now have established the framework and criteria needed toevaluate RP of MIMO
systems. It shall be recalled that all criteria used are normalized to one. Contrary to the
RS problem, it is important that all the exogenous inputs andoutputs are scaled correctly
and normalized to one.

Signals which have the same units and are comparable will have the same scale
factors, like e.g. reference, output and control error signals. As an example for the
reference we define

r = Der
′ (8.93)

whereDe is a diagonal scaling matrix and the primed variable|r′| ≤ 1 is normalized.
The scaling is based upon the expected maximum signal value e.g. rmax. Therefore it
becomes for the attitude

De = diag([rmax, rmax, rmax]) (8.94)

and we definermax = 20 deg. This is the maximum expected attitude in the linear
domain. We also need to scale the disturbance inputd in the same manner, where we
obtain the maximum disturbance torque from Table 7.4 givingdmax = 8.2 · 10−2 Nm
and

d = Ddd
′ (8.95)

We will insert these scalings into Figure 8.1, which is then repeated in Figure 8.25 in-
cluding the weighting functions, whereWd is the weight representing the characteristics
of the disturbance.

To define the performance weights we face the problem of translating time domain
requirements into the equivalent and meaningful frequencydomain ones. For real engi-
neering type of problems requirements are more often in the time domain than not.

The mapping is performed based on the following second ordersystem for SISO
loop transfer as an example

L =
ω2

s(s + 2ζω)
(8.96)

with the following classical parameters

tr ≈ 0.6 + 2.16ζ

ωn

, ts ≈ 4

ζω
, MP = e

−πζ√
1−ζ2 (8.97)

wheretr is the rise time10 − 90 %, ts the setting time2 % andMP the percentage
overshoot100 · MP (Zhou & Doyle 1998).We also define

MS = ‖S‖∞ and MT = ‖T‖∞ (8.98)
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Figure 8.25: The normalized system from Figure 8.1 including the performance weighting func-
tionsWd andWe.

and the relationship betweenMS, MT andMP is tabulated in (Skogestad & Postlethwaite
1996), but could also be easily computed formulating the functions directly. A typical
choice for performance isF = WeS, the weighted sensitivity function, whereWe is
the performance weight andS is the set of perturbed sensitivity functions. We have that

|WeS| < 1 ⇒ |S| < |W−1
e | (8.99)

and we select a general weight of the form

we =
1
M

s + ω

s + ω · A (8.100)

and the weighting matrixWe in Figure 8.25 as a diagonal matrix of sizek containing
we1

· · ·wek
. Equations (8.99) and (8.100) are illustrated in Figure 8.26.

The weightWe in Figure 8.25 is naturally placed such thate = r − y = r −
Tr = (I − T)r = Sr and the transfer fromr to ew becomesew = WeSr. We
demonstrate the equivalence of placing the weight right afterDe at the input. This gives
ew = rw −y = rw −Trw = (I−T)rw = Srw and asrw = Wer we getew = WeSr

which is identical.
For the weight specification we consider the following values as acceptable

rmax = 20 deg
θmax(error) = 2 deg

MP < 30 %
ts ≈ 100 s

(8.101)
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Figure 8.26: The left graph shows the weightwe and the right one illustrates the bounding of the
sensitivity to obtain RP.

For the low frequency part we need a suppression fromr = 20 degy e = 2 deg and to
fulfill Swe we need to amplify soew = r = 20 deg leading to

we(0) =
20

2
= 10 (8.102)

from Equation (8.100) andA = 0.1. For the high frequency part we use the peak
overshoot criteria. From Equation (8.101) we getMP = 1.3 which from (Skogestad
& Postlethwaite 1996) leads toMS = 1.8 so we setM = 2 in Equation (8.100).
The filter frequency we find from the closed loop step responsein Figure 8.5. From
Equation (8.97) we getω = 4

ζts
= 4

100 ≈ 0.04s−1 or 6.4 mHz.

we =
0.5 s+ 0.04

s + 0.004
(8.103)

We will then be of dimension3 containing Equation (8.103) on the diagonal.
When looking at robustness it is very important only to consider the driving perfor-

mance variables, which in this case is the attitudeθ. Only parts of the state vector shall
therefore be used inz in Figure 8.20 and connected tow via∆p, which is a full complex
matrix. This ensures that we are not introducing non-existing cross couplings between
the exogenous signals which would be meaningless.

When computing theµ value for the RP analysis∆p provides sufficient complexity
for good convergence of both upper and lower bound and the extra ∆c in Figure 8.23
can be omitted.

Figure 8.27 displays the RP plots for the main eccentricity of ε = 0.1 and a large
increase to check possible limitations. As for the RSµ plot the flexible modes are clearly
visible, but are not causing any problems. The largestµ value is within the closed loop
bandwidth and provides sufficient performance margin indeed. As theµ value is not very
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Figure 8.27: Robust Performance structured singular value plots for orbital eccentricityε = 0.1

and the large valueε = 0.9.

small but with ample margin it indicates a design which is using the system capabilities
to be responsive and well performing and simultaneously keeping some margin. For the
high eccentricity we see a reduced margin, but it remains comfortably below1.

In conclusion it can be said that a successful and robustly performing LTI design has
been designed to remain both RS and RP over a very large LTV domain.

Finally the worst case∆ has been unwrapped in the analysis. The information
is then being used as a part of the Monte Carlo (MC) validationcampaign, which is
performed in Chapter 11. This ensures a logical link betweenthe worst case analysis
performed here and the classical MC.

8.15 Conclusion

A fully coupled LQG attitude control design has been performed. All relevant paramet-
ric uncertainties have been analytically derived and formulated as LFTs. In particular
the periodic time varying plant is analytically formulatedas a bounded uncertainty elim-
inating the LTV and periodic nature.

Based upon this development the robust stability and the robust performance of the
MIMO design have been analyzed by means of theµ-value. The design is demonstrated
robust to orbital eccentricities larger than0.9 and the LTI controller successfully obtains
robustness of the time varying plant. This answers well to objective 7 of Section 1.3.
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Chapter 9

Relative Position Control

Having finalized the LVLH attitude control in Chapter 8, we now proceed with the syn-
thesis and analysis of the final approach position control. The trajectory profile for the
different phases of the mission is recalled from Figure 2.4 and Figure 2.5. The final
approach is from points3 to s4 and further on until docking. The hand over from GPS
to RVS sensors takes place ats3, as well as a change from COM to COM control to port
to port control.

The research here will focus on the latter part after change over to the final approach
as this is the more critical and demanding part.

The position control is3 DOF and the attitude control of the chaser remains with
respect to the LVLH frame. This is the second situation illustrated in Figure 7.3. The
lateral control objective along the y and z-axis is to keep the center of the docking ports
aligned, but at this large distance it is not desirable to track the target port oscillatory
motion. Instead we will design a controller which will trackthe mean motion of the
target docking port and thereby conserve fuel without any loss of performance. This
means controlling the relative differences to zero along the y and z-axes. The control
objective along the x-axis of the LVLH frame is to follow the guidance profile developed
in Section 7.7 and detailed in Figure 7.10 and tables 7.5 and 7.6. Further to this servo
type problem the control system shall also handle disturbance rejection, which is mostly
the presence of differential drag, which is described in Section 3.4.2.

9.1 Control Requirement Detailing

The location ofs3 ands4 is recalled from Table 2.1 to bes3 = [−500, 0, 0]T m COM
to COM ands4 = [−20, 0, 0]T m port to port respectively. It shall be recalled thats4 is
along the target docking port x-axis in theFdt0 frame.

From Table 2.5 it is evident that ats3 the chaser docking port shall stay inside a cube
of 20 m with corresponding rates smaller than0.1 m/s. This box is parallel to LVLH and
will move around as the target docking port is moving with respect to LVLH due to the
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ISS attitude motion.
At s4 there are two sets of requirements namely the arrival and departure ones as

listed in Tables 2.6 and 2.7 respectively. This location is used for changing control
structure from3 DOF to6 DOF and some transients are anticipated before reaching the
departure requirements. The arrival box is1 m and rates less than0.1 m/s for y and
z-axes and0.02 m/s for the x-axis. The departure requirements are not applicable for3
DOF controller. The approach velocity shall be in the range of [0.05; 0.35] m/s.

From Figure 2.5 we see that the approach corridor in the AE andinto the KOZ is
conical, but there are no formal requirements betweens3 ands4 except the definition of
the KOZ.

For practical reasons we will consider the requirement linearly connected between
s3 ands4 and we will try to aim directly fors4 departure requirements, as defined in
Table 2.7, with the3 DOF controller.

9.2 Target and Sensor Characteristic

The target docking port motion is described in detail in Section 3.2.1 and from that we
will derive the needs for propulsion and control bandwidth in order to be able to track
the motion.

The worst case of fastest reverse timed = 8 s and largest amplitude0.7 deg is used
as a basis. From the data in Section 3.1.2 forrbt andrgdt we can compute the lever arm
as the first component ofrdt to be about31 m. From the angular ratevt in Table 3.2 we
can find the largest acceleration needed to bea ∼= 2vt|rdt|

d
= 2.7 · 10−3 m/s2. For the

largest chaser mass from Equation (C.5) we then need a force of at leastFmin = 55 N.
This is well covered by theFmax specified in Equation (8.1) of150 N.

A good estimate of the minimum bandwidth required can be obtained by considering
the acceleration of a sinusoidalAω2 = a giving ω = 0.014 Hz.

The only sensor used is the RVS which measures only distance and angles. There are
no measurements of rates or accelerations or other sensors to measure such. The RVS
is described in Section 3.3.4 and Table 3.3 which reveals a complex internal functioning
with many modes. We will not use all those details for controller synthesis, but extract
the essential worst case characteristics.

We will use the range valuesR directly for the x-axis direction and the lateral values
we approximate withR sin(LOS). The simplified data is presented in Table 9.1

x-axis y,z-axis

Bias[ m] [0.01; 5] [0; 2.6]
Noise3σ[ m] [0.005; 25] [0; 1.75]

Table 9.1: Simplified sensor data extracted from Table 3.3. The lower and upper values corre-
spond to a range of[0; 500] m.
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The data in Table 9.1 is considered to vary linearly between the two boundary values,
though it is not exactly so.

This can also be expressed such that the range has5 % noise of the range and the
lateral noise is8.75 %. This formulation will be convenient in the following control
design.

If we compare the requirements ats4, but use the docking requirements departings4,
as is often done, the sensor bias does not fit departings4 initially. The bias is0.2 m and
the requirement is half of that. One could estimate the bias with a filter likeH(s) = s

s−p

and subtract it from the measurements. The problem with thatapproach is the filter time
constant, as in (Ignagni 1990), needs to be comparable to thetravel time froms3 to s4.
The filter then needs to be initialized fairly close to the real values, which might then be
used directly.

The latter approach will be used and the sensor calibration values for the bias will
be subtracted before used for control.

9.3 Plant Description and Variation

The model for the relative dynamics was developed in Section4.1 and we will use the
LTV models in Equations (4.16) and (4.18) for the controllerdesigns.

We see that the spacecraft mass does not affect the plant dynamics, but only the
orbital parameter variations.
Out of plane: The pole variations for the rigid plant are all on thejω axis and are
symmetric over half an orbit. The variation is listed in Table 9.2.

ε = 0.1 θ = 0 deg θ = 180 deg %∆

0 ± 1.12 · 10−3 0 ± 8.29 · 10−4 −26 %

Table 9.2: Pole variation for the out of plane plant for the true anomalyθ ∈ [0; 180] deg.

In plane: The pole variation is more complex than for the out of plane and is better
illustrated by the graphs in Figure 9.1.

The root locus in Figure 9.1 is for half an orbit only. The locus for the complete
orbit is symmetric around thejω axis. This is caused by the fact that the derivative of
the orbital rateω̇ in Equation (4.16) changes sign on each side of the semi majoraxis.
The locus for the full orbit is available in Figure 7.5.

We observe in Figure 9.1 that2 poles remain with an imaginary component in the
LHP. The2 other poles move in the RHP, then become real and one of them relocate to
the LHP. This transition from RHP to LHP happens when the trueanomaly is of such
value that the spacecraft in the orbit intersects the minor axis of the elliptical orbit. This
is exactly one quarter and three quarters around the orbit measured from perigee and
where one can say the orbit is the widest.

Figure 9.1 illustrates the locus for3 different orbital eccentricitiesε and one observes
that they are not all that different, mostly a faster dynamics for higherε around perigee.
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Figure 9.1: Pole variation for the in plane plant for the true anomalyθ ∈ [0; 180] deg and for
3 different eccentricitiesε ∈ [0.01, 0.1, 0.7]. The point marked as A are where two complex
conjugate poles become real and point B is the smallest valuefor the other complex poles.

In Figure 9.1 the point A indicates where one set of complex poles becomes real. The
point B indicates the smallest real value for the other set ofpoles. Both these phenomena
happen exactly at the points of maximum acceleration of the true anomaly.

For ε = 0.1, the eccentricity for this research work, the poles are bounded by
[−4.3; 5.5] · 10−4 for the real parts and±1.2 · 10−3 for the imaginary parts.

The poles originating from the flexible modes and sloshing are as listed in Table 8.2,
though the couplings to the rigid dynamics are different than they were for the attitude
dynamics. Those modes will not be considered for the controldesign, though loop
shaping might be applied if deemed necessary by stability and performance analysis.

9.4 PositionH∞ Control Design

For the complete range of the relative position control we will perform the synthesis
by means ofH∞ control. This is a worst case design method and suits well forthe
critical uncertainties and variations present in the system. Further this is a novel ap-
proach applied to all the phases of the relative motion in a multi variable manner, where
a single axis design for final mode is presented in (Bourdon, Delpy, Ganet, Quinquis &
Ankersen 2003).

For completeness and insight the theory and assumptions fortheH∞ design will
be explained followed by general scaling of the plants. Thenthe simpler out of plane
control will be performed followed by the coupled in plane control.

The control problem can be formulated as a2 × 2 system illustrated in Figure 9.2
The system in Figure 9.2 is formulated by

[
z

v

]

= P(s)

[
w

u

]

=

[
P11(s) P12(s)
P21(s) P22(s)

] [
w

u

]

(9.1)
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Figure 9.2: General control configuration with exogenous signals.

u = K(s)v (9.2)

and the plantP(s) becomes in state space form

P =





A B1 B2

C1 D11 D12

C2 D21 D22



 (9.3)

The closed loop transfer function becomes

z = Fl(P,K)w (9.4)

where the lower LFT is defined in Equation (D.9). TheH∞ control design involves
the minimization of theH∞ norm of Equation (9.4). A certain set of assumptions are
typically needed in order to solve the problem (Skogestad & Postlethwaite 1996) as
follows

A1: (A,B2,C2) is controllable and observable.
(A,B2) is controllable if and only ifF exists such thatA + B2F is stable and
u = Fx.
(A,C2) is observable if and only ifA + LC2 is stable andL exists.

A2: D12 andD21 have full rank.

A3:

[
A − jωI B2

C1 D12

]

has full column rank∀ω. Ensure no pole/zero cancellation

on thejω axis.

A4:

[
A − jωI B1

C2 D21

]

has full row rank∀ω.

A5: D11 = D22 = 0 D11 = 0 makesP strictly proper.
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Insight into the generalH∞ algorithm from (Doyle, Glover, Khargonekar & Francis
1989) is provided in Theorem 9.1

Theorem 9.1
(i) X∞ ≥ 0 is a solution to the Riccati equation

ATX∞ + X∞A + CT
1C + X∞(γ−2B1BT

1 − B2BT
2)X∞ = 0 (9.5)

such that
Re λi[A + (γ−2B1BT

1 − B2BT
2)X∞)] < 0, ∀i and (9.6)

(ii) Y∞ ≥ 0 is a solution to the Riccati equation

AY∞ + Y∞AT + B1BT
1 + Y∞(γ−2CT

1C1 − CT
2C2)Y∞ = 0 (9.7)

such that
Re λi[A + Y∞(γ−2CT

1C1 − CT
2C2)] < 0, ∀i and (9.8)

(iii) ρ(X∞Y∞) < γ2 andρ is the spectral radius. All controllers are byK = Fl(Kc, Q)
where

Kc(s) =





A∞ −Z∞L∞ Z∞B2

F∞ 0 I
−C2 I 0



 (9.9)

and

F∞ = −BT
2X∞, L∞ = −Y∞CT

2, Z∞ = (I − γ−2Y∞X∞)−1 (9.10)

A∞ = A + γ−2B1BT
1X∞ + B2F∞ + Z∞L∞C2 (9.11)

andQ(s) is stable proper function such||Q||∞ < γ. For Q(s) = 0 we get

K(s) = Kc11
(s) = −Z∞L∞(sI − A∞)−1F∞ (9.12)

This is the central controller with the same number of statesas the plantP(s).
Equation (9.12) can be separated into a state estimator of the form

˙̂x = Ax̂ + B1 γ−2BT
1X∞x̂

︸ ︷︷ ︸

ŵworst

+B2u + Z∞L∞(C2x̂ − y) (9.13)

and
u = F∞x̂ (9.14)
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The proof of Theorem 9.1 is presented in (Zhou, Doyle & Glover1995). We see in
Theorem 9.1 that there is a separation similar to the LQG build in between observer and
controller. The term̂wworst can be interpreted as a worst case estimate of the exogenous
disturbances. The typical implementation of the algorithmin Theorem 9.1 is described
in (Glover & Doyle 1988) for the iterations to achieve a minimum value ofγ.

Before performing a design it is important to scale the plantas comparisons are
based on normalized norms. Let’s consider a plantG such that the output isy = Gu

unscaled. We now define the scaled variables as

u′ =
u

umax

and y′ =
y

ymax

(9.15)

where the denominator is the maximum expected signal. We cannow write the input
output relations as

y′ymax = Gumaxu
′ (9.16)

y′ =
1

ymax

Gumax

︸ ︷︷ ︸

G′

u′ (9.17)

For design we need the control errore, which has the same units as the plant output so
we scale it as

e′ =
e

ymax

(9.18)

and whenu′ = Ke′ we get for the real controller that

u = umaxK
1

ymax

e (9.19)

For the MIMO case we define the maximum values as

Um = diag(u1max
· · ·unmax

),Ym = diag(y1max
· · ·ynmax

) (9.20)

and the general MIMO scaling is illustrated in Figure 9.3 forthe scaled design and the
real controller implementation.

9.5 Out of Plane Position Control

The simpler out of plane control will be dealt with first and all the control setup will be
performed in that context and reused later.

From the assumptions A3 and A4 one observes that theH∞ algorithm cannot handle
pure imaginary poles, which is in the out of plane dynamics. This is nevertheless not
a problem as the design plantP in Equation (9.3) is augmented by the weights and no
precautions need be taken.

The requirement for the control will be derived from the available force in Equa-
tion (8.1) and the maximum cruise speed of0.35 m/s specified in Section 2.4.2. The
maximum chaser mass from Equation (C.5) is usedmc ≈ 2 · 104 kg. Considering the
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Figure 9.3: On the left the scaled plant for controller analysis and synthesis is illustrated, and on
the right the unscaled implementation of the controller on the real plant.

maximum acceleration in the guidance a distance ofs = 1
2

v2·mc

Fmax
= 8.2 m is reached.

We consider this as the amplitude of a sinusoidA sin(ωt) and its derivative gives the
speed from which we find the frequency asv = Aω giving ω ≈ 0.01 Hz. This is about
the same range as to track the target motion in Table 3.2. We therefore select a closed
loop bandwidth of

ωcl = 0.01 Hz (9.21)

with some margin. We will aim at a steady state control error below1 %.
The controller shown in Figure 9.2 will now be found by minimizing the transfer

function in Equation (9.4). This will be done by shaping the transfer function by means
of weighting functions on the exogenous inputs and outputs.This is often referred to
as the mixed sensitivity problem (Stoustrup & Niemann 1997), in which the sensitivity
functionS is shaped along with one or more other closed loop transfer functions such as
the complementary sensitivity functionT andKS.

In the present case we have more a regulation and less a tracking problem. AsS is
the transfer function from disturbances to the output it shall be small at low frequencies.
KS limits the size and bandwidth of the controller, as it is the transfer from disturbance
to the control signals as well as it is important to the robuststability. The shaping of the
T transfer function influences the tracking capabilities andthe noise attenuation as well
as it influences on the robust stability. The mixed sensitivity setup used is illustrated in
Figure 9.4. The generalized plantP in Figure 9.4 becomes

P =







−W1G
′W0 W1Wr −W1Wn −W1G

′

W2G
′W0 0 0 W2G

′

0 0 0 W3

−G′W0 Wr −Wn −G′







(9.22)

whereG′ is the scaled version of the plant in Equation (4.17),W1, W2, W3 are the
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Figure 9.4: S/ KS/ T mixed sensitivity configuration used for theH∞ design.

weights on the outputs forS, T andKS respectively.W0 is the weighted disturbance
on the control signal.Wr is the weight on the reference signal andWn is the weight on
the measurement noise and a practical approach to their selection is addressed in (Hu,
Unbehauen & Bohn 1996).W0 andWn are selected as constant values as there is no
knowledge of the frequency characteristic. It is chosen to shape the sensitivity function
S by means of onlyW1 as the complexity increases by also tuning on the reference
weightWr, which is therefore kept at a constant value of one. The addedcomplexity
in Figure 9.4 on the input side by having3 inputs is driven by the desire to be able to
specify separately the weights. The classical formulationwould be the right column in
Equation 9.23.

After some manipulationsFl(P,K) in Equation (9.4) becomes

Fl(P,K) =





−W1SG′W0 W1SWr −W1SWn

W2SG′W0 W2TWr −W2TWn

−W3KSG′W0 W3KSWr −W3KSWn



 = M (9.23)

and to findK we need to minimize

||Fl(P,K)||∞ < γ (9.24)

It is observed that the left column is scaled by the disturbance or noise on the control
signal and it is zero if noise free. The right column is the standard mixed sensitivity
often found in the literature and it is scaled by the measurement noise andWn = I if
no noise is present.

In order to help define the weights it is interesting to evaluate the low (LF) and high
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frequency (HF) boundaries of Equation (9.23)

MLF =





−W1K
−1W0 W1(G

′K)−1Wr W1(G
′K)−1Wn

W2K
−1W0 W2Wr W2Wn

−W3W0 W1G
′Wr W1G

′Wn



 (9.25)

MHF =





−W1G
′W0 W1Wr W1Wn

W2G
′W0 W2G

′KWr W2G
′KWn

W3KG′W0 W3KWr W3KWn



 (9.26)

It is a well known fact that theH∞ design framework can suffer from pole/zero cancel-
lations and that RHP open loop poles can reappear in the closed loop mirrored around
thejω axis (Tsai, Geddes & Postlethwaite 1990a) and (Tsai, Geddes & Postlethwaite
1992). This is addressed for a scalar case in (Tsai, Postlethwaite & Geddes 1990) and
a multi variable case in (Tsai, Geddes & Postlethwaite 1990b). This phenomenon has
been experienced forW0 = 0, but forW0 6= 0 the closed loop poles can be well placed
avoiding robustness problems for parametric uncertainties (Cao 1997). It is therefore
important to proceed the design with well described disturbance on the control signals.
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Figure 9.5: Illustration of theW1 andW2

cross over frequencies and magnitudes to il-
lustrate a frequency range both being below
one.

The next step in the design process is to
define the weighting functions, but first we
shall identify some fundamental constraints
on their selection. The constraintS + T = I

is recalled and this leads to the fact that the
weightsW1 and W2 in particular must be
smaller than1 in the cross over region and
therefore be well separated in cross over fre-
quency. This is illustrated in Figure 9.5, where
the weight onT crosses at a larger frequency
than the weight onS.

For the weight definition we consider it
desirable to aim at a closed loop characteris-
tics of 2nd order type. We therefore consider
a system of unity feedback with a loop trans-
fer as in Equation (8.96), which exactly gives
a closed loop2nd order system. From Figure 9.4 we see that the transfer from the refer-
ence toz1 is z1

r
= SW1 in the scalar case and ignoring measurement noise. The weight

is of the same form as used earlier in Equation (8.100) and illustrated in Figure 8.26.

rmax = 6 m
emax = 0.6 m
MP < 30 %

tr ≈ 50 s

(9.27)

Assuming a10 % control error we getW1(0) = 1
0.1 = 10 and from Equation (8.100)

A = 0.1, but to improve the integral action of the controllerA can be reduced if needed.
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Similar as in Section 8.14 we find from the peak criteriaM ∼= 2. The filter cross over
frequencyω1 is found from the rise timetr and the natural frequency

ωn =
1

tr
√

1 − ζ2

[

arctan(
−
√

1 − ζ2

ζ
) + π

]

(9.28)

and ω1
∼= ωn√

2
(Ogata 1970), givingω1 = 2.4 · 10−2. At the distances we operate

from the target, we do not want to track the docking port motion, but only its mean
motion. To obtain that we selectω1 one decade lower than computed above, namely at
ω1 = 2.4 · 10−3.

The weight for the complementary sensitivityT is basically found from a peak cri-
teria keeping||T||∞ < 2 and of the following form

W2 =
s + ω2A
1
M

s + ω2

(9.29)

That leads toA = 0.5 and we selectM ≥ 10 and the frequency to beω2 = 20ω1, which
gives good results.

The weightW3 which affects the control signal is of the same form as in Equa-
tion (9.29). At low frequencies we will bound the control signal to a bit less than the
maximum from Equation (8.1) suchu = 100 y z3 = 1 andA = 100. At high frequen-
cies we need penalize the control so as not to track the noise and selectM = 0.01 and
ω3 = 20ω1.

From Table C.5 we selectW0 = 0.03 as representing the thruster noise and for the
measurement noise from Section 9.2Wn = 0.08. With the low bandwidth used it has
shown to be of no benefit to model it as a filter, while a constantweight suffice and
makes the controller of lower order. It has been an iterativeprocess to find the good
weights for theH∞ design and they are summarized in Table 9.3.

A M ω

W0 = 0.03

W1 =
1

M
s+ω

s+Aω
0.1 2 0.0024

W2 = s+Aω
1

M
s+ω

0.5 10 0.048

W3 =
1

M
s+ω

s+Aω
100 0.01 0.048

Wn = 0.08
Wr = 1.0

Table 9.3: Summary of all weights used forH∞ design.

It is now possible to solve Equation (9.24) using optimization software implementing
the algorithm in Theorem 9.1. This is the suboptimalH∞ controller achieving

γmin = 0.84 (9.30)
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Figure 9.6: Plots of theS andT functions for the out of plane controller design. The inverse of
the weightsW1 andW2 multiplied byγmin are also shown.

The interpretation ofγ is such that nominally we have||W1S|| < 1, but suboptimally
the inequality becomes||W1S|| < γ which means we need to keep||S|| < || γ

W1
||

rather than just the inverse weight. This means forγ < 1 disturbances are suppressed
more than designed for by the weights and forγ > 1 less suppression takes place.

The results obtained for the tuning of the controller are displayed in Figure 9.6,
where we see thatS is enveloped by the inverse weight and thatS and T are well
separated in the cross over region. The steep dip onS at low frequencies has its origin
in the plant imaginary poles. In Figure 9.7 we see that the rise time is about110 s and
an overshoot of some22 % is observed. The control error at steady state is less than1 %
which is fully acceptable. We obtain very good stability margins with a gain and phase
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Figure 9.7: Unit step response.
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Figure 9.8: Bode plot of the loop transfer function exhibiting very goodmargins in the presence
of sloshing and flexible modes.

margin of

GM = 15.4 db (at 0.008 Hz) and PM = 56 deg (at 0.002 Hz) (9.31)

which can be seen on the Bode plot in Figure 9.8. The phase and gain jumps have the
origin in the plant poles. It shall be pointed out that all spikes in the open loop are
completely absent in the closed loop response (not displayed).

The designed controllerK is of order5 with a pole at−840 being significantly faster
than the rest. For both implementation and simulation reasons it is desirable to eliminate
it by means of model reduction techniques.

There are basically two methods used in practice, namely truncation and singular
perturbation, the latter also known as residualization. Weselect the residualization as
it preserves the steady state gain of the system which is important in this case. The
basic approach is to set the desired state derivative equal to zero, solve for it and back
substitute to eliminate the state. We will not go into depth here on the subject of model
reduction techniques but refer to (Skogestad & Postlethwaite 1996) and (Zhou, Doyle &
Glover 1995) amongst some in the literature. Usually the system will have to be put into
a Jordan form and the state order rearranged. This has been performed and the resulting
4th order reduced controller characteristic is shown in Figure9.9, where the non reduced
would look identical within the shown frequency range.

The controller needs to be discretized for the real implementation and we chose a
bilinear transformation as theH∞ norm is then preserved (Green & Limebeer 1995).
The sampling timeTs = 1 s as earlier. The discretized controller is plotted together
with the continuous one in Figure 9.9 and it is seen that thereis only a small visible
difference at the highest frequency. It is therefore judgedto be well representing the
originally designedH∞ controller.
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9.6 In Plane Position Control

TheH∞ design for the in plane relative motion is a2 axes coupled design. It will fol-
low the same approach as in Section 9.5 and the mixed sensitivity used is illustrated in
Figure 9.4. The plant pole variation as a function of the orbital position is recalled from
Figure 9.1. Also for this design the perigee plant is selected as design plant as it has the
fastest dynamics. We select it slightly after perigee to ensure we have RHP poles for the
design case.

Before proceeding with the design the plant will be analyzedby computing the RGA
as defined in Equation (8.28). We find the frequency responseGfr of the2 × 2 plant
and observe that the RGA varies significantly over frequency.

At low frequency the RGA has diagonal values of1.1 and the off diagonal0.1 and
at high frequency the off diagonal becomes10−4. At a frequency around the orbital one
all RGA elements are the same. This indicates that the plant exhibits strong cross axial
couplings at the orbital frequency. This has been verified byremoving the2ω terms in
theApi matrix in Equation (4.17) after which the RGA is dominantly diagonal over all
frequencies.

The same coupled behavior can be observed by computing the condition 1 number
which reaches103 around the orbital frequency.

Despite the couplings in the plant we will proceed with the control design without
assigning any specific weights for that. The weighting functions needed for the setup in
Figure 9.4 will be defined as two dimensional diagonal transfer matrices. The individual
weights will be similar to those used for the out of plane design in Section 9.5 but with
different parameters. The same criteria are used as described in Equation (9.27). The

1The condition numberγ = σ
σ

is the ratio between the maximum and the minimum singular values of a
matrix.
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Ax Az Mx Mz ω

W0x,z
= [0.03, 0.03]

W1x,z
=

1

M
s+ω

s+Aω
0.1 0.1 2 2 0.0024

W2x,z
= s+Aω

1

M
s+ω

0.6 0.6 10 10 0.048

W3x,z
=

1

M
s+ω

s+Aω
100 100 0.01 0.01 0.048

Wnx,z
= [0.05, 0.08]

Wrx,z
= [1.0, 1.0]

Table 9.4: Summary of all weights used for the x,z axesH∞ design.

frequency separation forW1 andW2 in the cross over region is illustrated in Figure 9.5.
Following the design iterations aiming to fulfill the requirements the design results

in the weights listed in Table 9.4
It is now possible to solve Equation (9.23) using optimization software implementing

the algorithm in Theorem 9.1. This suboptimalH∞ controller gives

γmin = 0.93 (9.32)

The results obtained for the tuning of the controller are displayed in Figure 9.10,
where we see thatS is enveloped by the inverse weights and thatS andT are well
separated in the cross over region.

The individual axes are plotted in Figure 9.10 and it is observed that the low fre-
quency levels ofS for each axis are different. This is the best compromise as itappears
not possible to lower both further at the same time. The limiting factor appears to be
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Figure 9.10: Plots ofS andT functions for the in plane controller. The inverse of the weights
W1 andW2 multiplied byγmin are also shown.
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Figure 9.11: Bode plot for the x-axis open loop in the presence of sloshingand flexible modes.

W3 on the actuation. If that constant is relaxed both become smaller as well asγmin,
but at the price of a fast noise sensitive system, which is undesirable.

The step response for the x and z-axis is very similar to the one illustrated in Fig-
ure 9.7. The x-axis has an overshoot of28 % and the z-axis has15 % and also here it
has not been possible to reach the same values.

The classical stability margins are evaluated in one open loop at the time as was
performed for the attitude LQG controller in Section 8.5. Weobtain the following results

GMx = 13.1 db (at 0.008 Hz) and PMx = 55 deg (at 0.002 Hz)
GMz = 14.8 db (at 0.008 Hz) and PMz = 55 deg (at 0.002 Hz)

(9.33)

which are illustrated in Figures 9.11 and 9.12 respectivelyincluding the flexible and
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Figure 9.12: Bode plot for the z-axis open loop in the presence of sloshingand flexible modes.
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Figure 9.13: Illustration of the feed forward compensation scheme interconnections. The param-
etersω andω̇ are the time varying cross coupling terms in Equation (4.16).

sloshing modes.
The controller has been reduced in order to remove2 very fast modes. It has a

similar shape as the out of plane controller in Figure 9.9 andthe discretization has been
performed similarly.

Due to the cross couplings present in the plant especially around the orbital fre-
quency, it is important to implement a decoupling to avoid cross effects between the
axes. From Equation (4.16) we see that we need to compensate as follows

Fxff
= −m(2ω(t)żg + ω̇(t)zg) (9.34)

Fzff
= m(2ω(t)ẋg + ω̇(t)xg) (9.35)

whereFxff
andFzff

are the feed forward signals. The last term containingω̇(t) appears
small, but it is very important to compensate it for larger distances in either x or z
direction. For a distance in x direction of−500 m the contribution from the two terms
is the same order of magnitude. If not accounted for it clearly introduces undesired
oscillations on the other axis.

It is chosen to compensate using the guidance signals ratherthan estimating the states
and compensate from them. The advantage is that it is decoupled from the feedback
loops and will not affect the robust stability and performance. For a well tuned controller
the control error will be small and the approach of guidance feedforward gives good
results. The connection structure is illustrated in Figures 9.13 and 7.1.

The termFacc in Figure 9.13 is the computed force needed to provide the guidance
profile acceleration. For constant accelerationFacc is a pulse and for exponential braking
a certain profile. The computations are found in Table 7.5 andillustrated in Figure 7.10
in Section 7.7.

We will now consider theH∞ position control design discretely implemented in a
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Figure 9.14: Phase plane plot fors3 to s4 approach following the constant and exponential brak-
ing profiles.

full nonlinear simulation, which implements all details documented in this thesis. It
will simulate the complete GNC froms3 to s4 with an approach velocity of0.2 m/s.
The guidance profile selected is the constant acceleration and constant braking as more
demanding for the GNC. For comparison also exponential braking has been tried and the
result is illustrated in Figure 9.14. Both perform very welland are comfortably inside
specifications.

It is recalled that the target docking port can oscillate dueto the ISS attitude motion
described in Figure 3.5. This will cause a motion ofrdt in the LVLH frame. At the
larger distances the controller tries to track the mean motion of rdt as it is meaningless
to follow tightly the docking port, although this is what is measured. The control is port
to port.

In Figure 9.15 is shown the results of a full nonlinear simulation providing relative
port to port positions, velocities and the forces on the chaser spacecraft. The plots pro-
vide the port to port relative valuesspp, which is the control error and the COM motion
of the chaser. The oscillations are due to the motion of the target docking port.

For the x-axis we observe the offset between the COM and port locations and that
the motion moves smooth from−500 m to −20 m. The approach speed reaches well
the0.2 m/s and starts after50 s at thes3 point. The acceleration and braking pulses are
clearly visible on the force plot.

For the y and z-axes we see clearly on the motion of the COM thatthe controller
is not tracking all the target oscillations. As the chaser attitude motions is very small,
see Figure 8.5, thespp motion is mostly due to the target motion. For the force on the
z-axis we clearly see the feed forward compensation due to the approach velocity along
the x-axis.

In Figure 9.16 we see the lateral positions for the target andchaser ports in absolute
terms in the LVLH frame. The oscillation on the z-axis is caused by the cross coupling
due to the acceleration pulse. The two right most plots show the lateral relative motion in
the y-z plane which gives a good idea of the motion observed from one of the ports. The
box shaped lateral velocities ofṡpp is caused by the constant parts of the velocity shown
in Figure 3.5. We see that the design performs well inside specifications. The same plots
are shown including target flexible motion in Section D.4 showing little impact.
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Figure 9.15: The full nonlinear simulation showing the port to portspp motion, the chaser COM
motion, the associated velocities and the forces.spp(0) = [−500, 0, 0]T m andṡpp(0) = 0 m/s.

9.7 Out of Plane Model Uncertainty

The uncertain parameters in the out of plane model in Equation (4.18) are the massmc

and the orbital angular rateω. The former we will treat later, when in and out of plane
models are combined.
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Figure 9.17: Taylor, chord and area match-
ing approximations for the orbital rateω

3

2 .

The variation ofω is shown in Table 7.2
and we notice from Equation (4.18) that it ap-
pears in the model asω

3

2 . We see from the
development in Section D.3.4 that it is pos-
sible to represent any matrixX ∈ Cm×n to
the powerN such thatXN∀N ∈ Z is an ex-
act LFT. This is not the case forN ∈ R and
therefore we need to approximateω

3

2 . For
ε = 0.1 it is not so far from a straight line, but
for larger eccentricities it clearly has a convex
curvature, with more curvature for lowerω.

As illustrated in Figure 9.17 there are var-
ious ways to approximate the function of the
orbital rate. We consider a chord, a shifted chord with a least squared error and Taylor
approximations up to order3.

The performance of the approximations is evaluated by computing the true and ap-
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Figure 9.16: The full nonlinear simulation showing the true LVLH lateralport motions as well
as the relative motion in the cross section y-z plane. The green part of the curve is for relative
distance smaller than100 m.

proximated eigenvalues of Equation (4.18). Then the error is found using the same
principle as in Equation (4.111). This gives the radius in percentage of an error disc
centered at the true eigenvalues. We consider the eigenvalue approximation rather than
only the matrix parameters alone as it is the important characteristics for stability and
performance. The result of the various methods investigated is listed in Table 9.5. It is
seen that only the second and third order Taylor expansions have very small errors. As
the eccentricity increases the error grows close to10 % for ε = 0.7 beyond which a third
order approximation is recommended. We select a second order Taylor as it has small
errors as well as it fits well with the natural presence of second order parameters of the
in plane dynamics.

Type Error in %
Chord [0; 0.8]
Area matching [−0.7; 0.2]
Taylor1st order [−1; 0]
Taylor2nd order [−0.04; 0.02]

Taylor3rd order [−0.003; 0]

Table 9.5: Out of plane eigenvalue errors as a function of approximation of theω
3

2 parameter in
the transition matrix in Equation (4.18). The eccentricityis ε = 0.1.

We findω0 = 1
2 (ωmax + ωmin) and let us definez(ω) ≈ ω

3

2 . Then we can find the
2nd order Taylor approximation as

z(ω) =
3

8
ω
− 1

2

0 ω2 +
3

4
ω

1

2

0 ω − 1

8
ω

3

2

0 = aω2 + bω + c (9.36)
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which will be used further in the robustness analysis.
TheApo matrix of Equation (4.19) can now be partitioned as follows inserting Equa-

tion (9.36)

Apo =

[
0 1

−kz(ω) 0

]

= A0 + A1 (9.37)

where

A0 =

[
0 1

−kc 0

]

and A1 =

[
0 0

−k(aω2 + bω) 0

]

=

[
0
1

]

X
[

1 0
]

(9.38)
and

X = −kaω2 − kbω = −kaω
︸ ︷︷ ︸

1

ω
︸︷︷︸

2

−kbω
︸ ︷︷ ︸

3

(9.39)

The LFT formulation ofω is recalled from Equation (8.55) asω = ω̄ + δkp. In Equa-
tion (9.39) we observe3 LFTs consisting of a product of1 and2 followed by the addition
of 3.

The LFT for ω in Equation (9.39) is the scalar version of what is shown in Fig-
ure 8.13 and is denoted asFu2(M2, δ). The first one is a constant timesFu2(M2, δ) and
is Fu1(M1, δ) where

M1 =

[
0 −kakp

1 −kaω̄

]

(9.40)

Fu3(M3, δ) is found similar as in Equation (9.40). We can now write Equation (9.39)
as

X = Fu(M, δI3) = Fu2(M2, δ)Fu1(M1, δ) + Fu3(M3, δ) (9.41)

Using Lemma D.4 for concatenating LFTsM is found to be

M =







0 0 0 −kakp

kp 0 0 −kakpω̄
0 0 0 −kbkp

ω̄ 1 1 −kaω̄2 − kbω̄







(9.42)

The final uncertainty model for the out of plane dynamics, excluding theBpo matrix, is
illustrated in Figure 9.18.

9.8 In Plane Position Model Uncertainty

The uncertain parameter of the in plane model in Equation (4.16) are the massmc and
the orbital angular rateω.

We see that the orbital angular acceleration is present and we can writeω̇ = f(ω),
wheref(ω) is some function. This means that its uncertainty should vary with the same
repeatedδ as for the rate in order to be as little conservative as possible. Some points
should be observed foṙω
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Figure 9.18: Uncertainty model for the out of plane dynamics. It shall be noted that the massmc

uncertainty will be handled when combined with the in plane model.

• From Table 7.2, wherėθ = ω and θ̈ = ω̇, we see that its value is about 3 to 4
orders of magnitude smaller than the orbital rate at any point in time.

• Despite its sign change over the orbit, its influence on the eigenvalues of the dy-
namics is rather small.

• f(ω) has no analytical closed form and its characteristics change drastically as a
function of the eccentricity as well as it is mathematicallynot a function (2 values
of ω̇ for the sameω).

The phase plane trajectories ofω̇ vary from a point at zero (ε = 0) over ellipses (ε in
midrange) to an onion shaped trajectory (ε higher). We can represent it as an ellipse
such

ω̇2

a2
+

ω2

b2
= 1 =⇒ ω̇ = ±a

√

1 − ω2

b2
(9.43)

The square root could then be approximated by a Taylor seriestogether with a resolution
of the sign ambiguity. The added complexity should be considered with respect to its
very small influence.

Based upon these considerations it is decided to take a worstcase approach and
consider thėω uncertainty independent ofω.

TheApi matrix of Equation (4.17) can now be approximated as for the out of plane
using Equation (9.36) for theω

3

2 terms and become

Api ≈







0 0 1 0
0 0 0 1

ω2 − kaω2 − kbω − kc ω̇ 0 2ω
−ω̇ ω2 + 2kaω2 + 2kbω + 2kc −2ω 0







(9.44)
≈ A0 + A1(ω

2) + A2(ω) + A3(ω̇) (9.45)
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We will first deal with a general formulation of the terms containingω2. For a scalar
case of the LFT in Figure 8.13 forω we can multiply two of those using Equation (D.21)
to obtain the LFT ofω2 asω2 = Fu(M,∆) where

M =





0 0 kp

kp 0 kpω̄
ω̄ 1 ω̄2



 and ∆ =

[
δ 0
0 δ

]

(9.46)

It is useful to formulate a general solution to matrices of the form at hand, which is
found in Theorem 9.2

Theorem 9.2
For a matrix A ∈ Cm×n with all nonzero elements of the formAij = aijx

2 + bij and
x = x̄ + δkp with ‖δ‖ 6 1, x̄ = 1

2 (xmax + xmin) andkp = 1
2 (xmax − xmin) the

general LFT can be expressed as

A = A1(x
2) + A0 = Fu(R, δI2r) (9.47)

where

R =

[
Ir(M11) Ir(M12)S

LIr(M21) A0 + LIr(x̄
2)S

]

(9.48)

In Equation (9.47)A0 holds all constantbij terms andA1 all terms ofaijx
2. Mij are

the partitioned elements of the fundamental LFT in Equation(9.46) andr = rank(A1).
The termsL andS come from the SVD ofA1 as

A1 = LIr(x
2)S (9.49)

whereIr(·) is block diagonal of the argument of dimensionr × r in block terms.

Proof: We splitA = A0 + A1 whereA0 contains all constant termsbij andA1 all
terms of the formaijx

2. We can now placex2 outside the matrix and write

A1 =






a11x
2 · · ·

...
. . .

aijx
2




 =






a11 · · ·
...

. . .
aij




x2 = L(x2Ir)S (9.50)

Using Equations (8.32), (8.42) and (8.43) we can write

A = Fu(P, x2Ir) and P =

[
0 S

L A0

]

(9.51)

The upper block of the LFT in Equation (9.51) we can conveniently express as another
LFT

x2Ir =






x2
1

. . .
x2

r




 =

r∑

i=1











0
. . .

x2
i

. . .
0











(9.52)
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whereIr has rank= r and each matrix in the sum has rank1. Theith matrix can then
be decomposed as










0
. . .

x2
i

. . .
0











=











0
...
1
...
0











r×1

x2
[
0 · · · 1 · · · 0

]

1×r
= Lix

2Si (9.53)

We now use Equation (9.46) to representx2 as a LFT and Equation (9.53) becomes

Lix
2Si = Li(M22 + M21∆(I− M11∆)−1M12)Si (9.54)

= LiM22Si
︸ ︷︷ ︸

N22i

+LiM21
︸ ︷︷ ︸

N21i

∆(I − M11
︸︷︷︸

N11i

∆)−1 M12Si
︸ ︷︷ ︸

N12i

= Fu(Ni,∆)

Completing the sum in Equation (9.52) we get

x2Ir =

r∑

i=1

Fu(Ni,∆) = Fu(Q, δI2r) (9.55)

where

Q =








N111
N121

. . .
...

N11r
N12r

N211
· · · N21r

∑r
i=1 N22i








(9.56)

for coupling LFTs in parallel and pulling out all upper blocks. We now expressQ in
terms of the primary parameters from Equation (9.46) and using the structural informa-
tion of Equations (9.52) and (9.53) it gives the following block diagonal matrices

Q11 = M11Ir, dim = 2r × 2r (9.57)

Q12 =






M121

. . .
M12r




 , dim = 2r × r (9.58)

Q21 =






M211

. . .
M21r




 , dim = r × 2r (9.59)

Q22 = M22Ir, dim = r × r (9.60)

Combining Equation (9.55) with Equation (9.51) we get the generalized star product

A = Fu(P, x2Ir) = Fu(P, Fu(Q, δI2r)) = Fu(S(Q,P), δI2r) (9.61)
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which is easily seen from Figure D.3. We finally need to computeS(Q,P) from Equa-
tion (D.29) observing from Equation (9.51) thatP11 = 0

Fl(Q,P11) = Q11 (9.62)

Fu(P,Q22) = P22 + P21Q22P12 = A0 + L(x̄2Ir)S (9.63)

Q12P12 = (M12Ir)S (9.64)

P21Q21 = L(K21Ir) (9.65)

From Equation (9.62) to Equation (9.65) we see thatR = S(Q,P) which completes
the proof. �

We can now use Theorem 9.2 to find the first two terms of Equation(9.45) and from
Equation (9.44)

A0 =







0 0 1 0
0 0 0 1

−kc 0 0 0
0 2kc 0 0







and A1 =







0 0 0 0
0 0 0 0

(1 − ka)ω2 0 0 0
0 (1 + 2ka)ω2 0 0







(9.66)
From SVD in Lemma 8.1 ofA1 we get

L =







0 0
0 0
1 0
0 1







and S =

[
1 − ka 0 0 0

0 1 + 2ka 0 0

]

, rank= 2 (9.67)

and using Theorem 9.2 and Equations (9.48) and (9.46) we can write the LFT forA0 +
A1 in Equation (9.45) asFu(M1,∆1) where

M1 =







[
M11

M11

] [
M12

M12

]

S

L

[
M21

M21

]

A0 + L

[
ω̄2

ω̄2

]

S







and∆1 =







δ
δ

δ
δ







(9.68)
ForA2 in Equation (9.45) it can be decomposed using Lemma 8.2 and Equations (8.42)
and (8.43) as

A2 = Y0 + δY1 and Y0 =







0 0 0 0
0 0 0 0

−kbω̄ 0 0 2ω̄
0 2kbω̄ −2ω̄ 0







(9.69)

and

δY1 =







0 0
0 0
0 1
1 0







︸ ︷︷ ︸

L2

[
δ

δ

] [
0 2kbkp −2kp 0

−kbkp 0 0 2kp

]

︸ ︷︷ ︸

S2

, rank= 2

(9.70)

Finn Ankersen, September 12, 2011



200 Relative Position Control

We then obtain
A2 = Fu(M2,∆2) (9.71)

where

M2 =

[
0 S2

L2 Y0

]

and ∆2 =

[
δ

δ

]

(9.72)

For the last termA3 in Equation (9.45) a worst case will be applied, as explained
earlier, andω̇ is considered independent fromω. We have

ω̇ = ¯̇ω + δω̇kω̇ ∧ ‖δω̇‖ ≤ 1, ∀δω̇ ∈ R (9.73)

but asω̇min = −ω̇max we get

¯̇ω = 0 and kω̇ = ω̇max (9.74)

We then get directly

A3 =







0 0
0 0
0 −1
1 0







︸ ︷︷ ︸

L3

[
δω̇

δω̇

] [
−kω̇ 0 0 0

0 −kω̇ 0 0

]

︸ ︷︷ ︸

S3

, rank= 2 (9.75)

obtaining
A3 = Fu(M3,∆3) (9.76)

where

M3 =

[
0 S3

L3 0

]

and ∆3 =

[
δω̇

δω̇

]

(9.77)

The final uncertainty model for the in plane dynamics, excluding theBpi matrix, is
illustrated in Figure 9.19.

9.9 Chaser Mass Uncertainty Description

The input matrices for the out of and in plane models in Figures 9.18 and 9.19 we
combine into one as

B =

[
0
1

mc
I

]

=

[
0

I−1
m

]

=

[
0

I

]

I−1
m (9.78)

The uncertainty on the massmc is

mc = m̄c + δmkm ∧ ‖δm‖ ≤ 1, ∀δm ∈ R (9.79)

wherem̄c andkm are completed in a similar manner as in Equation (8.69). We select the
worst case, which is when the chaser is the lightest, from Equation (C.5) withmcmin

=
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Figure 9.19: Uncertainty model for the in plane dynamics. It shall be noted that the massmc

uncertainty will be handled when combined with the out of plane model.

14000 kg andmcmax
= 15000 kg. This gives a variation of about±3.5 % and larger

than specified in Section C.2.
The formulation in Equation (9.78) is equivalent to the one in Equations (8.47)

and (8.48).Im then becomes

Im = Im0
+
[

I
]

︸ ︷︷ ︸

L





δm

δm

δm





︸ ︷︷ ︸

∆m





km

km

km





︸ ︷︷ ︸

S

, rank= 3 (9.80)

and

Mm =

[
0 S

L Im0

]

(9.81)

We can now write

I−1
m = Fu(Mm,∆m)−1 = Fu(MUm,∆m) (9.82)

whereMUm is equivalent to Equation (8.51) for the inverse of a LFT as defined in
Section D.3.3.2.Im0

is the diagonal of̄mc from Equation (9.79).

9.10 Sloshing Model Uncertainty Description

The sloshing model used for the worst case analysis will lumpthe4 tanks into1 tank with
the equivalent mass. It is retained for all axes and the damping is the major uncertainty
in the model. The uncertainty of the dampingcs ∈ [0.16; 0.5] defined in Section 3.4.4 is

cs = c̄s + δsκ ∧ ‖δs‖ ≤ 1, ∀δs ∈ R (9.83)
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wherec̄s andκs are computed in a similar manner as in Equation (8.69). The uncertainty
is present in both the transition and output matrices and from Equations (3.40) and (3.42)
we can perform the partitioning as follows for one axis

Asx
= A0x

+ A1x
=

[
0 1

− ks

m1
− c̄s

m1

]

+ δs

[
0 0
0 − κ

m1

]

(9.84)

and
Csx

= C0x
+ C1x

=
[

ks c̄s

]
+ δs

[
0 κ

]
(9.85)

As in Equations (3.40) and (3.42) it is block diagonal and Equation (9.84) for all axes
becomes

As = A0 + A1 =





A0x

A0x

A0x



+





A1x

A1x

A1x



 (9.86)

As earlier we perform a SVD ofA1 in Equation (9.86)

A1 =











0 0 0
0 1 0
0 0 0
1 0 0
0 0 0
0 0 1











︸ ︷︷ ︸

L





δs

δs

δs





︸ ︷︷ ︸

∆As





0 0 0 1 0 0
0 1 0 0 0 0
0 0 0 0 0 1





︸ ︷︷ ︸

S

(

− κ

m1

)

, rank= 3

(9.87)
and

As = Fu(MAs
,∆As

) (9.88)

where

MAs
=

[
0 S

L A0

]

(9.89)

The output matrixCs in Equation (3.42) takes the same form as in Equation (9.86) and
it is not written out here. The SVD ofC1 becomes

C1 =





1
1

1





︸ ︷︷ ︸

L





δs

δs

δs





︸ ︷︷ ︸

∆Cs





0 1
0 1

0 1





︸ ︷︷ ︸

S

κ, rank= 3

(9.90)
and

Cs = Fu(MCs
,∆Cs

) (9.91)

whereMCs
is having the same partitioning as in Equation (9.89) replacing the elements.

The complete uncertainty model is illustrated in Figure 9.20.
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Figure 9.20: Sloshing uncertainty model.

9.11 Combined Relative Position Model Uncertainty

The uncertainty models for the out of plane dynamics in Section 9.7 an in plane in
Section 9.8 will now be combined into one model.

The LFTs in Figure 9.18 and 9.19 are combined into one leadingto a size of the
∆ = diag([δI9, δω̇I2]) with 11 elements in the diagonal.

The uncertainty of the massmc of the input matrix of Equations (4.16) and (4.18)
is performed in Section 9.9. This is simply concatenated to the above LFT and it has a
∆m of dimension3.

The thruster uncertainty will be lumped into an uncertaintydirectly on the input of
the plant on the3 axes. The structure is equivalent to the one developed in Section 8.11,
which will be used directly. The structure of the LFT is the same as illustrated in Fig-
ure 8.17. From Table C.5 we have a3σ thrust uncertainty of3.1 %. Lumping it together
and accounting for orientation uncertainty, we will apply an uncertainty of5 % indepen-
dent on all axes giving a∆th of dimension3.

The delay in the feedback loop is reused directly from the development in Sec-
tion 8.12 adding a repeated uncertainty block∆τ of dimension6.

The uncertainty model of the flexible modes used is identicalto the one developed
in Section 8.10 and can be used directly, only keeping in mindthat a different part of the
modal coupling matrix in Equation (3.18) is used for the translational motion than for
the rotational motion. This adds a∆f of dimension2.

The uncertainty model for the fuel sloshing is developed in Section 9.10 and is con-
nected to the rest like the flexible model, as they have the same inputs and their outputs
are summed. See also principal illustration in Figure 3.7. This contributes a∆s of
dimension6.

In total this leads to an uncertainty dimension of31 of which all are real parametric
and many repeated.
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Figure 9.21: Robust Stability structured singular value plots for orbital eccentricityε = 0.1 and
the large valueε = 0.7. For the latter the lower bound is omitted for increased readability but
follows closely the upper bound. The first large peak is due tothe sloshing uncertainty and the
smaller peak the flexible modes. The bounds are close together even for the largest value at the
peak.

9.12 Robust Stability

The theory for RS is explained in detail in Section 8.13 and isall used as it is for the
present problem.

As evident from the past sections there are only real parametric uncertainties, which
means we need to add some complex uncertainty in order to reliably find the lower
bound of the structured singular valueµ. The procedure and structure are the same as
illustrated in Figure 8.23. In order to reliably find the lower bound and to have it close
to the upper bound, we need to add about15 − 20 % complex uncertainty.

It is recalled that the prime research is for the use of LTI controllers for the time
varying elliptical orbital environment. The objectives are for eccentricities ofε = 0.1
and the RS found is shown in Figure 9.21.

In Figure 9.21 we see that the upper and lower bounds forε = 0.1 are very close,
which is particular important for the frequency of maximumµ. Is is clear, that the driver
for the RS is the damping of the sloshing, which is more dominant than the flexible
modes. This is contrary to the RS for the attitude, where we omitted the sloshing, as it
appeared to be insignificant. It has been ensured by gradientinvestigations that the peak
has been captured.

To explore the boundaries of the design a high eccentricity of ε = 0.7 has been
investigated. This leads to a slightly elevatedµ value but with ample margin. It shall
be observed that the higher eccentricity is lower than for the attitude. This is due to
keep consistency with the approximation used for theω

3

2 uncertainty, which was rec-
ommended as a Taylor series of third order forε > 0.7 and second order has been used.

In conclusion it can be seen that a very robust controller design has been achieved,
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Figure 9.22: Robust Performance structured singular value plots for orbital eccentricityε = 0.1

and the large valueε = 0.7.

which is covering a wide range of uncertainties with a very comfortable margin.

9.13 Robust Performance

The theory of RP is explained in detail in Section 8.14 and is used directly for the
positionH∞ controller performance evaluation.

As for the attitude control the overall feedback system needs to be normalized by
scaling of the input and output. How this is done as well as thesetup for the RP
evaluation is identical to earlier and is illustrated in Figure 8.25 and Equations (8.93)
and (8.95).

For the scaling of the input output we use the maximum value from Equation (9.27)
for the calculation of theDe matrix in Equation (8.94). For the scaling of the disturbance
we use the maximum value for the differential drag listed in Table 7.4.

As theH∞ control design is a worst case one, we shall use the same performance
weight forWe in Figure 8.25 as we specified for the design in Figure 9.4 and listed in
Table 9.3. This means thatWe = W1 for the RP analysis.

When looking at the robustness it is important to only consider the driving perfor-
mance variables, which are the relative position.∆p in Equation (8.92) is a full complex
matrix connecting the relevant part ofz to w in Figure 8.20 for the RP analysis.

Figure 9.22 displays the RP for the main eccentricity and a large eccentricity to
analyze wider performance. As for the RS the sloshing is visible in Figure 9.22, but
the flexible modes hardly. The largestµ value is within the closed loop bandwidth and
provides sufficient performance margin. With a maximumµ of about0.8 it indicates
a design with some performance margin, but still responsiveand well performing. For
ε = 0.7 a slightly reduced margin is observed, but it remains comfortably below1.
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In conclusion a successful and robustly performing LTIH∞ design has been per-
formed and exhibits good RS and RP behavior over a large LTV domain.

The worst case∆ has been unwrapped from the analysis and used as input for the
MC validation to be performed in Section 11.3.

9.14 Conclusion

A 3 DOF relative position control has been developed for the docking port to port con-
trol. It is based on theH∞ worst case approach and has resulted in a well performing
closed loop design exhibiting excellent RS and RP properties. The worst case∆ has
been successfully used in the time simulations in Chapter 11.

Further uncertainty LFT models have been developed for the relative position dy-
namics from Chapter 4. As an outcome of that, Theorem 9.2 has been developed with
associated proof providing a general LFT formulation of a matrix with an arbitrary num-
ber of uncertain square terms. Finally LFTs for the inverse mass input matrix and the
fuel sloshing are developed.

This development and results correspond to the objectives of bullet 8 in Section 1.3.
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Chapter 10

Coupled Relative Attitude and
Position Control

After the finalized LVLH attitude and control in Chapter 8 andthe relative port to port
position control in Chapter 9, we proceed with the final part where both are coupled.
The final approach is recalled from Figure 2.5 and goes from point s4 until contact.

The switching from the previous controller type and structure to the present one is
not considered as a research topic in this context. It is considered that wait in the hold
points4 until specifications are achieved in order to proceed.

The control is6 DOF and both position and attitude is with respect to the target
docking port. This is the third situation illustrated in Figure 7.3. The lateral control
objective along the y and z-axis is to keep the centers of the docking ports aligned. This
means controlling the relative difference to zero along they and z-axis. The control
objective along the x-axis of the target port frameFdt is to follow the guidance profile
developed in Section 7.7 and Tables 7.5 and 7.6. The relativeattitude shall be controlled
to zero around all3 axes.

10.1 Control Requirements Detailing

The location ofs4 is recalled from Table 2.1 to bes4 = [−20, 0, 0]T port to port. From
Table 2.2 the attitude shall be less than5 deg on all axes and the relative position re-
quirements are in Table 2.7. It means that the relative position on the lateral y and z-axis
shall be between±0.1 m. As the port is circular, we will consider this bound as the
maximum radius in the y-z plane. The approach velocity we select to0.05 m/s, as we
are then exposed to disturbances and time varying parameters for longer time and range
creating a worst case situation.
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POS [m] ATT [deg]
x-axis y,z-axis x-axis y,z-axis

Bias [0.01; 0.2] [0; 0.1] 0.8 [0.55; 0.8]
Noise3σ [0.005; 0.2] [0; 0.07] 0.1 [0.05; 1.0]

Table 10.1: Simplified sensor data extracted from Table 3.3. The lower and upper values corre-
spond to a range of[0; 20] m.

10.2 Target and Sensor Characteristic

The target docking port motion is described in detail in Section 3.2.1 and the bandwidth
derivation is performed in Section 9.2. The specific values for the6 DOF will be identi-
fied here by extracting the characteristic values from Table3.3.

This can also be expressed such that the range has1.0% noise of the range and the
lateral noise is0.35%. The attitude noise is constant2% of the requirement around the
x-axis and about5% as a function of the range around the y and z-axis.

10.3 Plant Description and Variation

The plant variations are all described in Section 8.2 for theattitude and in Section 9.3
for the relative position.

The fully coupled6 DOF model is derived in Chapter 5 and the coupled linear state
space model in Section 5.7.5. We will use the model in Equation (5.36) for the synthesis
and analysis.

For the sake of clarity we recall the state vector to bex=[xp, ẋp, θc, ωc, θt, θ̇t,θra]T

and the output vector to bey = [xp, ẋp, θc, ωc, θt, θ̇t, xpp, ẋpp, θra, ωra
︸ ︷︷ ︸

]T. The under

braced elements ofy is what need to be controlled.
We recall that the model includes the target motion as a harmonic oscillator, which

is not reachable from the control inputs. We therefore need to evaluate the model and
adapt such that it is both controllable and observable. Whenboth are fulfilled we also
have a minimal realization. The input signal is as before

u = [ F,N
︸ ︷︷ ︸

small signal

, θc0
, θt0 , r̃dt0 , r̃dc0

]T (10.1)

which is for the large signal model. The small signal model input in Equation (10.1) are
F andN.

Controllability: As the target states are not controllable, we will remove them
[θt, θ̇t]

T from the state space model. This is nevertheless not fully solving the prob-
lem asθt is used to compute the relative attitudeθra. Computing the controllability
matrixC (Glad. & Ljung 1981)

C ,
[
B AB A2B · · ·An−1B

]
(10.2)
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for the pair(A,B) it should have full row rankn, wheren is the number of states. As
expected it is rank deficient with3, which is exactly the3 states ofθra. To fulfill con-
dition A1 in Section 9.4 for theH∞ algorithm, we need to reduce the model further by
removingθra from the state vector. This means the state vector is nowx = [xp, ẋp, θc,
ωc]

T and the input vectoru = [F,N]T. The matrices in Equations (5.37) and (5.38) are
reduced correspondingly.

This has two consequences. One is that the target motion willhave to be modeled
as a disturbance to the plant with a weight describing its characteristic behavior. The
other is that the variable to controlθra is no longer in the model. This does not pose
a problem as the synthesis can equivalently be performed forthe chaser attitudeθc, as
known from Section 5.7.2, as the target cannot be influenced.Thereforeθra is anyhow
controlled by controlling physicallyθc only.

Observability: From Equation (5.39) of theC matrix, we see all states are observ-
able, which can also be found analytically from the full column rankn of

O ,








C

CA
...

CAn−1








(10.3)

the pair(A,C). (Glad. & Ljung 1981)
The output vector we then define asy = [xpp, ẋpp, θc, ωc]

T. It means we will
controlθc to another reference thanθt, but that is equivalent as long as we include the
characteristics ofθt. This will ensure equivalence, when we replace withθra in the
actual implementation.

The matrices for the reduced order design model modifying Equations (5.37) to (5.40)
become

A =

[
Ap 0

0 Ac

]

, B =

[
Bp 0

0 Bc

]

, C =







I 0 Bdc1
0

0 I 0 Bdc2

0 0 I 0

0 0 0 I







, D = 0

(10.4)
Finally we will investigate the RGA to evaluate the couplings in the12 × 6 plant.

There are weak couplings between attitude and relative position. There are stronger
interactions between the axes of the position and the attitude is mostly diagonal. As
earlier the plant exhibits strong axial couplings at the orbital frequency as detailed in
Section 9.6.

In Equation (10.4) we see that the only linear cross couplings are from the kinematics
in theC matrix. This can conveniently be decoupled for the controller synthesis. It is
observed that the couplings are

• From the attitude to the position due to the port lever arms

• There are no couplings from the position to the attitude
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We will find a matrixVd such that we get only the original diagonal of theC matrix.
We write theC matrix of Equation (10.4) as a partitioned matrix as follows

C =







I 0 Bdc1
0

0 I 0 Bdc2

0 0 I 0

0 0 0 I







=

[
I B1

0 I

]

(10.5)

and
VdC = I (10.6)

Vd = C−1 (10.7)

By the inversion theorem of a partitioned matrix (Bernstein2005) and inserting the
partitionedC matrix we obtain

Vd =

[
I −B1

0 I

]

=







I 0 −Bdc1
0

0 I 0 −Bdc2

0 0 I 0

0 0 0 I







(10.8)

The new plant is now completely decoupled and the controllers for position and attitude
can be designed independently. For the implementation of the controllers one only needs
to pre multiply the controller input byV−1

d .

10.4 Out of Plane Position Control and Controller Type
Selection

The objective of the design here is to obtain a well tracking controller froms4 until
docking. This is contrary to the slow average motion tracking design in Chapter 9 and
might require a different problem formulation, which will be addressed here.

A signal basedH∞ controller design will be addressed, which is very general and is
appropriate for multi variable problems in which several objectives must be taken into
account simultaneously. The focus of attention is on the minimization of the size of
the defined error signals contrary to the earlier design, where the focus was on shaping
certain transfer functions over frequency (Skogestad & Postlethwaite 2005). Before
embarking on this approach, we will first see how well we perform by redesigning the
earlier controllers.

For performing the designs and tradeoffs the out of plane control will be used, as it
can be seen as representative for the other ones to a large degree.

10.4.1 Mixed sensitivity

The formulation of the control problem is the same as illustrated in Figure 9.4 but with
different weights. The weightWr is selected as a low pass filter in order to lower theγ
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A M ω

W0 = 0.03

W1 =
1

M
s+ω

s+Aω
0.01 2 0.63

W2 = s+Aω
1

M
s+ω

0.5 10 12.6

W3 =
1

M
s+ω

s+Aω
100 0.01 12.6

Wn = 0.1
Wr = ω

s+ω
1.89

Table 10.2: Summary of all weights used for the mixed sensitivityH∞ design.

value. This is now needed as all the other weights have highercross over frequencies.
The following values in Table 10.2 are obtained after some iterations

The shape of all functions are not much different from those in Section 9.5, except
shifted in frequency, and will not be repeated here. For thissuboptimal controller we
obtain

γmin = 0.99 (10.9)

and stability margins of

GM = 25 db (at 0.79 Hz) and PM = 59 deg (at 0.13 Hz) (10.10)

The performance is well fulfilled at both thes4 point and at docking. This is illustrated in
Figure 10.6. It was experienced non trivial to obtain a good balance between the weights
to fulfill the requirements. Ats4 where measurement noise dominates the control signal
is relatively large.

10.4.2 Signal Based

In the signal based approach weighting functions are applied to the signals of concern in
the design process. We will formulate the problem as a model reference one, where the
controller shall try to make the closed loop behave as a reference modelWref .

The objective ofWref is to represent a transfer function, which will be able to track
the worst case target port motion. This is of the triangular shape shown in Figure 3.5
and the worst case is for the shortest reversal timed = 8 s and amplitudeA = 0.7 deg
as listed in Table 3.2. We need to follow the ramp part of the signal as well as the critical
part and not to have too large overshoot at the peaks. We definea reference model as

Wref =
ω2

s2 + 2ζωs + ω2

s + ω1

ω1
(10.11)

The2nd order part in Equation (10.11) follows well the slope, but overshoots too much
at the corners. The first step is to lower the damping toζ = 0.5 in order to keep the phase
close to zero for higher frequency and reduce the lag. To further keep the phase at zero
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Figure 10.1: Signal based model reference configuration for theH∞ design of the two degree of
freedom controller.

we add a lead component in Equation (10.11). This enables us to keep the phase very
flat before it drops and provides sufficient tracking. The parameters of Equation (10.11)
are

ω = ω1 = 0.05 Hz and ζ = 0.5 (10.12)

Having identifiedWref we now proceed to formulate the design structure, which is
illustrated in Figure 10.1. The generalized plantP in Figure 10.1 becomes as follows
with K pulled out in a lower LFT

P =







−WeG
′W0 −WeWn WeWrefWr −WeG

′

0 0 0 Wu

0 0 Wr 0

−G′W0 −Wn WrefWr −G′







(10.13)

and the closed loop transfer function is computed as in Equation (9.4).
It is chosen to consider a two degree of freedom controller, as shown in Figure 10.1.

This is driven by the more demanding docking conditions and that feed forward control
generally contributes well to the control performance. Therefore the controller is of the
form (Limebeer, Kasenally & Perkins 1993)

K = [K1 K2] (10.14)

whereK1 is the feed forward part andK2 is the stabilizing feedback controller. The
drawbacks are increased controller complexity and that thetarget attitude needs to be
measurable. The latter is assumed to be available, though onISS it is not for non tech-
nical reasons, and we will later consider the Fault TolerantControl (FTC) of the design
should it drop out.
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(b) 2 degree of freedom controller

Figure 10.2: Principal structure of the standard 1 degree of freedom controller and the used 2
degree of freedom controller.

Before we proceed, some differences between the two controller architectures in
Figure 10.2 need to be highlighted. The properties ofS andT in Equations (8.22)
to (8.24) are clear from Figure 10.2 and valid for one degree of freedom controllers

y = (I + GK)−1GK
︸ ︷︷ ︸

T

r + (I + GK)−1

︸ ︷︷ ︸

S

d (10.15)

For the two degree of freedom controller we can formulate thefunctionally equivalent
transfer functions from Figure 10.2 as

y = (I + GK2)
−1G(K1 + K2)

︸ ︷︷ ︸

T2

r + (I + GK2)
−1

︸ ︷︷ ︸

S2

d (10.16)

and the index2 is used to distinguish from the classical ones. It is observed thatS2 = S

in Equation (10.16), but thatT2 6= T. The sum becomes

S2 + T2 = I + (I + GK2)
−1GK1 = I + S2GK1 (10.17)

and it is highlighted that the property of Equation (8.24) does not hold for two degree of
freedom controllers.

We can now compute the closed loop transfer function from Equations (9.4) and
(10.13), which after some algebraic manipulations becomes

Fl(P,K)=

[
WeG

′(K2S2 − I)W0 −WeS2Wn We(WrefS2 − G′K1)Wr

−WuK2S2G
′W0 −WuK2S2Wn Wu(K1 + K2S2Wref )Wr

]

(10.18)

Finn Ankersen, September 12, 2011



214 Coupled Relative Attitude and Position Control

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

10
1

10
−8

10
−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

10
1

Hz

S 2,T 2

T
2

S
2

S
2
+T

2

Figure 10.3: Plots of theS2 and T2 functions for the out of plane controller for the model
reference design in Equation (10.13).

The selection of the weights is driven by the requirements, but also to achieve a
balance between feed forward and stabilization. If allowedthe algorithm in Theorem 9.1
will try to perform a plant inversion, which is obviously notdesirable (and not possible
if RHP zeros are contained in the plant). This is achieved with W0 andWn. The
requirements for the design can mostly be formulated as

rmax = 0.4 m
emax = 5 %
MP < 30 − 40 %

tr ≈ 4 − 5 s

(10.19)

The form of the weights are similar to those used earlier and after design iterations the
weights become as in Table 10.3

The weightW0 on the control signal is kept at the same value as earlier.Wn

A M ω

W0 = 0.03
Wn = 0.5

Wr =
1

M
s+ω

s+Aω
1 100 0.63

We =
1

M
s+ω

s+Aω
0.01 2 0.31

Wu =
1

M
s+ω

s+Aω
100 0.01 6.28

Table 10.3: Summary of all weights used for the two degree of freedomH∞ design.Wref is
defined in Equations (10.11) and (10.12).
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Figure 10.4: Reduced orderK2 controller Bode plot as well as the discretized reduced controller
sampled at1 Hz.

represents both measurement noise and load disturbance on the output and is used as a
free design parameter. ForWe we selectω around the frequency of the parabolic part of
the target motion in Figure 3.5, which is approximately12dmin

. The low frequency value
corresponds to about1% error. ForWu we penalize the control at higher frequencies as
well as we need a cross over frequency separation to the otherweights to obtain a lower
γ. One needs to limit the control signal in order to handle the target port vibrations from
the ISS flexibility as described in Section 3.2.1. This is more sizing in the worst case
than measurement noise to ensure the relative velocity specification is fulfilled.

With Wr one can adjust the amount of the feed forward by its gain. It turns out that
the gain adjustment is advantageously done by lowering the bandwidth asγ can then be
lowered simultaneously. Using the weights in Table 10.3 andsolving Equation (9.4) the
suboptimalH∞ controller achieves

γmin = 0.65 (10.20)

In Figure 10.3 theS2 andT2 functions, as well as their sum, are illustrated. The cross
over frequency is slightly higher than specified andS2 exhibits well a low value at low
frequencies as desired.

The step response of the closed loop has a rise time of about4 s, a settling time of
30 s and a53 % first peak overshoot. The last is driven by the lower dampingin Wref

to avoid lag.
The open loop Bode plot is rather similar in shape to Figure 9.8, though shifted in

frequency and shows good stability margins

GM = 12.7 db (at 0.17 Hz) and PM = 51.1 deg (at 0.05 Hz) (10.21)

The shape of the feedback part of the controllerK2 is illustrated in Figure 10.4 with a
shape not too different from earlier ones, but significantlylarger gain. The feed forward
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Figure 10.5: Closed loop characteristic for the two degree of freedom controller K = [K1 K2].

controllerK1 has a low frequency gain of about10 and it increases steeply towards
the closed loop bandwidth with a phase advance in the same region. In Figure 10.5
the closed loop response is illustrated, which shows a smallgain increase at the desired
frequency to track the peaks of the reference signal. Further is it noted that a very flat
invariant phase has been achieved ensuring little lag resulting in very good tracking
performance.

10.4.3 One degree of freedom model reference

Further to the two previous designs a combination of the two has been tested. It is a re-
duced mixed sensitivity type usingWref , feedback from the error, but without weight-
ing the complementary sensitivity function. The design setup and the selected weights
are reported in Section D.5. Its performance is shown in Figure 10.6. The stability
margins are lower than the others and yield

GM = 11 db (at 0.21 Hz) and PM = 43 deg (at 0.09 Hz) (10.22)

and
γmin = 0.77 (10.23)

10.4.4 Design Trade Off

Three different designs have been performed and a trade off will be performed to select
one for the complete coupled design.

We will consider the worst case target port motion with and without measurement
noise to compare the controllers directly. This is evaluated ats4 and at docking, with the
plots for the former illustrated in Figure D.7 in Section D.5. The results at docking are
shown in Figure 10.6.
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In Figure 10.6 it is observed that all controllers fulfill therequirements also for the
velocity though not illustrated.

It is clear that the two degree of freedom controller tracks the reference significantly
better than the other two. We also investigate the case of fault in the transmission of the
target attitude motion used for the feed forward. This is thecase, where we consider
K1 = 0 and it is observed to become only slightly worse than the others remaining well
inside specifications. It is therefore considered fault tolerant to such errors.

On the error plot in Figure 10.6 the error signals of the different controllers are
compared as well as the error between the target motion and the Wref . The latter
is considered the best we can obtain. It is also clear that thetwo degree of freedom
controller out performs the others. The same relations are valid at s4 as illustrated in
Figure D.7.

As we seek a LTI controller to cover the whole range with varying measurement

σ Force −20 m 0 m

Mixed sensitivity 135 52
One DOF model reference[K2] 114 36
Two DOF model reference[K1 K2] 42 38
Two DOF model reference[0 K2] 36 29

Table 10.4: Standard deviation of the control signal for the different controllers at the two loca-
tionss4 and docking. They track the worst case target port motion, asdefined in Figure 3.5, with
the shortest reverse time as in Figure 10.6.
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Ax Az Mx Mz ωx ωz ζ

W0x,z
= [0.03, 0.03]

Wnx,z
= [0.5, 0.5]

Wrx,z
=

1

M
s+ω

s+Aω
1 1 100 100 0.1 0.1

Wex,z
=

1

M
s+ω

s+Aω
0.01 0.01 2 2 0.05 0.05

4

Wux,z
=

1

M
s+ω

s+Aω
100 100 0.01 0.01 1 1

4

Wrefx,z
= ω2

s2+2ζωs+ω2

s+ω
ω

0.05 0.05 0.5

Table 10.5: Summary of all weights used for the x,z axesH∞ two degree of freedom controller
design.

noise, one needs to assess the demand from the propulsion. InTable 10.4 the spread of
the control signals is listed for the two extreme points. It varies linearly between them.
They are all feasible though the first two track more noise than the rest.

From these investigations, it is clear that the two degree offreedom controller has
the best performance with the least control effort and good stability margins. It will be
chosen for further implementation despite the slightly increased complexity.

10.5 In Plane Position Control

For the in plane coupled control there will be used the same type of two degree of
freedom controller as in Section 10.4. Scaling is as earlierfor each axis for both feed
forward and feedback part.

The first logical step is to use directly the out of plane weights from Table 10.3 for
both the x and z-axis. It provides the same stability marginsandγ value, but the control
signal required on the x-axis is too large in demand of around400 N. This is driven by
the larger sensor noise along that axis. It is therefore necessary to re tune the controller,
which we can do without performance loss as the x-axis targetport motion is benign.

The obvious choice would be to either permit a larger error viaWe or changeWu to
constrain the control signal. It turns out that it is difficult to re tune without affecting the
z-axis controller, which we desire to keep. It appears that changing bothWe andWu

by the same ratios for the x-axis, the design on the z-axis remains unaffected. This is
what has been performed and after some iterations the weights in Table 10.5 have been
selected.

All the plots from the out of plane design in Figures 10.3 to 10.5 are rather represen-
tative for the in plane design and will not be repeated here. The only difference is that
the closed loop transfer fro the x-axis has little gain increase at the bandwidth frequency
and the phase decreases at a lower frequency, see Figure 10.5. The loop by loop stability
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margins obtained are

GMx = 11.8 db (at 0.08 Hz) and PMx = 42.4 deg (at 0.03 Hz)
GMz = 12.7 db (at 0.17 Hz) and PMz = 51.1 deg (at 0.05 Hz)

(10.24)

and the suboptimalH∞ optimization yields

γmin = 0.65 (10.25)

As usual a model order reduction is performed to eliminate the very fast and unnec-
essary poles in the controller. The controller is implemented in a discretized state space
form and combined with the out of plane one.

At this stage we will find the RS and RP for the relative position decoupled from
the relative attitude. It serves as an intermediate check ofthe design. The RS and RP
are found satisfactory and shown in Figure 10.7. The same uncertainties are used as
in Sections 9.12 and 9.13. For the RP the maximum reference isselected asrmax =
0.4 m and maximumrmax(error) = 0.1 m. For the performance weighting function
in Equation (8.100) we selectω = 0.005 Hz, M = 4 andA = 0.25. We see from
Figure 10.7 that both RS and RP have aµ well below1 for all uncertainties, as well as
NP is fulfilled.

10.6 Relative Attitude Control

For the design of the relative attitude control it is recalled from Section 10.3 that the
design can be done fully decoupled from the relative position. We only need to take into
account the decoupling matrixVd in Equation (10.8) when implementing the controller.

The relative attitude requirement is listed in Table 2.2 to5 deg on all axes. Knowing
that the target has a maximum amplitude of0.7 deg one could fulfill the requirement
by a slow non tracking controller. We will nevertheless try to track the relative attitude
between the chaser and the target, as well as we can in order toobtain a design useful
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A M ω

W0 = 0.03

W1 =
1

M
s+ω

s+Aω
0.2 2 0.063

W2 = s+Aω
1

M
s+ω

0.5 10 1.26

W3 =
1

M
s+ω

s+Aω
100 0.01 1.26

Wn =
1

M
s+ω

s+Aω
14.3 5 0.063

Wr = 1.0

Table 10.6: Summary of all weights used for the mixed sensitivityH∞ relative attitude design.

for other missions than the one used here. We will only use therelative attitude angular
measurements from the RVS, which is not measuring any rates.By using the chaser
gyro measurements less latency in the feedback loop can be obtained as well as a faster
tracking, but seen from the present requirements this complexity is not needed.

The natural choice for the controller type would be a similar2 degree of freedom
controller as chosen for the relative position in Section 10.4. This is encouraged by
the availability of the target attitude motion. The RVS provides the relative attitude
measurements. The noise level is specified in Table 3.3 to1 deg at3σ for the two lateral
axes and0.1 deg for the axial axis at20 m relative port to port distance. This noise
level is too large to obtain good target tracking, retain onecontroller for the entire final
approach and keep the command signal within the available torque.

From the above reasons there is no need to retain a more complex controller and it
is decided to continue with aH∞ mixed sensitivity1 degree of freedom controller. The
problem formulation used is the same as for the relative position in Figure 9.4.

We select a cross over frequency of0.01 Hz, which provides a good compromise
between tracking error, noise and stability margins.

The weights are similar to those selected in Section 9.5. Forthe weight representing
the noiseWn we have7% noise at low frequencies and assume increasing to some20%
at higher frequencies. After some iterations on design and simulations the final weights
are listed in Table 10.6.

The shape of the functionsS andT is not too different from those in Section 9.5 and
are not repeated here. We obtain from the optimization

γmin = 0.93 (10.26)

and the classical one loop open at the time stability marginsbecome

GMx = 12.4 db (at 0.063 Hz) and PMx = 60 deg (at 0.017 Hz)
GMy = 14.7 db (at 0.059 Hz) and PMy = 65 deg (at 0.014 Hz)
GMz = 14.7 db (at 0.059 Hz) and PMz = 65 deg (at 0.014 Hz)

(10.27)

In Figure 10.8 is shown the open loop worst case frequency response for the x-axis.
This axis has the lowest inertia and therefore the largest effect from the flexible modes
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Figure 10.8: The upper row illustrates the open loop frequency response for the x-axis with slosh
and flexible modes. The solar panels are oriented for the worst case angle. The lower left plot
illustrates better the flexible modes in a Nichols plot. The lower right plot shows the frequency
response for the sensitivity and complementary sensitivity functions for the x-axis.

clearly visible on the right hand zoomed figure. The flex mode will not have a desta-
bilizing effect as the phase crosses−180 deg well before the mode. It is nevertheless
desirable not to increase the gain too much in order to keep a distance of classically
−6 db. If a larger loop gain should be required more loop shapingwould be needed or
the flex modes should be included in the synthesis. In the present design this has been
avoided as we can obtain sufficient performance and margins without it and keep the
order ofK lower. The Nichols plot in Figure 10.8 illustrates better the flex mode and
the sufficient distance from the critical point. If the solarpanels are rotated by90 deg
the illustrated effect will be dominant on the z-axis, though less as the inertia is larger.

The lower right plot in Figure 10.8 shows theS andT functions for the design. The
illustration is for the x-axis, but all axes are fairly similar.

The designed closed loops have a bandwidth of about0.015 Hz, which is close to
the design goal. The rise time for a step response is15 s, the response has no oscillations
and a slight5% overshoot.

Finally the RS and RP have been evaluated at this decoupled level and found satis-
factory and shown in Figure 10.9. The same uncertainties areused as in Sections 8.13
and 8.14. For the RP the maximum reference is selected asrmax = 5 deg and maximum
θmax(error) = 1 deg. For the performance weighting function in Equation (8.100) we
selectω = 0.01 Hz, M = 3 andA = 0.2. We see from Figure 10.9 that both RS and
RP have aµ well below1 for all uncertainties, as well as NP is fulfilled.
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Figure 10.9: Robust stability and performance for the relative attitudefor the orbital eccentricities
ε = 0.1 andε = 0.7.

10.7 Coupled 6 Degree of FreedomH∞ Control

In this section we will combine the earlier designs into one overall coupled6 DOF
feedback system. As we decoupled the synthesis part theoretically in Section 10.3, we
can combine the controllers for the relative port to port control and the relative attitude
control directly. The decoupling matrixVd in Equation (10.8) is taken into account in
the nonlinear model of the measurement system.

The complete discretized controller is implemented in the full non linear simulator
as used for all previous final results. It will simulate the complete GNC froms4 un-
til docking with an approach velocity of0.05 m/s. The guidance profile selected is a
constant acceleration followed by the constant approach velocity.

It is recalled that the target docking port oscillates in a worst case triangular type of
motion due to the ISS attitude motion described in Figure 3.5.

Figure 10.10 shows the results of the complete final design from a full nonlinear
simulation providing relative port to port position, velocities and the forces on the chaser
spacecraft.

For the x-axis we observe that there is a station keeping ats4 for 100 s, after which
the final approach begins. The velocity moves from zero to the0.05 m/s as expected.
For the y and z-axes one sees that the relative position is controlled very well inside
the specification of0.1 m. The same is the case for the lateral relative velocities. It is
observed that the COM is moving around in order to track the target port motion. It is
recalled that the requirements are for thespp and not the COM motion. The demand for
actuation force is inside the envelope and we observe less need for actuation along the
axial than the lateral motion.

In Figure 10.11 we see illustrated the2 docking ports lateral positions and velocities
in the LVLH frame. They are very close to each other indicating that the controller is
tracking the target very well. If we compare with Figure 9.16, we see that the box shape
of the velocities in the y-z plane is no longer present, as we now track the target and not
its mean value, as for the farther distances.
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Figure 10.10: The full nonlinear simulation showing the port to portspp motion, the chaser
COM motion, the associated velocities and control forces. The initial condition isspp(0) =

[−20, 0, 0]T m and ṡpp(0) = 0 m/s. The port to port is well controlled and the COM motion
moves more to achieve that. The approach velocity of0.05 m is kept and the lateral velocities
controlled to zero.

The cases where the worst case target docking port flexible modes are taken into
account as specified in Table C.1 are illustrated in Section D.6.

The Figure D.8 corresponds to Figure 10.10. From Figure D.8 it is seen that the
target port vibrations cause a moderate increase in the signal amplitude, but it has only
very minor impact with no requirement violation. The FigureD.9 corresponds to Fig-
ure 10.11 and also shows no real practical deterioration of the performance of the control
loops. It is recalled the simulation is for the worst case vibrations of the target port.

In Figure 10.12 is illustrated the results for the relative attitude, where we observe
the performance to be better than0.4 deg. This is well below the requirement of5 deg. It
is recalled that this result is obtained without using the angular rate information between
the two spacecraft. The angular rate is more than3 times better than required and the ap-
plied torque is rather low. It is observed that very little control action is required around
the x-axis, which is due to the fact that there is no kinematiccoupling to the position for
the used operating point, see Equation (5.39), and no significant lever arm on the ISS
for the docking port. The plots in Figure 10.12 are also fullyrepresentative for the target
port flexible motion as no visible impact. Should faster and tighter tracking be needed it
is recommended to include the added complexity of angular rate measurements.

It can be concluded from the Figures 10.10 to 10.12 that the overall 6 DOF GNC
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Figure 10.11: The full nonlinear simulation showing the true LVLH lateralport motions as well
as the relative motion in the cross section y-z plane. The green part of the curve is during the
station keeping ats4. It is recalled that the requirements are for the port to portmotion.

design is performing well and significantly better than required. Further results are
provided in the connection of the MC analysis in Section 11.4.

10.8 Robust Stability

The background for the RS analysis is the same as in the previous section, explained in
detail in Section 8.13, and not repeated here. All the LFT uncertainties models are the
same as have been developed and used in the previous analysis.

Now it all has to be combined into a6 DOF coupled system for analysis, where
the coupled dynamics is expressed in Equation (10.4). The LFT formulations will be
combined such that all the repeatedδ will be combined together in order to reduce the
conservatism. Attention needs to be paid to the uncertainties for forces and torques.
The 5 % uncertainty applied earlier is now split evenly as the physical uncertainty is
on the thrusters, which produce both forces and torques. Forthe delay uncertainty, we
will replace the LFT with the maximum delay, which in practice is the worst case for
stabilization. This is considered a reasonable approach inorder to reduce the size of the
∆ matrix to43 for the real parameter uncertainties.

As evident from the past sections there are only real parametric uncertainties, which
means we need to add some complex uncertainty in order to reliably find the lower
bound of the structured singular valueµ. The procedure and structure are the same as
illustrated in Figure 8.23. In order to reliably find the lower bound and to have it close
to the upper bound, we need to add about40 % complex uncertainty. This is significant
but it is a known difficulty with a large number of real parametric uncertainties.

It is recalled that the prime research is for the use of LTI controllers for the time
varying elliptical orbital environment. The objectives are for eccentricities ofε = 0.1
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Figure 10.12: The full nonlinear simulation showing the relative attitude θra between the two
ports, the relative angular velocities and the control torques. All values are very well inside the
requirements of5 deg.

and the RS found is shown in Figure 10.13.
In Figure 10.13 we see that the upper and lower bounds forε = 0.1 are fairly close in

the areas where it is important, namely at the two peak values. For the other frequencies
it is clear that the lower bound suffers from the large size ofthe ∆ block with real
parametric uncertainties, which is a well known problem. Itis seen that both the sloshing
and flexible mode peaks are well below1 and we have RS with some margin.

The boundary withε = 0.7 has also been investigated here. As seen in Figure 10.13
there is only a marginal increase in theµ value for this controller design. The fact that
the peaks are larger than seen earlier is driven by the excitation by both position and
attitude controllers simultaneously.

In conclusion it can be seen that a very robust controller design has been achieved,
which is covering a wide range of uncertainties with a very comfortable margin.

10.9 Robust Performance

The background for the RP analysis is the same as earlier and detailed in Section 8.14.
The 6 DOF RP setup is the same as illustrated in Figure 8.25. The only difference
is that the matricesDe, Dd, Wd andWe are now block diagonal. All couplings are
accommodated in the controller and plant.
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Figure 10.13: Robust stability and performance for the6 DOF design with coupled relative po-
sition and relative attitude. The left plot shows the RS, where the lower frequency peak is caused
by the sloshing modes and the higher frequency one by the flexible modes. The right plot shows
the RP, where it is seen that the peak is at the sloshing frequency and well below one. The orbital
eccentricities areε = 0.1 andε = 0.7.

The scaling of signals and the performance weighting functions used are the same as
used for the RP relative attitude and position individually. For the relative attitude they
are documented in Section 10.6 and for the relative positionin Section 10.5.

When we look at the robustness it is important to consider only the driving perfor-
mance variables. For the6 DOF that is the relative position and attitude port to port.
∆p in Equation (8.92) is a full complex matrix connecting the relevant part ofz to w in
Figure 8.20 for the RP analysis. With all the disturbances∆p is a12 × 6 matrix and a
6 × 6 without. The influence of the disturbances is barely visiblefor which reason the
latter∆p is chosen.

In Figure 10.13 we observe thatµmax = 0.86 at frequencies around the sloshing
modes. This means, we have RP with good margin at the sloshingresonance frequency.
The design can tolerate about116 % uncertainty at that frequency. Considering the
results in Figures 10.10 and 10.12, we see that the maximum signal size, as used for RP
analysis, is never reached, which leads to additional RP margin. It is confirmed by the
MC analysis in Section 11.4, where the parameters from unwrapping the∆(µmax) have
been included and no performance problems have been observed.

In conclusion a successful and robustly performing LTIH∞ design has been achieved,
which exhibits good RS and RP over a large LTV domain.

10.10 Conclusion

A 6 DOF relative position and attitude control has been developed for the docking port
to port control. It is based on theH∞ worst case approach with a2 degree of freedom
controller for the relative position and a standard mixed sensitivity design for the relative
attitude.
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A formal decoupling has been achieved for the synthesis, which is then reintroduced
into the fully coupled analysis setup. This has resulted in awell performing6 DOF
closed loop design with excellent RS and RP properties for the application domain con-
sidered.

With the present LTI type of design it is possible to achieve boundaries of0.01 −
0.02 m docking accuracy with the worst case target port motion. For less extreme target
motion, e.g. CMG controlled or having a short lever arm, sub centimeter accuracy can
easily be achieved. The design is very robust to orbital eccentricity, see Figure 11.9. As
sloshing and flexible modes have been treated as unmodeled dynamics in the design pro-
cess, this can be included as modeled to achieve higher performance where needed. The
type of design developed here would be applicable for most RVD missions irrespective
of orbit, as well as formation flying missions.

This development and results correspond to the objectives of bullet 9 in Section 1.3.
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Chapter 11

Verification and Evaluation

In the interest of forming a complementary to the worst case analysis as well as per-
forming a commonly used practical verification a series of Monte Carlo analysis will
be performed in the sequel.

11.1 Sample Size Computation

All stochastic processes involved are assumed to be Gaussian distributed, which will be
verified graphically on the produced results.

We will only provide the main formulas to compute the approximate number of sam-
ples, which will be needed in order to reach a certain specified width of the confidence
intervals of the meanµ and the varianceσ. For the MC the largest number will be used.
We will concentrate on the variance as experience has shown it is always requiring more
runs than for the mean.

The computations are based on an approach of confidence interval for the variance
with unknown mean and results from (Ankersen 2002).

M(n) =

(

1 +
δb

3s

)2

and N(n) =

(

1 − δa

3s

)2

(11.1)

wheres2 is the variance estimate andδa, δb being the interval width for95 % confidence.
Most often it is chosen symmetric such thatδa = δb. This is under the assumption that
the stochastic variables have a Gaussian distribution. This is mostly fulfilled though
some are less, as can be seen in the following results, due to the oscillatory nature of the
target motion. This have little practical importance though.

The functionsM(n) and N(n) in Equation (11.1) are plotted against the sam-
ple size (Ankersen 2002). The procedure is therefore to compute Equation (11.1) and
read off the number of runs needed to gain the confidence.
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Figure 11.1: Illustration of the initial orbitalε = 0.1 locations for the500 simulations.

11.2 Attitude Control

A conservative approach is taken, where the requirements are split symmetrically such
that θ = 1.5 deg andθ̇ = ±0.1 deg/s. We assume that the estimated mean is zero,
µ = 0.

We select a95 % confidence intervalδ to be0.1 deg and0.01 deg/s. We can now
evaluate the two functions forθ andθ̇.
Forθ:

M(n) =

(

1 +
0.1

1.5

)2

= 1.14 and N(n) =

(

1 − 0.1

1.5

)2

= 0.87 (11.2)

leading ton = 480.
For θ̇:

M(n) =

(

1 +
0.01

0.1

)2

= 1.21 and N(n) =

(

1 − 0.01

0.1

)2

= 0.81 (11.3)

Results Mean σ

θx(deg) −8.6 · 10−3 8.4 · 10−3

θy(deg) −1.0 · 10−2 5.7 · 10−3

θz(deg) 3.3 · 10−3 4.1 · 10−3

ωx(deg /s) −4.2 · 10−5 1.3 · 10−3

ωy(deg /s) 3.4 · 10−6 6.2 · 10−4

ωz(deg /s) 1.3 · 10−5 4.0 · 10−4

Table 11.1: Statistical results of500 simulations for each state variable.
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Figure 11.2: Histograms illustrating the density functions of the variables in the attitude MC
simulations. The larger variance on the y-axis is caused by alarger gravity gradient disturbance
torque.

leading ton < 200. We select to perform500 runs.
We see from Figure 11.1 that the orbit is fairly evenly covered by 500 simulations.

The statistical results are listed in Table 11.1 and can onlybe said to be very well inside
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Figure 11.4: Histograms illustrating the density functions of the variables in the position MC
simulations ats3

the specifications.
In Figure 11.2 is shown the estimated density functions and the density histograms

for the full state vector elements.
The attitude on the x and z-axis are a little skewed compared to the y-axis, which is

more normal distributed.
The attitude rate shows the same pattern. The apparent two distributions for x and

z-axis are due to the behavior visible in Figure 8.5 also, where the rates distribute around
2 different means. This is predominantly caused by the dead band of the PWM in the
propulsion. The larger gravity gradient disturbance torque on the y-axis causes less
operation close to the dead band, hence a single normal distribution.

Overall it can be concluded that the assumptions of normality are well respected and
valid conclusion can be drawn from the set.

11.3 Position Controls3 to s4

The requirements change as a function of the distance so we select the more stringent
one of the arrival ats4 which is±1.0 m. The departure is less, so we choose in between
a band of±0.5 m. The sample size computation is according to Section 11.1.This
means that the estimated standard deviation is3 s = 0.5.

We select a95 % confidence intervalδ to be0.05 m. This leads toM(n) = 1.2
andN(n) = 0.8 inserting into Equation (11.1) and givesn = 310, which means we

Finn Ankersen, September 12, 2011



11.3 Position Controls3 to s4 233

−21 −20.5 −20 −19.5
0

1000

2000

3000

4000

5000

6000

S
pp

dt0

−x [m]

−0.5 0 0.5
0

1000

2000

3000

4000

5000

S
pp

dt0

−y [m]

−0.5 0 0.5
0

1000

2000

3000

4000

5000

S
pp

dt0

−z [m]

−0.01 0 0.01
0

0.5

1

1.5

2
x 10

4
S

pp
dt0

−x [m/s]

−0.01 0 0.01
0

1000

2000

3000

4000

5000

S
pp

dt0

−y [m/s]

−0.01 0 0.01
0

1000

2000

3000

4000

5000

S
pp

dt0

−z [m/s]

Figure 11.5: Histograms illustrating the density functions of the variables in the position MC
simulations ats4

selectn = 400. As for the attitude the calculations for the rate lead to fewer runs so not
detailed any further.

The computations will be based upon data as follows

• SK ats3 during600 s

• A sample right afters31 in Figure 7.10

• A sample right befores32 in Figure 7.10

• SK ats4 during600 s

All computations are performed with respect to the mean target motionrr, see also
Figure 3.6. From Figure 5.1 we can writerdt + spp = rr +x givingx = rdt + spp − rr,
which is what we use here.

The random distribution is very similar to the one shown in Figure 11.1. In Fig-
ure 11.3 we see the penetration of the trajectory at the four locations in the y-z plane.
They are slightly more spread at the far distances, but all very well inside the specifica-
tions.

In Figure 11.4 we see the histograms and their estimated normal distributions which
fit very well for the positions and the x-axis velocity. The velocities for y and z have
a tendency to grow on the sides. This is caused by the constantof the target velocity
profile which also caused the box like appearance in Figure 9.16.
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s3 s31

Mean σ Mean σ

x( m) −500.1 9.7 · 10−1 −494.0 1.3

y( m) −1.3 · 10−2 1.1 · 10−1 1.6 · 10−2 1.1 · 10−1

z( m) 3.6 · 10−2 1.8 · 10−1 6.2 · 10−2 2.5 · 10−1

ẋ( m/s) −1.6 · 10−4 2.1 · 10−2 1.8 · 10−1 1.5 · 10−2

ẏ( m/s) −2.2 · 10−5 3.8 · 10−3 −3.2 · 10−4 3.9 · 10−3

ż( m/s) 9.7 · 10−5 4.5 · 10−3 1.9 · 10−3 4.7 · 10−3

s32 s4

Mean σ Mean σ

x( m) −26.2 7.1 · 10−2 −20.0 1.7 · 10−1

y( m) −3.4 · 10−3 9.6 · 10−2 −2.3 · 10−3 9.4 · 10−2

z( m) −2.4 · 10−2 1.3 · 10−1 −6.8 · 10−4 1.4 · 10−1

ẋ( m/s) 2.0 · 10−1 6.0 · 10−4 1.1 · 10−4 1.7 · 10−3

ẏ( m/s) −2.1 · 10−5 3.8 · 10−3 −1.7 · 10−5 3.8 · 10−3

ż( m/s) −2.0 · 10−5 4.4 · 10−3 5.7 · 10−6 4.2 · 10−3

Table 11.2: Statistical results of400 simulations for each state variable at the4 locations.

In Figure 11.5 we still see the nature of a normal distribution. The side lobes are
more pronounced as the oscillatory signals dominate more asthe sensor noise is much
less at this short distance.

All results nevertheless show excellent performance with avery small spread and
good performance all around the elliptical orbit. The meansand standard deviations are
summarized in Table 11.2 and they fit well expectations.
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Figure 11.6: The docking performance in the y-z plane for an axial distance of x = 0 m. It
shows the relative positions and velocities, which have requirements of±0.1 m and±0.02 m/s
respectively.
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Figure 11.7: Histograms illustrating the density functions at docking in the y-z plane and the
velocities. The lower two plots show the radial densities from the center of the docking port,
which are Rayleigh distributions.

11.4 6 Degree of Freedom Controls4 to Docking

The requirements froms4 until docking are considered to vary in a linear manner be-
tween the two points as described in Section 2.4.2 and Tables2.6 and 2.7. The number of
simulations will, as earlier, be based upon Section 11.1 andthe requirements at docking.

We select a95% confidence intervalδ to be0.005 m for the3σ requirement of0.1 m.
This leads toM(n) = 1.1 andN(n) = 0.9 inserting into Equation (11.1) and gives
n = 1100. For the relative attitude withδ = 0.2 deg and a3σ requirement of5 deg, we
getM(n) = 1.08 andN(n) = 0.92 leading ton = 1200. The rates are all leading to
less runs, so we will selectn = 1200 for the MC analysis to follow. The computations
will be based upon data as follow

• Station keeping ats4 during100 s

• Approach to docking with a velocity of0.05 m/s

• Orbital eccentricityε = 0.1 and sampled as illustrated in Figure 11.1 for1200
samples

In Figure 11.6 we see illustrated the docking performance for the1200 simulations.
It exhibits very good performance below0.02 m, which is some5 times better than the
requirement. The velocities are well below the requirementwith a margin of a factor of
3 − 4.
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Figure 11.8: Histograms illustrating the relative attitude and relative angular rate densities at
docking.

In Figure 11.7 is illustrated the histograms of the data in Figure 11.6. The tendency
of the2 maxima for the positions is driven by the triangular motion,as defined in Fig-
ure 3.5, of the target docking port. This naturally gives more samples at the amplitudes.
The velocities are more clean normal distributed. The lowertwo plots in Figure 11.7
provide the radial distance and velocity from the port center line. They mostly have a

Rigid Port Flexible Port
Mean σ Mean σ

y( m) −1.0 · 10−3 7.3 · 10−3 −1.3 · 10−3 1.3 · 10−2

z( m) 1.1 · 10−3 4.8 · 10−3 8.0 · 10−4 1.2 · 10−2

ẏ( m/s) −2.7 · 10−5 1.1 · 10−3 1.9 · 10−4 9.9 · 10−3

ż( m/s) −2.5 · 10−5 1.1 · 10−3 −4.4 · 10−4 9.8 · 10−3

θx( deg) −7.3 · 10−2 2.9 · 10−1 −7.4 · 10−2 2.9 · 10−1

θy( deg) −2.5 · 10−3 2.4 · 10−1 −2.9 · 10−3 2.4 · 10−1

θz( deg) 2.2 · 10−3 2.5 · 10−1 2.7 · 10−3 2.5 · 10−1

ωx( deg/s) 2.3 · 10−3 1.4 · 10−2 2.2 · 10−3 1.4 · 10−2

ωy( deg/s) 1.2 · 10−3 1.3 · 10−2 1.2 · 10−3 1.3 · 10−2

ωz( deg/s) 2.1 · 10−3 1.3 · 10−2 2.1 · 10−3 1.3 · 10−2

Table 11.3: Statistical results of1200 simulations for each relevant state variable at docking.
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Figure 11.9: The docking performance in the y-z plane. It shows the relative positions and
velocities, which have requirements of±0.1 m and±0.02 m/s respectively, and the radial distance
from the docking port axis. Orbital eccentricity isε ≤ 0.7. The lower right plot shows the20000
samples on the plane of the orbits.

Rayleigh1 density function.
In Figure 11.8 is shown the densities for the relative attitude and the angular veloc-

ities. They are well behaved and inside the requirements by an order of magnitude. We
see also here that the side lobes are more pronounced for the same reasons as earlier.

All the results show excellent performance with very small spread and good perfor-
mance all around the elliptical orbit. The mean and standarddeviations are summarized
in Table 11.3. We observe that the presence of target port vibrations only slightly de-
grade the results.

11.5 6 Degree of Freedom Controls4 to Docking for Large
Eccentricities

This section presents the results from a set of simulations covering the range from a
circular orbit to highly eccentric ones with an eccentricity up toε = 0.7. This is coherent

1If a random variableX =
√

Y 2 + Z2 andY andZ are normally distributed and independent with
similar variance, thenX has a Rayleigh density (Papoulis 1984).
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with the extreme case investigated in the previous robustness analysis for the RS and RP.
The results are shown in Figure 11.9. In order to reasonably sample the space at the far
out points20000 simulations have been performed.

11.6 Conclusion

The number of simulations needed to reach a95% confidence interval has been found for
the different simulations. Full high fidelity non linear simulations have been performed
successfully for the LVLH based attitude, the far and the close RVD phases. All have
performed well and show a performance well inside the specification. The worst case
parameters identified in theµ analysis have been included in the simulations and they
have not shown any problems in the non linear simulations.
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Chapter 12

Conclusion

This chapter provides the main conclusion of the research performed in the thesis as well
as it identifies directions of future research for continuation and completion of areas not
covered in this work.

12.1 Conclusion

A general6 degree of freedom GNC system for relative motion between spacecraft on
general elliptic orbits has been developed in this thesis. The focus is on the rendezvous
and docking problem to the International Space Station imagined on a non circular orbit,
but not restricted to that. The rendezvous problem has been explained and broken down
into the individual maneuvers followed by the requirementsand data used in this work.

Models for external disturbances have been developed for gravity gradient and dif-
ferential air drag for elliptic orbits. Models for internaldisturbances for flexible modes
formulated in a scalable form and liquid sloshing have been developed in detail. Finally
accurate models for all used sensors and actuators have beendeveloped.

The general dynamics between spacecraft on elliptical orbits have been derived in the
equivalent form of the Hill equations, the latter restricted to circular orbits. The system
dynamics of coupled periodic time varying differential equations has been successfully
solved in a closed form solution, which provides∆V computations for maneuver and
trajectory propagation in an unrestricted framework. Thisis a generalization in the form
of a state transition matrix, equivalent to the well known circular Clohessy Wiltshire
equations, and valid for any closed Keplerian orbit. The solution has been derived such
that for orbital eccentricityε = 0, it reduces to the well known solution for the circular
case, leaving unrestricted validity. A set of equations hasbeen developed for general
∆V maneuvers as well as the special cases for radial and tangential maneuvers with their
special properties. Particular solutions have been found for constant forces in both local
and inertial frames useful for drag and solar radiation pressure compensation during
maneuvers.
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These solutions have been successfully implemented and demonstrated in flight
on the Swedish RendezVous and Formation Flying technology demonstration mission
Prisma. They are operational on the mission, which is the best achievable validation
possible.

In preparation of the control designs an analytical6 degree of freedom coupled rel-
ative attitude and position model has been developed. This model was derived both as
a large and small signal one. This makes the same model structure available for con-
trol design as well as for large signal simulations. The model is general in the sense
of describing the relative dynamics and kinematics linearly between any two arbitrarily
located points on the spacecraft.

The avionics equipment for rendezvous missions is described and a scaleable overall
GNC architecture has been proposed. For on board implementation of the GNC system
a functional software structure has been provided, including the functional interactions
between the higher levels of mode management, measurement system, failure detection
and the control system.

Linear periodic time varying systems have been analyzed forthe relative dynamics.
The periodic variations are efficiently analyzed representing them as uncertainties in a
robust control analyses framework. This has been performedsuccessfully by means of
LFT models.

Detailed analytical LFT models have been derived for all relevant uncertainties in
the flexible appendices, fuel sloshing, input gain, delays,mass, inertia and the periodic
variation of the orbital rate in the relative dynamics. The latter gives as a side result a
generic LFT formulation of matrices with arbitrary elements of linear quadratic nature.

Algorithms for the guidance for all maneuvers applicable toboth position and at-
titude have been derived. The algorithms feature constant or exponential acceleration
profiles, constant speed and hold points as well as combinations of those.

The control designs are based on worst caseH∞ multi variable robust control. Ro-
bustness is measured by means of the structured singular valueµ. For distances far from
the target the closed loop control tracks only the target docking port mean motion in
order to save fuel. For short distances up to docking, which requires more precision,
the docking port is tracked with respect to both relative position and relative attitude.
The mode switching is considered in a classical manner with time to settle transients.
All controllers have been designed for orbital locations close to the perigee, where the
disturbances are larger and the relative dynamics the fastest, in order to perform well on
the entire orbit with one controller. This ensures robustness elsewhere.

In the far distance parts the attitude control has been designed with respect to the lo-
cal vertical local horizontal frame and designed by LQG achieving a robust performance
better than0.05 deg for all axes and eccentricities. The relative port to port mean motion
position control has been performed as aH∞ mixed sensitivity design and achieves a
robust performance better than0.5 m at500 m distance and0.3 m at20 m for all axes
and eccentricities.

For the final approach, the relative attitude and position control, a6 degree of free-
dom design has been performed as a two degree of freedomH∞ model reference con-
troller. This provides a dynamic feed forward control with significant performance im-
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provement for target port tracking. The design has been proven to be robustly fault
tolerant to possible lack of the feed forward control. The achieved docking performance
is better than0.02 m and0.5 deg for all eccentricities.

It has been demonstrated that it is possible by choice of robust control design to
obtain a highly performing GNC LTI system for a LTV relative dynamics for all ec-
centricities. The designs all have RS and RP withµ values well below1 over the whole
frequency spectrum. This is an important conclusion as it provides a framework for sim-
pler systems, than time varying controllers, for proximitymaneuvers in elliptical orbits.
The results obtained in this thesis will also be applicable and beneficial for planetary
exploration sample return missions as well as to formation flying missions.

From the performed research it is recommended to utilize sensors for relative mea-
surements which can provide also the relative velocities asit would further enhance the
performance.

12.2 Future Research

During the course of this project several areas have been identified, which will require
further research as it could not be accommodated within the time resources and the scope
of this project.

Regarding control it would be interesting to establish the boundaries of position ac-
curacy that can be achieved with the present approach, and establish when need be for
the time varying nature to be included in the synthesis. It isrecommended to quan-
tify the performance increase, which can be achieved including uncertainties during the
synthesis. It can be interesting to investigate, if there isany performance increase using
Linear Parameter Varying control or Model Predictive Control considering the increased
complexity. The former would feature a controller with bounded time varying matrices
ensuring similar performance around the orbit as it would befunction of the parameter
variations. The latter would feature an optimization basedcontroller with a receding
horizon capturing the parameter variations. In addition itcan perform constraint based
optimization accounting for e.g. actuator saturation.

Regarding the relative dynamics it is recommended to develop expressions for∆V
maneuvers accounting for the particular solution contribution and functional approxi-
mations of the intractable integrals identified. A particular solution for a constant force
in a frame attached to the tangential velocity vector would be beneficial for drag com-
pensation. Expressions with no singularities forε → 0 would enhance one particular
solution for both circular and elliptical orbits.

These are issues that will further the contributions of thisproject to space application
GNC systems for relative control as well as enhance the developed solutions for relative
dynamics between spacecraft.
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Appendix A

Detailed Derivation of Relative
Motion Dynamics

This chapter will contain all the details and intermediate calculations in order to derive
the general equations of the relative motion, which are not covered in Chapter 4.

A.1 General Differential Equation System

This section deals with the details in connection with deriving the linear equations of
relative motion.

A.1.1 Jacobian Matrix Elements

The elements of the Jacobian matrix in Equation (4.8) will bederived here. As vectors
are defined as column vectors the Jacobian matrix becomes (Wie 1998):

dg(x)

dx
=






∂g1

∂x1

· · · ∂g1

∂x3

...
. . .

...
∂g3

∂x1

· · · ∂g3

∂x3






We will initially find the diagonal elements of the Jacobian,where we definer =
[rx, ry, rz ]

T andr = |r| = (r2
x + r2

y + r2
z)

1

2 . For element(i, j), wherei = j, and using
Equation (4.2):

∂fg(ri)

∂rj

= −µ

[

r−3 + ri(−
3

2
)(r2

x + r2
y + r2

z)−
5

2 2ri

]

= −µ
[
r−3 − 3r−5r2

i

]

= − µ

r3

[

1 − 3
r2
i

r2

]

(A.1)
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For element(i, j) wherei 6= j and it shall be noticed thatri is not a function ofrj :

∂fg(ri)

∂rj

= −µ

[

−3

2
(r2

x + r2
y + r2

z)−
5

2 2rjri

]

= −µ
[
−3r−5rirj

]

= −3
µ

r3

rirj

r2
(A.2)

We will now rewrite Equation (4.8) and insert Equations (4.6), (A.1) and (A.2) and that
r = rt.

fg(rc) − fg(rt) = − µ

r3
t

Ms

where part of the JacobianM is

M =







1 − 3
r2

x

r2

t

3
rxry

r2

t

3 rxrz

r2

t

3
ryrx

r2

t

1 − 3
r2

y
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t

3
ryrz

r2

t

3 rzrx

r2

t

3
rzry

r2

t

1 − 3
r2

z

r2

t







(A.3)

A.1.2 Rotating Frame Elements

Now we will compute the individual terms of Equation (4.12),which is repeated in
Equation (A.4) for clarity.

d∗2s∗

dt2
+ ω × (ω × s∗) + 2ω × d∗s∗

dt
+

dω

dt
× s∗ +

µ

r3
t

Ms∗ =
F

mc

(A.4)

Expressed in the target frame we get forrt andω

rt =





0
0

−r



 andω =





0
−ω

0





The terms of Equation (A.4) become

ω × s∗ =





−ωz
0

ωx





ω × (ω × s∗) =





−ω2x
0

−ω2z





ω × d∗s∗

dt
=





−ωż
0

ωẋ




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dω

dt
× s∗ =





−ω̇z
0

ω̇x





Ms∗ =





1 0 0
0 1 0
0 0 −2



 s∗ =





x
y

−2z





A.2 Conic Sections

For the sake of completeness, we will derive and solve the polar coordinate equations
for the motion under a central gravitational field for a planar motion. This solution will
be needed to find the general solution of Equation (4.15) for arbitrary elliptic orbits.

We will present the 2 differential equations directly presented in polar coordinates
(Symon 1979), where the first line in Equation (A.5) is for thecentral force acting along
the radius vector, defined with Equation (4.1), and the second line in Equation (A.5) is
in the direction of the increasing angleθ, where no force is acting.

mr̈ − mrθ̇2 = Fr

rθ̈ + 2ṙθ̇ = 0 (A.5)

and the second line of Equation (A.5) reformulates to

1

r

(
d

dt

(

r2θ̇
))

= 0

The differential is a constant, which is known from Equation(4.13)

r2θ̇ = h

θ̇ =
h

r2
(A.6)

We will now change the independent variable to becomeθ and inserting Equation (A.6)

dr

dt
=

dr

dθ

dθ

dt
= hr−2 dr

dθ
(A.7)

and

d2r

dt2
= hr−2 d2r

dθ2

dθ

dt
− h2r−3 dr

dt

dr

dθ

= h2r−4 d2r

dθ2
− 2h2r−5

(
dr

dθ

)2

(A.8)

Inserting Equations (A.7) and (A.8) into Equation (A.5) together with Equation (A.6)
we get
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r̈ − rθ̇2 = −µr−2

h2r−4 d2r

dθ2
− 2h2r−5

(
dr

dθ

)2

− rh2r−4 = −µr−2

and multiplying through withh−2r4 we obtain

d2r

dθ2
− 2r−1

(
dr

dθ

)2

− r = −µh−2r2 (A.9)

To simplify further we will change variable tou, wherer = 1
u

dr

du
= −u−2

dr

dθ
=

dr

du

du

dθ
= −u−2 du

dθ

d2r

dθ2
= 2u−3

(
du

dθ

)2

− u−2 d2u

dθ2

Inserting into Equation (A.9) we now obtain

2u−3

(
du

dθ

)2

− u−2 d2u

dθ2
− 2u

(

−u−2 du

dθ

)2

− u−1 = −µh−2u−2

rearranging terms and multiplying through with−u2 we get

d2u

dθ2
+ u = µh−2 (A.10)

This is the well known oscillator and the solution to Equation (A.10) becomes

u(θ) = A cos(θ − θ0)
︸ ︷︷ ︸

homogeneous

+ µh−2

︸ ︷︷ ︸

particular

and back substitutingu(θ) = r−1(θ) gives

r(θ) =
1

µh−2 + A cos(θ − θ0)

=
h2µ−1

1 + Ah2µ−1 cos(θ − θ0)
(A.11)

θ0 is arbitrary as it only determines the orientation and not the shape of the orbit, so
θ0 = 0

r(θ) =
p

1 + ε cos(θ)
(A.12)
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where

p = h2µ−1

ε = Ah2µ−1

See also (Ankersen 1999).

A.2.1 Conic Sections Elliptical Case

A few needed properties specific for elliptical orbits will be derived. For elliptical orbits
we also have thatp = a(1 − ε2) (Symon 1979), wherea is the major axis.

The true anomaly angular rate in Equation (A.6) can, by inserting Equation (A.12)
andh, be expressed as a function of the true anomaly as

θ̇(θ) =

√
µ

p3
(1 + ε cos(θ))2 (A.13)

and by direct differentiation of Equation (A.13) the true anomaly angular accelera-
tion yields

θ̈(θ) = −2ε
µ

p3
sin(θ)(1 + ε cos(θ))3 (A.14)

The speed at any point in the orbit can be found from the fact that the energy in the
system is constant. The specific energy per masse = epot + ekin is the sum of the
potential and kinetic energies. The potential energy isepot = −µ

r
and the kinetic energy

is ekin = 1
2v2

e =
v2

2
− µ

r
(A.15)

The total specific energy can be found from data at e.g. the perigee, where the true
anomaly is zero,r = p

1+ε
andh =

√
µp = vr. Inserting into Equation (A.15)

e =
µp(1 + ε)2

2p2
− µ(1 + ε)

p

and after some manipulations

e = − µ

2a
(A.16)

Inserting Equation (A.16) into Equation (A.15) and solvingfor v, it gives the general
expression for the elliptical orbital speed

v2

2
− µ

r
= − µ

2a

v =

√

µ

(
2

r
− 1

a

)

(A.17)
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For r = a Equation (A.17) gives the circular orbital speed and fora → ∞ it gives the
speed for a parabola and the escape velocity.

Finally the orbital period will be determined. The area of anellipse isS = πab,
whereb = a

√
1 − ε2 is the minor axis. The area swept for a small angle isdS = 1

2r2dθ
and per time it becomes

dS

dt
=

1

2
r2 dθ

dt
=

h

2
(A.18)

which is constant in Equation (A.6). Integrating over a fullperiodT the area isS =
h
2T = πab. Inserting the expressions for the constants and rearranging, the periodT
becomes

T = 2π
ab

h
= 2π

a2
√

1 − ε2

√

µa(1 − ε2)
= 2π

√

a3

µ
(A.19)

A.3 General Solution

The intermediate calculations leading to the final solutionare to be found in this chapter.

A.3.1 Differential Equations Domain Change

Equation (4.24) is found as follows

d2a

dt2
=

d2a

dθ2

(
dθ

dt

)2

+
da

dθ

d2θ

dt2

= ω2 d2a

dθ2
+

da

dθ

dω

dt

= ω2 d2a

dθ2
+ ω

dω

dθ

da

dθ

= ω2a′′ + ωω′a′ (A.20)

The derivative of Equation (4.22) becomes

dω

dθ
= ω′

=
d

dθ

(
k2(1 + ε cos(θ))2

)

= 2k2(1 + ε cos(θ))(−ε sin(θ))

= −2εk2̺ sin(θ) (A.21)

Finding Equation (4.26) from the second row of Equation (4.15) we obtain as follow

ÿ + kω
3

2 y = 0

ω2y′′ + ωω′y′ + kω
3

2 y = 0
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(k2̺2)2y′′ − 2εk2̺ sin(θ)(k2̺2)y′ + k(k2̺2)
3

2 y = 0

and after some algebraic manipulations one obtains

̺y′′ − 2ε sin(θ)y′ + y = 0 (A.22)

Finding Equation (4.27) from the first row of Equation (4.15)we get

ẍ − ω2x − 2ωż − ω̇z + kω
3

2 x = 0

ω2x′′ + ωω′x′ − ω2x − 2ω2z′ − ωω′z + kω
3

2 x = 0

ω2x′′ + ωω′(x′ − z) + (kω
3

2 − ω2)x − 2ω2z′ = 0

(k2̺2)2x′′ − 2εk2̺ sin(θ)(k2̺2)(x′ − z)+ [k(k2̺2)k̺− (k2̺2)2]x− 2(k2̺2)2z′ = 0

and after some rearrangement of terms one obtains

̺x′′ − 2ε sin(θ)x′ + 2ε sin(θ)z − ε cos(θ)x − 2̺z′ = 0 (A.23)

Finding Equation (4.28) from the third row of Equation (4.15) we get

z̈ − ω2z + 2ωẋ + ω̇x − 2kω
3

2 z = 0

ω2z′′ + ωω′z′ − ω2z + 2ω2x′ + ωω′x − 2kω
3

2 z = 0

(k2̺2)2z′′ − 2εk2̺ sin(θ)(k2̺2)(z′ + x) + (k2̺2)2(2x′ − z) − 2k(k2̺2)(k̺)z = 0

and dividing on both sides with(k2̺2) and then by(k2̺) we obtain

̺z′′ − 2ε sin(θ)(z′ + x) + ̺(2x′ − z) − 2z = 0

Expanding the parenthesis and substituting for̺ on thez term gives

̺z′′ − 2ε sin(θ)z′ − 2ε sin(θ)x + 2̺x′ − (3 + ε cos(θ))z = 0 (A.24)

The general transformation for one component of Equation (4.30), e.g.α has the first
derivative as

α′ = ̺′x + ̺x′

α′ =
̺′

̺
α + ̺x′

x′ =
1

̺

(

α′ − ̺′

̺
α

)

(A.25)

as in Equation (4.32) and the second derivative becomes

α′′ = ̺′′x + ̺′x′ + ̺′x′ + ̺x′′

̺x′′ = α′′ − ̺′′x − 2̺′x′
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̺x′′ = α′′ − ̺′′

̺
α − 2

̺′

̺

(

α′ − ̺′

̺
α

)

(A.26)

For the third row of Equation (4.34) we obtain as in Equation (4.37)

̺z′′ = −2̺′z′ − 2̺′x − 2̺x′ + (2 + ̺)z

γ′′ − ̺′′

̺
γ − 2

̺′

̺

(

γ′ − ̺′

̺
γ

)

=

− 2
̺′

̺

(

γ′ − ̺′

̺
γ

)

− 2
̺′

̺
α − 2̺

̺

(

α′ − ̺′

̺
α

)

+ (2 + ̺)
γ

̺

γ′′ =
̺′′

̺
γ − 2

̺′

̺
α − 2α′ + 2

̺′

̺
α + (2 + ̺)

γ

̺

γ′′ = −2α′ +
̺′′ + ̺ + 2

̺
γ

γ′′ =
3

̺
γ − 2α′ (A.27)

A.3.2 Elements of Homogeneous In Plane Solution

We will now find the result of the under brace in Equation (4.56)

λ′ = ̺′ cos−̺ sin

λ′′ = ̺′′ cos−̺′ sin−̺′ sin−̺ cos

and inserting as defined in Equation (4.31) we get, writing the θ argument only when
double angle

λ′′ = −ε cos2 +2ε sin2 − cos−ε cos2

λ′′ = −2ε cos(2θ) − cos

Back substituting we obtain

λ′′ + (4 − 3
̺
)λ = −2ε cos(2θ) − cos+4̺ cos−3 cos

= −2ε cos(2θ) − cos+4 cos+4ε cos2 −3 cos
= 2ε(2 cos2 − cos2 + sin2)
= 2ε

(A.28)

We will here calculate Equation (4.58) by inserting into Equation (4.57) using also Equa-
tion (4.31)

k1(2(̺ cos−ε sin2)̺−2 + 2̺ sin2 ̺−3ε) + k22ε + 4 − 3

̺
= 0
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k1(2̺−1 cos−2ε̺−2 sin2 +2ε̺−2 sin2) + k22ε + 4 − 3

̺
= 0

2k1 cos+2εk2̺ + 4̺ − 3 = 0

2k1 cos+2εk2 + 2k2ε
2 cos+4 + 4ε cos−3 = 0

(2k1 + 4ε + 2k2ε
2) cos+2εk2 + 1 = 0 (A.29)

A.3.3 Wronskian

The Wronskian in Equation (4.60) becomes

W = ϕ1ϕ
′
2 − ϕ′

1ϕ2

= ̺ sin{3ε2(̺′ sin J + ̺ cosJ + ̺ sinJ ′) + ̺′ cos−̺ sin}
−(̺′ sin +̺ cos)(3ε2̺ sinJ + ̺ cos−2ε)

= 3ε2̺2 sin2 J ′ + 2ε̺′ sin +2ε̺ cos−̺2(sin2 + cos2)

= 3ε2 sin2 −2ε2 sin2 +2ε cos+2ε2 cos2 −1 − ε2 cos2 −2ε cos

= ε2 sin2 +ε2 cos2 −1

= ε2 − 1 (A.30)

A.3.4 Particular Solution Integrals

The solution to Equation (4.68) becomes

−3ε

∫

Jg′dθ = −3ε

[

Jg −
∫

J ′g

]

= −3ε

[

Jg − 1

2

∫

dθ

]

= −3ε

[

Jg − 1

2
θ

]

= −3ε

[
1

2
̺2J − 1

2
θ

]

= −3

2
ε̺2J +

3

2
εθ (A.31)

The solution to Equation (4.69) becomes
∫

(̺ cos−2ε)dθ =

∫

((1 + ε cos) cos−2ε)dθ

=

∫
(
cos+ε cos2 −2ε

)
dθ

= sin+ε

(
θ

2
+

sin(2θ)

4

)

− 2εθ

= sin−3

2
εθ +

1

2
ε sin cos (A.32)
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We now add Equations (A.31) and (A.32) to get the integral yielding
∫

ϕ2dθ = −3

2
ε̺2J +

3

2
εθ + sin−3

2
εθ +

1

2
ε sin cos

= −3

2
ε̺2J + sin(1 +

1

2
ε cos)

= −3

2
ε̺2J +

1

2
(2 + ε cos) sin

= −3

2
ε̺2J +

1

2
(1 + ̺) sin (A.33)

To find the particular solutionϕp we insert Equations (4.45), (4.59), (4.66) and (4.70)
into Equation (4.65) and obtain

ϕp =
2kα1

ε2 − 1

[

̺ sin

(

−3

2
ε̺2J +

1

2
(1 + ̺) sin

)]

− 2kα1

ε2 − 1

[

(3ε2̺ sinJ + ̺ cos−2ε)

(

− 1

2ε
̺2

)]

=
kα1

ε2 − 1

[

̺ sin((̺ + 1) sin−3ε̺2J) + (3ε2̺ sinJ + ̺ cos−2ε)
̺2

ε

]

=
kα1

ε2 − 1

[

̺2 sin2 +̺ sin2 +
1

ε
̺3 cos−2̺2

]

=
kα1

ε2 − 1
̺

[

̺ sin2 + sin2 +
1

ε
̺2 cos−2̺

]

=
kα1

ε2 − 1
̺

[

̺ sin2 + sin2 +
1

ε
̺(1 + ε cos) cos−2̺

]

ϕp =
kα1

ε2 − 1
̺

[

−̺ + sin2 +
1

ε
(1 + ε cos) cos

]

=
kα1

ε2 − 1
̺

[

−1 − ε cos+1 +
1

ε
cos

]

=
kα1

ε2 − 1
̺ cos

1 − ε2

ε

= −kα1

ε
̺ cos (A.34)

A.3.5 Integration of α′

Computation of Equation (4.75)

α′ = 2kγ1
̺ sin+

(

kγ2
− kα1

ε

)

2̺ cos+kα1
− 4kγ2

ε + 6kγ2
ε2̺ sin J
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α′ = 2kγ1
̺ sin+

(

kγ2
− kα1

ε

)

2̺ cos+
kα1

ε
ε − kγ2

ε − 3kγ2
ε + 6kγ2

ε2̺ sinJ

α′ = 2kγ1
̺ sin+

(

kγ2
− kα1

ε

)

(2̺ cos−ε) − 3kγ2
ε(1 − 2ε̺ sinJ) (A.35)

Equation (4.76) becomes

∫

̺ sin dθ =

∫

(1 + ε cos) sin dθ

=

∫

(sin +ε cos sin)dθ

=

∫

sindθ + ε

∫

sin cos dθ

= − cos−ε

∫

− sin cos dθ

= − cos−ε
1

2
cos2

= −1

2
(2 cos+ε cos2)

= −1

2
(̺ + 1) cos (A.36)

Equation (4.77) becomes

∫

(2̺ cos−ε)dθ =

∫

(2(1 + ε cos) cos−ε)dθ

=

∫

(2 cos+2ε cos2 −ε)dθ

=

∫

(2 cos+2ε cos2 −ε(cos2 + sin2))dθ

=

∫

(2 cos+ε cos2 −ε sin2)dθ

= 2 sin +ε

[
1

2
θ +

1

4
sin(2θ) − 1

2
θ +

1

4
sin(2θ)

]

= 2 sin +
1

2
ε sin(2θ)

= 2 sin +ε sin cos

= (1 + ̺) sin (A.37)
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Equation (4.78) becomes
∫

(1 − 2ε̺ sinJ)dθ =

∫

dθ − 2

∫

ε̺ sinJdθ

= θ + 2

∫

̺̺′Jdθ

= θ + 2

∫

Jg′dθ

= θ + 2

[

Jg −
∫

J ′gdθ

]

= θ + 2

[

Jg − 1

2

∫

dθ

]

= θ + 2Jg − θ

= ̺2J (A.38)

A.3.6 Differentiation of γ

Forγ′(θ) it is easier to differentiate Equation (4.82) to obtain Equation (4.84)

γ′(θ) = k2(̺
′ sin +̺ cos) + k3(̺

′ cos−̺ sin) − 3k4ε(̺
′ sinJ + ̺ cosJ + ̺ sin J ′)

γ′(θ) = k2[−ε sin2 +(1 + ε cos) cos] + k3[−ε sin cos−(1 + ε cos) sin]

−3k4ε [(̺′ sin+̺ cos)J + ̺ sinJ ′]

γ′(θ) = k2[cos(θ) + ε cos(2θ)] − k3[sin(θ) + ε sin(2θ)]

−3k4ε

[

(cos(θ) + ε cos(2θ))J(θ) +
1

̺(θ)
sin(θ)

]

(A.39)

A.3.7 Transition Matrix Φ0 Determinant

We will now find the determinant of Equation (4.88) using the first column for elimina-
tion and leave out the argument for convenience

detΦ0 = ̺ sin(2̺ cos−ε)(−3ε
sin

̺
) + 3̺ cos(cos +ε cos(2θ)) − 4̺ sin(sin +ε sin(2θ))

−2(2̺ cos−ε)(cos+ε cos(2θ)) + (sin +ε sin(2θ))3̺ sin +3ε
sin

̺
2̺ sin ̺ cos

= −̺ cos2 −̺ sin2
−̺ε cos cos(2θ) − ̺ε sin sin(2θ)

+2ε cos+2ε
2 cos(2θ) + 3ε

2 sin2

= −̺ − ̺ε cos3 +̺ε cos sin2
−2̺ε cos sin2

+2ε cos+2ε
2 cos2 −2ε

2 sin2 +3ε
2 sin2

= −̺ − ̺ε cos +2ε cos+ε
2(2 cos2 + sin2)

= −1 − ε cos−ε cos−ε
2 cos2 +2ε cos+2ε

2 cos2 +ε
2 sin2

= ε
2
− 1 (A.40)
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A.3.8 Transition Matrix Φ0 Inverse

We will now find the cofactors for all16 elements ofΦ in order to determine the inverse
matrix. We find the minors ofΦ0 and later transpose the adjoint matrix and divide
by detΦ0 to obtainΦ−1

0 (Ogata 1970). Here we will not write all the intermediate
calculation for the minorsMij , as they are fairly trivial trigonometric manipulations,
but the first line followed by the result.

M11 = ε2 − 1

M21 = −(̺ + 1) cos(2̺ cos−ε)

(

−3ε
sin

̺

)

+ 3(̺ + 1) sin(cos+ε cos(2θ))

+ 3(sin+ε sin(2θ))(−(̺ + 1) cos) + 3ε
sin

̺
2̺ sin(̺ + 1) sin

M21 = 3ε
̺ + 1

̺
sin

M31 = −(̺ + 1) cos ̺ cos

(

−3ε
sin

̺

)

+ 2(̺ + 1) sin(cos+ε cos(2θ))

+ (sin +ε sin(2θ))2(−(̺ + 1) cos) + 3ε
sin

̺
̺ sin(̺ + 1) sin

M31 = (̺ + 1)ε sin

M41 = −3(̺ + 1) cos̺ cos+4(̺ + 1) sin̺ sin

+ 2(2̺ cos−ε)(̺ + 1) cos−3(̺ + 1) sin ̺ sin

M41 = 2 − ̺ε cos

M12 = 0

M22 = −3ε
sin

̺
(2̺ cos−ε) + 3(sin +ε sin(2θ))

M22 = 3 sin

(
ε2

̺
+ 1

)

M32 = −3ε
sin

̺
̺ cos+2(sin+ε sin(2θ))

M32 = (̺ + 1) sin

M42 = 3̺ cos−2(2̺ cos−ε)
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M42 = 2ε − ̺ cos

M13 = 0

M23 = −3ε
sin

̺
2̺ sin−3(cos+ε cos(2θ))

M23 = −3(ε + cos)

M33 = −3ε
sin

̺
̺ sin−2(cos+ε cos(2θ))

M33 = −((̺ + 1) cos+ε)

M43 = 3̺ sin−4̺ sin

M43 = −̺ sin

M14 = 0

M24 = −2̺ sin(sin +ε sin(2θ)) − (cos+ε cos(2θ))(2̺ cos−ε)

M24 = 1 − 3̺ − ε2

M34 = −̺ sin(sin +ε sin(2θ)) − ̺ cos(cos +ε cos(2θ))

M34 = −̺2

M44 = ̺ sin(2̺ cos−ε) − 2̺ sin̺ cos

M44 = −ε̺ sin

We now know that the elements of the inverse become

ãij =
Aji

detA
Aij = (−1)i+jMij

We will insert all the minors, transpose and find the adjoint matrix. For convenience
the resulting inverse matrix will be multiplied through with (−1) in both numerator and
denominator and̺(θ0) = ̺0.

Φ
−1
0 =

1

1 − ε2

2

6

6

6

4

1 − ε2 3ε ̺0+1
̺0

sin(θ0) −(̺0 + 1)ε sin(θ0) 2 − ̺0ε cos(θ0)

0 −3
“

ε2

̺0
+ 1

”

sin(θ0) (̺0 + 1) sin(θ0) ̺0 cos(θ0) − 2ε

0 −3(ε + cos(θ0)) ε + (̺0 + 1) cos(θ0) −̺0 sin(θ0)
0 ε2 + 3̺0 − 1 −̺2

0 ε̺0 sin(θ0)

3

7

7

7

5

(A.41)
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A.3.9 Transition Matrix Φ Determinant

We will now find the determinant of Equation (4.85) using the first column for elimina-
tion and leave out the argument for convenience. The second column is used for finding
the sub determinants.

detΦ = ̺ sin

∣
∣
∣
∣
∣

2̺ cos−ε 3(1 − 2ε̺ sinJ)

−(sin +ε sin(2θ)) −3ε
[

(cos+ε cos(2θ))J + sin
̺

]

∣
∣
∣
∣
∣

−2̺ sin

∣
∣
∣
∣
∣

̺ cos 2 − 3ε̺ sinJ

−(sin +ε sin(2θ)) −3ε
[

(cos +ε cos(2θ))J + sin
̺

]

∣
∣
∣
∣
∣

+(cos+ε cos(2θ))

∣
∣
∣
∣

̺ cos 2 − 3ε̺ sinJ
2̺ cos−ε 3(1 − 2ε̺ sinJ)

∣
∣
∣
∣

(A.42)

All terms withoutJ gives the earlier resultε2 − 1 from Equation (4.89), so we will now
continue only with the terms containingJ . We will omit most of the trivial expansions
and trigonometric manipulations.

̺ sin
[
3ε2(cos+ε cos(2θ))J−6ε̺ cos(cos+ε cos(2θ))J−6ε̺ sin2 J−6ε2̺ sin sin(2θ)J

]

−2̺ sin
[
−3ε̺ cos(cos+ε cos(2θ))J − 3ε̺ sin2 J − 3ε2̺ sin sin(2θ)J

]

+(cos+ε cos(2θ))(−3ε2̺ sin J) =

J
[
3ε2̺ sin cos+3ε3̺ sin cos(2θ) − 3ε2̺ sin cos−3ε3̺ sin cos(2θ)

]
= J · 0 = 0

(A.43)
Hence there is no contribution to the determinant from theJ terms inΦ.

A.3.10 Transition Matrix Φ Inverse for Particular Solution

We will now find the minors for all6 elements ofΦ in order to determine the inverse
matrix needed for the particular in plane solution. Again the minor is the result obtained
in Section A.3.8 plus the terms holdingJ , which we will take advantage of to simplify
computations. Here we will not write all the intermediate calculation for the minors
Mij , as they are fairly trivial trigonometric manipulations, but the first line followed by
the result.

M31 = det






−(̺ + 1) cos (̺ + 1) sin 3̺2J
̺ sin ̺ cos 2 − 3ε̺ sinJ

cos+ε cos(2θ) −(sin+ε sin(2θ)) −3ε
[

(cos+ε cos(2θ))J + sin
̺

]






Now collecting only the terms withJ we get

M31(J) = −(̺+1) cos
[
−3ε̺ cos(cos +ε cos(2θ))J−3ε̺ sin2 J−3ε2̺ sin sin(2θ)J

]

−̺ sin
[
−3ε(̺ + 1) sin(cos+ε cos(2θ))J + 3̺2 sin J + 3ε̺2 sin(2θ)J

]

+(cos+ε cos(2θ))
[
−3ε̺(̺ + 1) sin2 J − 3̺3 cosJ

]

M31(J) = −3̺2J

Finn Ankersen, September 12, 2011



258 Detailed Derivation of Relative Motion Dynamics

Using the earlier result the complete minor yield

M31 = (̺ + 1)ε sin−3̺2J (A.44)

M41 = det





−(̺ + 1) cos (̺ + 1) sin 3̺2J
̺ sin ̺ cos 2 − 3ε̺ sinJ

2̺ sin 2̺ cos−ε 3(1 − 2ε̺ sinJ)





Now collecting only the terms withJ we get

M41(J) = 3ε2̺(̺ + 1) cos sin J + 6ε̺2(̺ + 1) sin3 J − 3ε̺3 sin J
+6̺4 cos sin J − 6ε̺2(̺ + 1) sin3 J − 6̺4 cos sin J

M41(J) = −3ε̺ sinJ

Using the earlier result the complete minor yield

M41 = 2 − ε̺(cos+3 sinJ) (A.45)

Below arbitrary elements will be marked with a⋆ as they have no contribution due to
the structure.

M32 = det






1 ⋆ ⋆
0 ̺ cos 2 − 3ε̺ sinJ

0 −(sin +ε sin(2θ)) −3ε
[

(cos +ε cos(2θ))J + sin
̺

]






Now collecting only the terms withJ we get

M32(J) = −3ε̺ cos(cos+ε cos(2θ))J − 3ε̺ sin2 J − 3ε2̺ sin sin(2θ)J
M32(J) = −3ε̺2J

Using the earlier result the complete minor yield

M32 = (̺ + 1) sin−3ε̺2J (A.46)

M42 = det





1 ⋆ ⋆
0 ̺ cos 2 − 3ε̺ sinJ
0 2̺ cos−ε 3(1 − 2ε̺ sinJ)





Now collecting only the terms withJ we get

M42(J) = −6ε̺2 cos sinJ − 3ε2̺ sin J + 6ε̺2 cos sin J
M42(J) = −3ε2̺ sinJ

Using the earlier result the complete minor yield

M42 = 2ε − ̺ cos−3ε2̺ sinJ (A.47)

M33 = det






1 ⋆ ⋆
0 ̺ sin 2 − 3ε̺ sinJ

0 cos+ε cos(2θ) −3ε
[

(cos+ε cos(2θ))J + sin
̺

]





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Now collecting only the terms withJ we get

M33(J) = −3ε̺ sin(cos+ε cos(2θ))J + 3ε̺ sin(cos+ε cos(2θ))J
M33(J) = 0

Using the earlier result the complete minor yield

M33 = −((̺ + 1) cos+ε) (A.48)

M43 = det





1 ⋆ ⋆
0 ̺ sin 2 − 3ε̺ sinJ
0 2̺ sin 3(1 − 2ε̺ sinJ)





Now collecting only the terms withJ we get

M43(J) = −6ε̺2 sin2 J + 6ε̺2 sin2 J
M43(J) = 0

Using the earlier result the complete minor yield

M43 = −̺ sin (A.49)

The last two minors are unchanged from earlier, but we will list them here for the sake
of completeness.

M34 = −̺2 (A.50)

M44 = −ε̺ sin (A.51)

A.4 Coefficients for Transfer of Duration One Orbit

The denominator coefficients of Equation (4.138) fort = T , θ = θ0, ̺ = ̺0 and
J = k2T are found.

d13 =
1

k2̺2
0

(ΦΦ−1
0 )13

d13 = [−(̺0 + 1)ε sin(θ0) − (̺0 + 1)(̺0 + 1) cos(θ0) sin(θ0)+

(̺0 + 1)(ε + (̺0 + 1) cos(θ0)) sin(θ0) − 3̺2
0̺

2
0J ]

1

k2̺2
0(1 − ε2)

d13 = − 3̺2
0T

1 − ε2
(A.52)

d14 =
1

k2̺2
0

(ΦΦ−1
0 )14

d14 = [2 − ̺0ε cos(θ0) − (̺0 + 1) cos(θ0)(̺0 cos(θ0) − 2ε)−

̺0 sin(θ0)(̺0 + 1) sin(θ0) + 3̺3
0ε sin(θ0)J ]

1

k2̺2
0(1 − ε2)

d14 =
3̺0ε sin(θ0)T

1 − ε2
(A.53)
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d23 =
1

k2̺2
0

(ΦΦ−1
0 )23

d23 = [(̺0 + 1)̺0 sin(θ0)
2 + ̺0(ε + (̺0 + 1) cos(θ0)) cos(θ0)−

(2 − 3ε̺0 sin(θ0)J)̺2
0]

1

k2̺2
0(1 − ε2)

d23 =
3ε̺0 sin(θ0)T

1 − ε2
(A.54)

d24 =
1

k2̺2
0

(ΦΦ−1
0 )24

d24 = [̺0 sin(θ0)(̺0 cos(θ0) − 2ε) − ̺2
0 cos(θ0) sin(θ0)+

2ε̺0 sin(θ0) − 3ε2̺2
0 sin(θ0)

2J ]
1

k2̺2
0(1 − ε2)

d24 = −3(ε sin(θ0))
2T

1 − ε2
(A.55)

A.5 Combined State Space Model

The Equations (4.16) and (4.18) will here be combined into one system by defining a
state vectorxp = [x, y, z, ẋ, ẏ, ż]T andF = [Fx, Fy, Fz]

T.

ẋp =











0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

ω2 − kω
3

2 0 ω̇ 0 0 2ω

0 −kω
3

2 0 0 0 0

−ω̇ 0 ω2 + 2kω
3

2 −2ω 0 0











xp+











0 0 0
0 0 0
0 0 0
1

mc
0 0

0 1
mc

0

0 0 1
mc











F

(A.56)

ẋp = Apxp + BpF (A.57)

A.6 Integral Details of Section 4.8.1

This section contains the detailed solutions to selected integrals including the interme-
diate calculations.
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IntegralI3 from Equation (4.189) becomes

I3(θ) =

∫ θ

θ0

1

̺(θ)3
dθ =

∫ E

E0

f(E)dE = (1 − ε2)−
5

2

∫ E

E0

(1−ε cos(E))2dE

I3(E) = (1−ε2)−
5

2

∫ E

E0

(1 + ε2 cos(E)2 − 2ε cos(E))dE

I3(E) = (1−ε2)−
5

2

[

E + ε2(
1

2
E +

1

4
sin(2E)) − 2ε sin(E)

]E

E0

I3(E) = (1−ε2)−
5

2

[

(
1

2
ε2 + 1)(E − E0) +

1

2
ε2(sin(E) cos(E) − sin(E0) cos(E0))

−2ε(sin(E) − sin(E0)] (A.58)

IntegralIs2J
from Equation (4.192) becomes

Is2J
(θ) =

∫ θ

θ0

sin(θ)

̺(θ)2
J(θ)dθ =

∫ θ

θ0

sin(θ)

̺(θ)2

(
∫ θ

θ0

1

̺(τ)2
dτ

)

dθ

Is2J
(E) = (1−ε2)−1(1 − ε2)−

3

2

∫ E

E0

sin(E)(E − ε sin(E) + C1)dE

Is2J
(E) = (1−ε2)−

5

2

∫ E

E0

(E sin(E) − ε sin(E)2 + C1 sin(E))dE

Is2J
(E) = (1−ε2)−

5

2

[

sin(E) − E cos(E) − ε(
1

2
E − 1

4
sin(2E)) − C1 cos(E)

]E

E0

Is2J
(E) = (1−ε2)−

5

2

[

sin(E)(1+
ε

2
cos(E))−E(

ε

2
+cos(E))−sin(E0)(1+

ε

2
cos(E0))

+E0(
ε

2
+cos(E0))−C1(cos(E)−cos(E0))

]

(A.59)

A.7 Integral Details of Section 4.8.2

This section contains the detailed solutions to selected integrals including the interme-
diate calculations.
IntegralIs32

from Equation (4.202) becomes using the substitutions of Equations (4.173)
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and (4.177)

Is32
(θ) =

∫ θ

θ0

sin(θ)2

̺(θ)3
dθ =

∫ E

E0

f(E)dE

Is32
(E) =

∫ E

E0

(√
1−ε2 sin(E)
1−ε cos(E)

)2

(
1−ε2

1−ε cos(E)

)3 (1 − ε2)
1

2 (1 − ε cos(E))−1dE

Is32
(E) = (1 − ε2)−

3

2

∫ E

E0

sin(E)2dE = (1 − ε2)−
3

2

[
1

2
E − 1

4
sin(2E)

]E

E0

Is32
(E) =

1

2
(1 − ε2)−

3

2 [E − E0 − (sin(E) cos(E) − sin(E0) cos(E0))] (A.60)

IntegralIsc3
from Equation (4.204) becomes

Isc3
(θ) =

∫ θ

θ0

sin(θ) cos(θ)

̺(θ)3
dθ =

∫ E

E0

f(E)dE

Isc3
(E) = (1 − ε2)−2

∫ E

E0

sin(E)(cos(E) − ε)dE

Isc3
(E) = (1 − ε2)−2

∫ E

E0

(sin(E) cos(E) − ε sin(E))dE

Isc3
(E) = (1 − ε2)−2

[
1

2
sin(E)2 + ε cos(E)

]E

E0

Isc3
(E) = (1 − ε2)−2

[
1

2
(sin(E)2 − sin(E0)

2) + ε(cos(E) − cos(E0))

]

(A.61)

IntegralIsc2
from Equation (4.206) becomes adding and subtractingsin(θ)

Isc2
(θ) =

∫ θ

θ0

sin(θ) cos(θ)

̺(θ)2
dθ = −1

ε

∫ θ

θ0

−ε sin(θ) cos(θ)

̺(θ)2
dθ

Isc2
(θ) = −1

ε

∫ θ

θ0

sin(θ) − sin(θ) − ε sin(θ) cos(θ)

̺(θ)2
dθ

Isc2
(θ) = −1

ε

∫ θ

θ0

sin(θ) − sin(θ)(1 + ε cos(θ))

(1 + ε cos(θ))2
dθ

Isc2
(θ) = − 1

ε2

∫ θ

θ0

[
ε sin(θ)

(1 + ε cos(θ))2
− ε sin(θ)

1 + ε cos(θ)

]

dθ

Isc2
(θ) = − 1

ε2

[
1

1 + ε cos(θ)
+ ln(1 + ε cos(θ))

]θ

θ0

Isc2
(θ) = − 1

ε2

[
1

̺
+ ln(̺) −

(
1

̺0
+ ln(̺0)

)]

(A.62)
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IntegralIc32
from Equation (4.207) becomes

Ic32
(θ) =

∫ θ

θ0

cos(θ)2

̺(θ)3
dθ =

∫ E

E0

f(E)dE

Ic32
(E) =

∫ E

E0

(cos(E) − ε)2(1 − ε cos(E))−2(1 − ε2)−3

(1 − ε cos(E))3(1 − ε2)
1

2 (1 − ε cos(E))−1dE

Ic32
(E) = (1 − ε2)−

5

2

∫ E

E0

(cos(E) − ε)2dE

Ic32
(E) = (1 − ε2)−

5

2

∫ E

E0

(cos(E)2 + ε2 − 2ε cos(E))dE

Ic32
(E) = (1 − ε2)−

5

2

[
1

2
E +

1

4
sin(2E) + ε2E − 2ε sin(E)

]E

E0

Ic32
(E) = (1 − ε2)−

5

2

[(
1

2
+ ε2

)

(E − E0) − 2ε(sin(E) − sin(E0))

+
1

4
(sin(2E) − sin(2E0))

]

(A.63)

IntegralIc1
from Equation (4.208) becomes

Ic1
(θ) =

∫ θ

θ0

cos(θ)

̺(θ)
dθ =

1

ε

∫ θ

θ0

ε cos(θ)

̺(θ)
dθ =

1

ε

∫ θ

θ0

ε cos(θ)

1 + ε cos(θ)
dθ

Ic1
(θ) =

1

ε

∫ θ

θ0

1 + ε cos(θ) − 1

1 + ε cos(θ)
dθ =

1

ε

∫ θ

θ0

(

1 − 1

1 + ε cos(θ)

)

dθ

Ic1
(θ) =

1

ε

[

θ − 2√
1 − ε2

arctan

(
1 − ε√
1 − ε2

tan

(
θ

2

))]θ

θ0

Ic1
(θ) =

1

ε

[

θ − θ0 −
2√

1 − ε2

{

arctan

(
1 − ε√
1 − ε2

tan

(
θ

2

))

− arctan

(
1 − ε√
1 − ε2

tan

(
θ0

2

))}]

(A.64)
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Appendix B

Detailed Derivation of Attitude
Kinematics, Dynamics and
Environment

This chapter will contain all the details and intermediate calculations in order to derive
the general equations of the attitude motion, which are not covered in Chapter 5.

B.1 Direction Cosine Matrix

This section will summarize the DCM for an Euler(3,2,1) rotation, as the individual
matrices will be needed, recalling that 1 is x-axis, 2 is y-axis and 3 is z-axis. The
rotation from a framea to a frameb, such that

vb = Rbava (B.1)

whereva is a vector projected on the axes of thea frame andvb is the same vector
projected on the axes of theb frame. The DCM is derived by a rotation around the
third axis ofa followed by rotations around the second and first axes of the resulting
intermediate frames. We can therefore write the3 individual matrices as follows.

Rba(θ) = R1(θ1)R2(θ2)R3(θ3) (B.2)

Rba(θ) =
2

4

1 0 0
0 cos(θ1) sin(θ1)
0 − sin(θ1) cos(θ1)

3

5

2

4

cos(θ2) 0 − sin(θ2)
0 1 0

sin(θ2) 0 cos(θ2)

3

5

2

4

cos(θ3) sin(θ3) 0
− sin(θ3) cos(θ3) 0

0 0 1

3

5

(B.3)

Finn Ankersen, September 12, 2011



266 Detailed Derivation of Attitude Kinematics, Dynamics and Environment

We will use thatsi = sin(θi) andci = cos(θi) wherei = 1, 2, 3.

Rba(θ) =





c3c2 c2s3 −s2

s1s2c3 − c1s3 s1s2s3 + c1c3 s1c2

c1s2c3 + s1s3 c1s2s3 − s1c3 c1c2



 (B.4)

whereθ = [θ1, θ2, θ3]
T is the rotation angle about the respective axis. The inverse

rotation is found from the transpose of the orthonormal1 matrix Rba such thatRab =
RT

ba.

B.2 Attitude Dynamics Linearization

Here we will find the first Jacobian matrix of Equation (5.5), which is a linearization of
Equation (5.2) in which only the cross product is a function of ω and all other terms give
zero in the differentiation. Let us definep(ω) as

p(ω) = ω × Iω (B.5)

and the Jacobian from Equation (5.5) becomes

∂Iω̇

∂ω
=

∂N

∂ω
− ∂(ω × Iω)

∂ω

= 0− ∂p(ω)

∂ω

which expanding the last term gives

p(ω) =





ωy(I31ωx + I32ωy + I33ωz) − ωz(I21ωx + I22ωy + I23ωz)
ωz(I11ωx + I12ωy + I13ωz) − ωx(I31ωx + I32ωy + I33ωz)
ωx(I21ωx + I22ωy + I23ωz) − ωy(I11ωx + I12ωy + I13ωz)



 (B.6)

1A matrix A is called orthogonal ifAAT is a diagonal matrix, and is called orthonormal ifAAT is an
identity matrix. For an orthonormal matrixA, we haveA−1 = AT.
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We will now differentiate Equation (B.6)

∂px

∂ωx

= I31ωy − I21ωz

∂px

∂ωy

= I31ωx + 2I32ωy + I33ωz − I22ωz

= I31ωx + 2I32ωy + (I33 − I22)ωz

∂px

∂ωz

= I33ωy − I21ωx − I22ωy − 2I23ωz

= (I33 − I22)ωy − I21ωx − 2I23ωz

∂py

∂ωx

= I11ωz − 2I31ωx − I32ωy − I33ωz

= (I11 − I33)ωz − I32ωy − 2I31ωx

∂py

∂ωy

= I12ωz − I32ωx

∂py

∂ωz

= I11ωx + I12ωy + 2I13ωz − I33ωx

= (I11 − I33)ωx + I12ωy + 2I13ωz

∂pz

∂ωx

= 2I21ωx + I22ωy + I23ωz − I11ωy

= (I22 − I11)ωy + I23ωz + 2I21ωx

∂pz

∂ωy

= I22ωx − I11ωx − 2I12ωy − I13ωz

= (I22 − I11)ωx − I13ωz − 2I12ωy

∂pz

∂ωz

= I23ωx − I13ωy

Collecting terms we can now write the Jacobian matrix as

∂Iω̇

∂ω
=
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−

2

4

I31ωy−I21ωz I31ωx+2I32ωy +(I33−I22)ωz −I21ωx+(I33−I22)ωy−2I23ωz

−2I31ωx−I32ωy+(I11−I33)ωz −I32ωx+I12ωz (I11−I33)ωx+I12ωy+2I13ωz

2I21ωx+(I22−I11)ωy+I23ωz (I22−I11)ωx−2I12ωy−I13ωz I23ωx−I13ωy

3

5

(B.7)

Inserting the vector for the operating pointωoi = [0,−ω0, 0]T we obtain the following

∂Iω̇

∂ω
= ω0





I31 2I32 I33 − I22

−I32 0 I12

I22 − I11 −2I12 −I13



 (B.8)

B.3 Target Port Linearization

We will derive the Jacobian of Equation (5.29), using thatsi = sin(θi), ci = cos(θi) and
i = x, y, z and the DCM from Equation (B.4). It is observed that all termscontaining
sx or sz become zero and will not be written down. For simplicity we denoter̃dt = g.

∂gx

∂θx

= (cxsycz + sxsz)rdty
+ (cxsz − sxsycz)rdtz

= syrdty

∂gx

∂θy

= −syczrdtx
+ sxcyczrdty

+ cxcyczrdtz
= cyrdtz

− syrdtx

∂gx

∂θz

= −szcyrdtx
− (sxsysz + cxcz)rdty

+ (sxcz − cxsysz)rdtz
= −rdty

∂gy

∂θx

= (cxsysz − sxcz)rdty
− (sxsysz + cxcz)rdtz

= −rdtz

∂gy

∂θy

= −syszrdtx
+ sxcyszrdty

+ cxcyszrdtz
= 0

∂gy

∂θz

= cyczrdtx
+ (sxsycz − cxsz)rdty

+ (cxsycz + sxsz)rdtz
= cyrdtx

+ syrdtz

∂gz

∂θx

= cxcyrdty
− sxcyrdtz

= cyrdty

∂gz

∂θy

= −cyrdtx
− sxsyrdty

− cxsyrdtz
= −cyrdtx

− syrdtz

∂gz

∂θz

= 0

and the Jacobian becomes in matrix form

∂r̃dt

∂θt

=





syrdty
cyrdtz

− syrdtx
−rdty

−rdtz
0 cyrdtx

+ syrdtz

cyrdty
−(cyrdtx

+ syrdtz
) 0



 = Bdt1 (B.9)

For the velocity linearization we need to find the Jacobian ofthe last term in Equa-
tion (5.32) and for convenience we define˙̃rdt = g(θt, ωt). We will compute the cross
product and the DCM as

g(θt, ωt) = RT

2

4

ωty rdtz
− ωtz rdty

ωtz rdtx
− ωtxrdtz

ωtxrdty
− ωty rdtx

3

5 = (B.10)
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2

4

czcy(ωty rdtz −ωtz rdty )+(sxsycz−cxsz)(ωtz rdtx −ωtxrdtz )+(cxsycz +sxsz)(ωtxrdty −ωty rdtx )
cysz(ωty rdtz −ωtz rdty )+(sxsysz +cxcz)(ωtz rdtx −ωtxrdtz )+(cxsysz−sxcz)(ωtx rdty −ωty rdtx )

−sy(ωty rdtz −ωtz rdty )+sxcy(ωtz rdtx −ωtxrdtz )+cxcy(ωtx rdty −ωty rdtx )

3

5

The partial derivatives become

∂gx

∂ωx

= syrdty

∂gx

∂ωy

= cyrdtz
− syrdtx

∂gx

∂ωz

= −cyrdty

∂gy

∂ωx

= −rdtz

∂gy

∂ωy

= 0

∂gy

∂ωz

= rdtx

∂gz

∂ωx

= cyrdty

∂gz

∂ωy

= −syrdtz
− cyrdtx

∂gz

∂ωz

= syrdty

and the Jacobian becomes in matrix form

∂ ˙̃rdt

∂ωt

=





syrdty
cyrdtz

− syrdtx
−cyrdty

−rdtz
0 rdtx

cyrdty
−(syrdtz

+ cyrdtx
) syrdty



 = Bdt2 (B.11)

B.4 Quaternions

This section will provide the basic equations and relationsfor quaternion operations
and how they can be derived from the fundamental definitions.The definition of the
quaternion can be found in Equation (5.10). All DCM and quaternions here describe the
rotation from a frame A to a frame B, where B is rotated with respect to A.

B.4.1 Euler(3,2,1) to Quaternion

The direct transformation from Euler angles into a quaternion can be found by finding
the quaternions for the intermediate Euler rotations. For a3,2,1 rotation the first rotation
is around the z-axis, and in that case the eigen axis for the rotation is directly the z-axis
and that intermediate quaternion will beq = [cos( θz

2 ), 0, 0, sin( θz

2 )]T. Subsequently
we find the intermediate ones for the other two rotations. To find the final quaternion
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they are multiplied together by means of the quaternion multiplication defined in Sec-
tion B.4.4.

q0 = cos(
θx

2
) cos(

θy

2
) cos(

θz

2
) + sin(

θx

2
) sin(

θy

2
) sin(

θz

2
)

q1 = sin(
θx

2
) cos(

θy

2
) cos(

θz

2
) − cos(

θx

2
) sin(

θy

2
) sin(

θz

2
)

q2 = cos(
θx

2
) sin(

θy

2
) cos(

θz

2
) + sin(

θx

2
) cos(

θy

2
) sin(

θz

2
)

q3 = cos(
θx

2
) cos(

θy

2
) sin(

θz

2
) − sin(

θx

2
) sin(

θy

2
) cos(

θz

2
) (B.12)

B.4.2 Quaternion to DCM

The DCM can be expressed by means of the Euler eigen axis and the rotation an-
gle, (Junkins & Turner 1986). From that and the half angle identities and the constraint
that the quaternion length is one, we can derived the equation for the DCM (Junkins &
Turner 1986).

R =





1 − 2(q2
2 + q2

3) 2(q1q2 + q0q3) 2(q1q3 − q0q2)
2(q1q2 − q0q3) 1 − 2(q2

1 + q2
3) 2(q2q3 + q0q1)

2(q1q3 + q0q2) 2(q2q3 − q0q1) 1 − 2(q2
1 + q2

2)



 (B.13)

B.4.3 Quaternion to Euler(3,2,1)

The Euler angles can be found directly from the elements of the DCM in Equation (B.13)
by the well knows relations

θx = arctan(R23

R33

) = arctan(2(q2q3+q0q1)
1−2(q2

1
+q2

2
)
)

θy = arcsin(−R13) = arcsin(−2(q1q3 − q0q2))

θz = arctan(R12

R11
) = arctan(2(q1q2+q0q3)

1−2(q2

2
+q2

3
)
)

(B.14)

B.4.4 Quaternion Multiplication

We can define a sequence of rotations by multiplication of theindividual quaternions as
e.g. a rotation from a framea to a framec via an intermediate frameqca = qcbqba =
q′′q′. By means of the quaternion product (Junkins & Turner 1986) we can writeqca as

qca =







q′′0 −q′′1 −q′′2 −q′′3
q′′1 q′′0 q′′3 −q′′2
q′′2 −q′′3 q′′0 q′′1
q′′3 q′′2 −q′′1 q′′0













q′0
q′1
q′2
q′3







(B.15)
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B.4.5 Quaternion Conjugate

The conjugate of a quaternion means the rotation in the opposite direction, which can
either be obtained by the opposite sign of the angle or the eigenvector is opposite. From
the definition it follows directly as

q∗ =







q0

−q1

−q2

−q3







(B.16)

B.4.6 Vector Transformation

We can use the frame work of the quaternion to perform a vectortransformation from
one frame to another as described in Equation (B.1) using a DCM.

We want to performvb = Rbava which we can do asvb = qbav
′
aq

∗
ba, where

v′
a = [0,vT

a]T and it shall be noted thatv′
a is not a quaternion, but only written in that

notation. We first computeb = qa = qbav
′
a as

b0 = −q1a1 − q2a2 − q3a3

b1 = q0a1 + q3a2 − q2a3

b2 = −q3a1 + q0a2 + q1a3

b3 = q2a1 − q1a2 + q0a3

(B.17)

and finally we computebq∗
ba for the vector part only

vb1 = b1q
∗
0 + b0q

∗
1 + b3q

∗
2 − b2q

∗
3

vb2 = b2q
∗
0 − b3q

∗
1 + b0q

∗
2 + b1q

∗
3

vb3 = b3q
∗
0 + b2q

∗
1 − b1q

∗
2 + b0q

∗
3

(B.18)

B.4.7 Quaternion Rate

We will now go through the principles leading to the quaternion differential equation
for the kinematics, transforming a vectora to a vectorb asb = Ra anda = RTb.
Differentiatinga, which is time invariant giveṡa = 0 = ṘTb + RTḃ and we can write
ḃ asḃ = ω × b. As we look from the rotating frameω changes sign and definingΩ as
a skew symmetric matrix the cross product can be formulated as a matrix multiplication
as(ṘT −RΩ)b = 0. Recalling thatΩT = −Ω and after some manipulations we arrive
at the kinematic differential equation for a DCM

Ṙ = −ΩR (B.19)

From Equation (B.19) we can write the individual differential equations for the elements
of theω vector as a function of the DCM elements and their derivatives. Inserting the
elements of the DCM in terms of quaternion elements from Equation (B.13) and using
the differential of the relationq2

0 + q2
1 + q2

2 + q2
3 = 1 and combining rows we can write

the result as shown in Equation (5.11).
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B.5 Gravity Gradient Linearization

We will linearize Equation (3.5) around the nominal attitude ofθ0 = [0, θ0, 0]T. Repre-
sented in the body frame we can write the gravity gradient torque as follows

Ng = 3
µ

r3





− sin(θy)
sin(θx) cos(θy)
cos(θx) cos(θy)



× I





− sin(θy)
sin(θx) cos(θy)
cos(θx) cos(θy)



 (B.20)

Using the notation of trigonometric functions assi = sin(θi), ci = cos(θi), ti = tan(θi)
andi = x, y, z, we can write Equation (B.20) as follows after some manipulations

Ng = 3
µ

r3





I21cxcysy − I22cxsxc2
y − I23c

2
xc2

y − I31cxsycy + I32s
2
xc2

y + I33cxsxc2
y

−I11cxcysy + I12cxsxc2
y + I13c

2
xc2

y − I31s
2
y + I32sxsycy + I33cxcysy

I11sxcysy − I12s
2
xc2

y − I13sxcxc2
y + I21s

2
y − I22sxcysy − I23cxcysy





(B.21)
The constant term in the Taylor series becomes

Ng(0) = 3
µ

r3





I21sycy − I23c
2
y

(I33 − I11)sycy + I13c
2
y − I31s

2
y

I21s
2
y − I23sycy



 (B.22)

We will now find the Jacobian matrix for the operating pointθ0.

∂Nx

∂θx

= I21cysysx − I22c
2
y(c2

x − s2
x) + 2I23c

2
ycxsx

− I31cxsycy + 2I32c
2
ysxcx + I33c

2
y(c2

x − s2
x)

= (I33 − I22)c
2
y − I31sycy

∂Nx

∂θy

= I21cx(c2
y − s2

y) + 2I22cxsxcysy − 2I23c
2
xcysy

− I31sx(c2
y − s2

y) − 2I32s
2
xcysy − 2I33cxsxcysy

= I21(c
2
y − s2

y) − 2I23sycy

∂Nx

∂θz

= 0
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∂Ny

∂θx

= I11sxcysy + I12c
2
y(c2

x − s2
x) − 2I13cxsxc2

y

+ I32cxsycy − I33sxcysy

= I12c
2
y + I32sycy

∂Ny

∂θy

= −I11cx(c2
y − s2

y) − 2I12cxsxcysy − 2I13c
2
xcysy

− 2I31sycy + I32sx(c2
y − s2

y) + I33cx(c2
y − s2

y)

= (I33 − I11)c
2
y + I11s

2
y − 2(I13 + I31)sycy

∂Ny

∂θz

= 0

∂Nz

∂θx

= I11cxcysy − 2I12sxcxc2
y − I13c

2
y(c2

x − s2
x)

− I22cxcysy + I23sxcysy

= (I11 − I22)sycy − I13c
2
y

∂Nz

∂θy

= I11sx(c2
y − s2

y) + 2I12s
2
xcysy + 2I13sxcxsycy

+ 2I21sycy − I22sx(c2
y − s2

y) − I23cx(c2
y − s2

y)

= 2I21sycy − I23(c
2
y − s2

y)

∂Nz

∂θz

= 0

The final linear equation is written in Equation (3.7).
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Appendix C

Spacecraft Data

This chapter will contain all the specific data for the chaserand target spacecraft, as well
as the data for avionics.

C.1 Target Data

The data for the ISS is valid for the configuration16A. The mass is

mt = 451310 kg (C.1)

and the inertia

It =





127902 3047 7802
3047 98997 1343
7802 1343 192066



 103 kg m2 (C.2)

The numerical data for the ISS flexible modes for the attitudemotion of the docking
port is listed in Table C.1.
With respect to the geometrical frameFgt the COM is located at

rbt = [−4.94,−0.21, 4.40]T m (C.3)

and the center of the docking port is located at

rgdt = [−35.84, 0, 4.14]T m (C.4)

The cross sectional profile of the spacecraft along the x,y,zbody axes is967, 776
and3510 m2 respectively.

C.2 Chaser Data

The data for the ATV spacecraft is as follows, where the mass is

mc ∈ [14000; 20200] kg (C.5)
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1stmode 2ndmode 3rdmode

Frequency Hz [0.12; 0.18] [0.48; 0.72] [1.0; 1.5]
Angular

αz deg 0.023 0.02 0.004
αy deg 0.023 0.02 0.004
αx deg 0.02 0.02 0.0027
α̇z deg/s 0.022 0.075 0.03
α̇y deg/s 0.022 0.075 0.03
α̇x deg/s 0.02 0.075 0.02

Linear
x m 0 0 0
y m 1.0 · 10−2 3.8 · 10−3 7.0 · 10−4

z m 1.0 · 10−2 3.8 · 10−3 7.0 · 10−4

Table C.1: ISS flexible modes for the motion ofFdt with respect toFdt0 as Euler(3,2,1) angles
and the linear motion. Frequencies are uniformly distributed including phase angles between the
axes. The angular and linear data are uncorrelated.

with uncertainty of±320 kg. The inertia matrix is

Ic =





[41000; 62000] 1600 1600
1600 [82000; 143000] 1000
1600 1000 [82000; 143000]



 kg m2 (C.6)

with uncertainties ofIcxx
= ±2500 kg m2 and Icyy

= Iczz
= ±1300 kg m2. All

uncertainties are uniformly distributed and are3σ values.
With respect to the geometrical frameFgc the COM location is defined in Sec-

tion 3.2.2 and the center of the docking port is located at

rgdc = [8.5, 0, 0]T m (C.7)

The cross sectional profile of the spacecraft along the x,y,zbody axes is51, 40 and
40 m2 respectively.

Specification Fine Mode Coarse Mode

Max. rate 2 deg/s 30 deg/s
Max. drift after ground calibration 10 deg/h 10 deg/h
Global drift after in flight calibration (3σ) 0.3 deg over1 hour 1 deg over0.5 hour
Scale factor 10−3 10−3

Angular rate noise (3σ) 6 deg/h at10 Hz 0.03 deg/s

Table C.2: GNC relevant specifications for the gyro assembly unit DTG T100. Noise is Gaussian.
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Specification Data

Max. angular rate fine: 2 deg/s
coarse:5 deg/s

Stars 3 − 10
Bias (3σ) lateral:5.56 · 10−3, axial: 1.11 · 10−2 deg
Low freq. error (3σ) lateral:4.17 · 10−3, axial: 1.61 · 10−2 deg
Noise Equivalent Angle (3σ) lateral:1.00 · 10−2, axial: 5.28 · 10−2 deg
When2 deg/s< rate < 5 deg/s (3σ) lateral:2.78 · 10−2, axial: 8.47 · 10−2 deg
Sampling 5 Hz
Time tag < 400µ s
Delay 1 s nominal
Dazzling recovery 10 s

Table C.3: GNC relevant specifications for one unit of SED-16 star sensor. Noise is Gaussian.

C.3 Gyro Data

The gyro performances along the spacecraft axes are shown inTable C.2.

C.4 Star Sensor Data

The numerical data for one star sensor unit is specified in Table C.3.

C.5 Chaser Flexible Modes Data

The flexible modes are expressed in terms of eigen frequencies, damping and the modal
coupling factors. The modal data for one flexible solar panelis provided in Table C.4
and is valid for all four panels used.

C.6 Propulsion Data

The only propulsion system on the chaser spacecraft is a thruster assembly consisting
of 28 thrusters, which provides the needed forces and torques. The uncertainties for the
thrusters can be found in Table C.5. The location and orientation of the thrusters is listed
in Table C.6.
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Mode # 1 2 3 4 5 6

Description out in out in out in
fk Hz 0.219 0.280 1.288 1.706 3.421 14.77
ζk 0.001 − 0.005
Lkmx kgm −4.472 0 2.594 0 −1.507 0
Lkmy kgm 0 0 0 0 0 0
Lkmz kgm 0 4.438 0 2.427 0 2.040

Lkix kgm2 0 29.24 0 5.933 0 2.668

Lkiy kgm2 0 0.0519 0 0 0 0

Lkiz kgm2 29.22 0 −6.132 0 2.431 0

Table C.4: Modal data and participation factors for one flexible solar panel presented in frame
Fp and for being either in or out of the y-z plane. The data is valid for all four panels.

Data Distribution

Nominal thrust 217 N
MIB 0.025 s
Rise/fall time (90 %) 20 ms
Bias on thrust [−3 %; 2 %] 3σ Uniform
Noise on thrust ±3.1 % 3σ Gaussian
Repeatability ±2.5 % 3σ Uniform
Thrust orientation < 1 deg half cone 3σ Uniform

Table C.5: Thruster specifications.
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Location m Thrust direction

# Type x y z x y z
1 acceleration 0.235 1.563 1.563 0.9659 −0.1830 −0.1830
2 roll 0.610 1.298 1.843 0.0 0.0 −1.0
3 brake 0.813 1.431 1.673 −0.5906 −0.2760 −0.7583
4 brake 0.856 1.601 1.577 −0.5906 −0.2760 −0.7583
5 roll 0.505 1.815 1.298 0.5 −0.8660 0.0
6 acceleration 0.235 −1.563 1.563 0.9659 0.1830 −0.1860
7 roll 0.505 −1.815 1.298 0.5 0.8660 0.0
8 brake 0.856 −1.601 1.577 −0.5906 0.2760 −0.7583
9 brake 0.813 −1.431 1.673 −0.5906 0.2760 −0.7583

10 roll 0.610 −1.298 1.843 0.0 0.0 −1.0
11 acceleration 0.235 −1.563 −1.563 0.9659 0.1830 0.1830
12 roll 0.610 −1.298 −1.843 0.0 0.0 1.0
13 brake 0.813 −1.431 −1.673 −0.5906 0.2760 0.7583
14 brake 0.856 −1.601 −1.577 −0.5906 0.2760 0.7583
15 roll 0.505 −1.815 −1.298 0.5 0.8660 0.0
16 acceleration 0.235 1.563 −1.563 0.9659 −0.1830 0.1830
17 roll 0.505 1.815 −1.298 0.5 −0.8660 0.0
18 brake 0.856 1.601 −1.577 −0.5906 −0.2760 0.7583
19 brake 0.813 1.431 −1.673 −0.5906 −0.2760 0.7583
20 roll 0.610 1.298 −1.843 0.0 0.0 1.0
21 rotation -z 7.025 2.185 0.522 0.0 −0.9726 −0.2325
22 rotation -z 7.025 2.130 0.715 0.0 −0.9480 −0.3183
23 rotation +y 7.025 0.1 2.2445 0.0 −0.0446 −0.9990
24 rotation +y 7.025 −0.1 2.2445 0.0 0.0446 −0.9990
25 rotation +z 7.025 −2.130 0.715 0.0 0.9480 −0.3183
26 rotation +z 7.025 −2.185 0.522 0.0 0.9726 −0.2325
27 rotation -y 7.025 −0.1 −2.2445 0.0 0.0446 0.9990
28 rotation -y 7.025 0.1 −2.2445 0.0 −0.0446 0.9990

Table C.6: GNC relevant specifications for the propulsion system. The thrust direction is the
direction of the produced force vector. All data is with respect to the geometrical frameFgc.
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Appendix D

GNC Details

This chapter will contain all the specific non central mathematical details needed for the
GNC.

D.1 Simplex Optimization

The detailed functionalities of linear programming and a simplex algorithm will be based
directly on the material from (Press, Flannery, Teukolsky &Vetterling 1986), but the ba-
sic structure is recalled here in order to be able to formulate and solve the present prob-
lem in a new manner. The general problem is forN independent variablesx1, . . . , xN

to maximize the functionz and

z = a01x1 + a02x2 + · · · + a0NxN (D.1)

subject to the main constraints

x1 ≥ 0, x2 ≥ 0, · · · , xN ≥ 0 (D.2)

and simultaneous subject toM = m1 +m2 +m3 additional constraints.m1 of the form
with bi ≥ 0

ai1x1 + ai2x2 + · · · + aiNxN ≤ bi (D.3)

andi = 1, · · · , m1. Now m2 constraints of the form

aj1x1 + aj2x2 + · · · + ajNxN ≥ bj ≥ 0 (D.4)

andj = m1 + 1, · · · , m1 + m2. Finally m3 constraints of the form

ak1x1 + ak2x2 + · · · + akNxN = bk ≥ 0 (D.5)

andk = m1 + m2 + 1, · · · , m1 + m2 + m3. The various coefficients can have either
sign or be zero.

The fact that theb’s are all nonnegative is by convention as one can always multiply
through with−1. The number of constraintsM as such can be smaller, equal or larger
than the unknownsN .
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Time Location Position Speed

VI t3 = t2 + ṡ2−ṡ1

a
s4 s = s4 + ṡ2(t − t3) ṡ = ṡ2

Table D.1: Lists all equations needed to calculate the profile illustrated in Figure 7.10.

Time Location Position Speed

III δt = t3 − t2 = ṡ2−ṡ31

d
x = t − t1

t1 =

q

1
d
(s4 − s3 +

ṡ2
2

2d
) s31 = s3+s4

2
+

ṡ2

2

4d
s = s31 + ṡ31x + 1

2
dx2 ṡ = ṡ31 + dx

VI t3 = t1 + ṡ2−ṡ31

a
s4 s = s4 + ṡ2(t − t3) ṡ = ṡ2

Table D.2: Lists all equations, different from Table 7.5, needed to calculate the profile in Fig-
ure 7.10, wheṅs1 is not reached. This means phase II is omitted andt1 = t2, s31 = s32 and
ṡ31 = at1 from I. Observe in III thatd is a deceleration andd < 0. Typically d = −a.

D.2 Guidance

This section provides the guidance profile, when there is no SK at points4. Parts IV and
V disappear. Only the parts different from those in tables 7.5 and 7.6 are presented here
in Tables D.1 and D.2 respectively. Observe thats41 = s4 andt3 = t4 = t41.

D.3 Linear Fractional Transformations

This section will derive and present the LFTs which are used in the project. A more
comprehensive treatment and properties can be found in (Zhou, Doyle & Glover 1995).

Let us first just consider the transfer matrixM in Figure D.1, where the input and
output can be scalars or vectors.

v = Mr

and written as a 2-port system we get
[

v1

v2

]

=

[
M11 M12

M21 M22

] [
r1

r2

]

(D.6)

D.3.1 Lower LFT

We want to find the relation fromr1 to v1 closing the lower loop viaK . We can write
the following set of equations

v1 = M11r1 + M12Kv2

v2 = M21r1 + M22Kv2
(D.7)

and after some algebraic manipulation we obtain

v1 = {M11 + M12K(I− M22K)−1M21}r1 (D.8)
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M

K

- -

-

�

r1

r2

v1

v2

(a) Lower LFT

M

∆

- -

-

�

r1

r2

v1

v2

(b) Upper LFT

Figure D.1: The LFT for a lower respectively an upper interconnection.

We now define the lower LFT as

Fl(M,K) , M11 + M12K(I− M22K)−1M21 (D.9)

D.3.2 Upper LFT

The upper LFT can be derived in a similar manner as the lower one as

v1 = M11∆v1 + M12r2

v2 = M21∆v1 + M22r2
(D.10)

and after some algebraic manipulation we obtain

v2 = {M22 + M21∆(I− M11∆)−1M12}r2 (D.11)

We now define the upper LFT as

Fu(M,∆) , M22 + M21∆(I − M11∆)−1M12 (D.12)

D.3.3 Inverse of LFT

For deriving the inverse of the LFT, both upper and lower, we will need the matrix
inversion lemma, stated in Lemma D.1.

Lemma D.1
The inverse of the following matrix expression can be formulated as

(A1 + A2A3A4)
−1 = A−1

1 − A−1
1 A2(A4A−1

1 A2 + A−1
3 )−1A4A−1

1 (D.13)

where the proof is given in (Bernstein 2005).
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Considering the following partitioned matrix

H =

[
H11 H12

H21 H22

]

(D.14)

for which the inverse LFT will be developed in the following sections.

D.3.3.1 Inverse of Lower LFT

The lower inverse LFT is formulated in Lemma D.2.

Lemma D.2
Let H be a partitioned matrix as in Equation (D.14), then the inverse becomes

Fl(H, K)−1 = Fl(Hli, K) (D.15)

where

Hli =

[
H−1

11 −H−1
11 H12

H21H−1
11 H22 − H21H−1

11 H12

]

(D.16)

Proof: We take the inverse of Equation (D.9) and formulate it in terms of Equation (D.13),
recognizing the associated elements.

[H11
︸︷︷︸

A1

+H12K
︸ ︷︷ ︸

A2

(I − H22K)−1

︸ ︷︷ ︸

A3

H21
︸︷︷︸

A4

]−1 =

H−1
11 − H−1

11 H12K(H21H
−1
11 H12K + (I − H22K))−1H21H

−1
11 =

H−1
11

︸︷︷︸

11

−H−1
11 H12

︸ ︷︷ ︸

12

K(I − (H22 − H21H
−1
11 H12

︸ ︷︷ ︸

22

)K)−1 H21H
−1
11

︸ ︷︷ ︸

21

(D.17)

On the right side of Equation (D.17) we recognize the form of the LFT as in Equa-
tion (D.9) using the indices to map it to Equation (D.16), which completes the proof.
�

D.3.3.2 Inverse of Upper LFT

The upper inverse LFT is formulated in Lemma D.3.

Lemma D.3
Let H be a partitioned matrix as in Equation (D.14), then the inverse becomes

Fu(H,∆)−1 = Fu(Hui,∆) (D.18)

where

Hui =

[
H11 − H12H−1

22 H21 H12H−1
22

−H−1
22 H21 H−1

22

]

(D.19)
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M

δ1

- -

-

�

w1 z1

u
G

δ2

-

-

�

w2 z2

x y

Q
(a)

Q

- -

- -

- -
w1 z1

w2 z2
u y

(b)

Figure D.2: The (a) part of the figure illustrated the concatenation of two LFTs with the combined
LFT shown in (b).

Proof: We take the inverse of Equation (D.12) and formulate it in terms of Equa-
tion (D.13), recognizing the associated elements.

[H22
︸︷︷︸

A1

+H21∆
︸ ︷︷ ︸

A2

(I − H11∆)−1

︸ ︷︷ ︸

A3

H12
︸︷︷︸

A4

]−1 =

H−1
22 − H−1

22 H21∆(H12H
−1
22 H21∆ + (I − H11∆))−1H12H

−1
22 =

H−1
22

︸︷︷︸

22

−H−1
22 H21

︸ ︷︷ ︸

21

∆(I − (H11 − H12H
−1
22 H21

︸ ︷︷ ︸

11

)∆)−1 H12H
−1
22

︸ ︷︷ ︸

12

(D.20)

On the right side of Equation (D.20) we recognize the form of the LFT as in Equa-
tion (D.12) using the indices to map it to Equation (D.19), which completes the proof.
�

D.3.4 Concatenation of upper LFTs

The concatenation of two LFTs as illustrated in Figure D.2 isexpressed in Lemma D.4.

Lemma D.4
Let M andG be partitioned matrices as in Equation (D.6). Then the concatenated LFT
is

Fu(Q,∆) = Fu(G, δ2)Fu(M, δ1) (D.21)

where

Q =





M11 0 M12

G12M21 G11 G12M22

G22M21 G21 G22M22



 (D.22)
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and

∆ =

[
δ1 0
0 δ2

]

(D.23)

Proof: Using Equation (D.6) we can write the equations forM andG respectively as
[

z1

x

]

=

[
M11 M12

M21 M22

] [
w1

u

]

and

[
z2

y

]

=

[
G11 G12

G21 G22

] [
w2

x

]

(D.24)
Eliminating the connecting variablex and after some algebraic manipulations one ob-
tains Equation (D.22) with the input output relationship illustrated in Figure D.2. �
The concatenation of three LFTs is expressed in Lemma D.5.

Lemma D.5
Let M, G andH be partitioned matrices as in Equation (D.6). Then the concatenated
LFT is

Fu(Q,∆) = Fu(H, δ3)Fu(G, δ2)Fu(M, δ1) (D.25)

where

Q =







M11 0 0 M12

G12M21 G11 0 G12M22

H12G22M21 H12G21 H11 H12G22M22

H22G22M21 H22G21 H21 H22G22M22







(D.26)

and

∆ =





δ1 0 0
0 δ2 0
0 0 δ3



 (D.27)

Proof: The proof is similar to the one for Lemma D.4 applied in two consecutive steps.
�

D.3.5 Star Product of LFTs

A generalization of the upper and lower LFT is presented in the Redheffer star prod-
uct (Redheffer 1959) and used on LFTs in (Redheffer 1960). The interconnections are
defined in Figure D.3.

Lemma D.6
Let Q, M andR be partitioned matrices as in Equation (D.6), then the interconnection
structure illustrated in Figure D.3 can be computed as

[
v3

v2

]

=

[
R11 R12

R21 R22

] [
r3
r2

]

(D.28)

where

R = S(Q, M) =

[
Fl(Q, M11) Q12(I − M11Q22)

−1M12

M21(I − Q22M11)
−1Q21 Fu(M, Q22)

]

(D.29)
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Q

M

- -

- -

-

-

r3 v3

r2 v2

r4 v4

r1 v1

R

Figure D.3: Star product ofQ andM, whereR = S(Q,M).

It shall be noted thatS(Q, M) depends on the partitioning of the matricesQ and M.
S(Q, M) is associative and ifQ andM are dissipative1 matrices thenS(Q, M) is also
dissipative. (Redheffer 1959)

Proof: Using the structure of Equation (D.6) and we have from FigureD.3 thatr4 = v1

andr1 = v4 we can write

v2 = M21r1 + M22r2 = M21(Q21r3 + Q22r4) + M22r2 (D.30)

and

r4 = M11r1 + M12r2

r4 = M11(Q21r3 + Q22r4) + M12r2

r4 = (I − M11Q22)
−1(M11Q21r3 + M12r2) (D.31)

using the equality constraints of the interconnections above. Inserting Equation (D.31)
into Equation (D.30) multiplying out and collecting terms we can write

v2 = (M21Q21 + M21Q22(I − M11Q22)
−1M11Q21)r3 +

(M21Q22(I − M11Q22)
−1M12 + M22)r2 (D.32)

The last term in Equation (D.32) we recognize as the upper LFTFu(M,Q22). The first
term we will rewrite as

M21(I + Q22(I − M11Q22)
−1M11)Q21 (D.33)

The outer parenthesis of Equation (D.33) can be recognized as the right hand side of the
matrix inversion lemma in Equation (D.13) with a little rewriting. The numbers at the
following under braces refer to the index numbers of Equation (D.13).

I
︸︷︷︸

1

+Q22( I
︸︷︷︸

3

−M11
︸ ︷︷ ︸

4

Q22
︸︷︷︸

2

)−1M11 =

1A matrix A is dissipative ifA + A∗ is negative definite. (Bernstein 2005)
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Figure D.4: The full nonlinear simulation showing the port to portspp motion, the chaser COM
motion, the associated velocities and the forces.x(0) = [−500, 0, 0]T m andẋ(0) = 0 m/s.

I−1 − I−1Q22(−M11I
−1Q22 + I−1)−1(−M11)I

−1 =

(I − Q22M11)
−1 (D.34)

Inserting Equation (D.34) back into Equation (D.33) then Equation (D.32) can be written
as

v2 = M21(I − Q22M11)
−1Q21r3 + Fu(M,Q22)r2 (D.35)

This completes the proof of the lower row of Equation (D.29).The upper row is verified
by the same approach. �

D.4 Simulation with Target Flexible Port Motion s3 to
s4

The Figures 9.15 and 9.16 are repeated in this section in Figures D.4 and D.5 to show
the difference when the flexible modes of the target docking port are used.

It is concluded that in terms of GNC performance there are no real differences. The
velocities are clearly noisier as the RVS measures all the port vibrations.
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Figure D.5: The full nonlinear simulation showing the true LVLH lateralport motions as well
as the relative motion in the cross section y-z plane. The green part of the curve is for relative
distance smaller than100 m.

D.5 Selection of Controller Type for the Final Approach

This section documents the design of the one degree of freedom model reference con-
troller in Figure D.6. The weights used for this design are aslisted in Table D.3.

In Figure D.7 is illustrated the tracking performance of thechaser port motion at
worst case at the locations4.

D.6 Simulation with Target Flexible Port Motion s4 to
Docking

The Figures D.8 and D.9 are repeated in this section to show the difference when the
flexible modes of the target docking port are present for the worst case.

A M ω ω1

W0 = 0.03
Wn = 0.5

We =
1

M
s+ω

s+Aω
0.05 2 0.31

Wu =
1

M
s+ω

s+Aω
100 0.01 9.42

Wref = ω2

s2+2ζωs+ω2

s+ω1

ω1
0.31 0.63

Table D.3: Summary of all weights used for the one degree of freedom model referenceH∞

design.
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Figure D.6: Signal based model reference configuration for theH∞ design of a one degree of
freedom controller.

It is concluded that in terms of GNC performance there are no real practical differ-
ences. The velocities are clearly noisier as the RVS measures all the port vibrations.
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Figure D.7: Tracking of worst case target port motion for the three controllers. Design1 is the
one degree of freedom model reference controller. The errorplot compare the various errors with
the error ofWref , which is considered the best possible.
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Figure D.8: The full nonlinear simulation showing the port to portspp motion, the chaser
COM motion, the associated velocities and control forces. The initial condition isspp(0) =

[−20, 0, 0]T m andṡpp(0) = 0 m/s.
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Figure D.9: The full nonlinear simulation showing the true LVLH lateralport motions as well as
the relative motion in the cross section y-z plane. The greenpart of the curve is during the station
keeping ats4.
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Jösson, U. & Rantzer, A. (1996), ‘Systems with Uncertain Parameters; Time-Variations
with Bounded Derivatives’,International Journal of Robust and Nonlinear Control
6(9-10), 969–982.

Junkins, J. & Turner, J. (1986),Optimal Spacecraft Rotational Maneuvers, Elsevier.

Karlgaard, C. (2006), ‘Robust Rendezvous Navigation in Elliptical Orbit’, Journal of
Guidance, Control and Dynamics29(2), 495–499.

Karlgaard, C. & Lutze, F. (2003), ‘Second-Order Relative Motion Equations’,Journal
of Guidance, Control and Dynamics26(1), 41–49.

Kawano, I., Mokuno, M., Kasai, T. & Suzuki, T. (2001), ‘Result of Autonomous Ren-
dezvous Docking Experiment of Engineering Test Satellite-VII’, Spacecraft De-
sign, Testing and Performance38(1), 105–111.

Kechichian, J. (1992), ‘Techniques of Accurate Analytic Terminal Rendezvous in Near-
Circular Orbit’,Acta Astronautica26(6), 377–394.

Khalil, H. (1996),Nonlinear Systems, Prentice Hall.

Kida, T., Yamaguchi, I., Chida, Y. & Sekiguchi, T. (1997), ‘On-Orbit Robust Control
Experiment of Flexible Spacecraft ETS-VI’,Journal of Guidance, Control, and
Dynamics20(5), 865–872.

Kluever, C. (1999), ‘Feedback Control for Spacecraft Rendezvous and Docking’,Jour-
nal of Guidance, Control and Dynamics22(4), 609–611.

Kreyszig, E. (1979),Advanced Engineering Mathematics, 4 edn, Wiley.

Kruse, F. & Ankersen, F. (1992), ‘The RendezVous Onboard System Simulator (Ross) -
System Software Design Concepts.’,Proceedings of 2’nd Workshop on Simulators
for European Space Programmes..

Kunugi, M., Koyama, H., Okanuma, T., Nakamura, T., Mokuno, M., Kawano, I.,
Horiguchi, H. & Kibe, K. (1994), ‘Guidance, Navigation and Control System in
Engineering Test Satellite VII Rendezvous and Docking Experiment’, IFAC, IEEE,
Proceedings of 13th Symposium on Automatic Control in Aerospace, Palo Alto, CA
pp. 303–308.

Kwakernaak, H. & Sivan, R. (1972),Linear Optimal Control Systems, Wiley Inter-
science.

Lancaster, E. (1970), ‘Relative Motion of Two Particles in Co-Planar Elliptical Orbits’,
AIAA Journal8(10).

Landshof, J., Harvey, R. & Marshall, M. (1994), ‘ConcurrentEngineering: Spacecraft
and Mission Operations System Design’,NASA, Goddard Space Flight Center,
Third International Symposium on Space Mission Operationsand Ground Data
Systems.

Finn Ankersen, September 12, 2011



BIBLIOGRAPHY 301

Lane, C. & Axelrad, P. (2006), ‘Formation Design in Eccentric Orbits Using Lin-
earized Equations of Relative Motion’,Journal of Guidance, Control and Dynam-
ics29(1), 146–160.

Larson, W. & Wertz, J. (1991),Space Mission Analysis and Design, 1 edn, Kluwer
Academic Publishers.

Lathi, B. (1974),Signals, Systems, and Controls, 1 edn, Thomas Y. Crowell Harper &
Row, Publishers.

Lawden, D. (1954), ‘Fundamentals of Space Navigation’,British Interplanetary Society
Journal13, 87–101.

Lawden, D. (1993), ‘Time-Closed Optimal Transfer by Two Impulses Between Coplanar
Elliptic Orbits’, Journal of Guidance, Control and Dynamics16(3).

Limebeer, D., Kasenally, E. & Perkins, J. (1993), ‘On the Design of Robust Two Degree
of Freedom Controllers’,Automatica29(1), 157–168.

Ljung, L. (1981),Reglerteori, Moderna analys- och syntesmetoder, 1 edn, Studentlitter-
atur.

London, H. (1963), ‘Second Approximation to the Solution ofthe Rendezvous Equa-
tions’, AIAA Journal1(7), 1691–1693.

Lopes, I. & McInnes, C. (1995), ‘Autonomous Rendezvous Using Artificial Potential
Function Guidance’,Journal of Guidance, Control and Dynamics18(2), 237–241.

Luo, Y., Lei, Y. & Tang, G. (2007), ‘Optimal Multi-ObjectiveNonlinear Impulsive Ren-
dezvous’,Journal of Guidance, Control and Dynamics30(4), 994–1002.

Luo, Y., Tang, G., Lei, Y. & Li, H. (2007), ‘Optimization of Multiple-Impulse, Multiple-
Revolution, Rendezvous-Phasing Maneuvers’,Journal of Guidance, Control and
Dynamics30(4), 946–952.

Malcom, H. & Utterback, H. (1999), ‘Flight Software in the Space Department: a Look
at the Past and a View Toward the Future’,Johns Hopkins APL Technical Digest
20(4), 522–532.

Manceaux-Cumer, C. & Chretien, J. (2001), ‘Minimal LFT formof a spacecraft build
up from two bodies’,AIAA Guidance, Navigation and Control Conference and
Exhibit, Montreal, Canada.

McAdams, J. V. (1997), ‘Postlaunch Contingency Trajectories for the Near-Earth
Asteroid Rendezvous Mission’,Journal of Guidance, Control and Dynamics
20(4), 819–823.

McGlathery, D. (1973), Space Shuttle Rendezous, Radiationand Reentry Analysis
Code, Technical Report NASA-TM-X-64768, Nasa, Marshall Space Flight Cen-
ter, Huntsville, AL.

Finn Ankersen, September 12, 2011



302 BIBLIOGRAPHY

Megretski, A. & Rantzer, A. (1997), ‘System Analysis via Integral Quadratic Con-
straints’,IEEE Transactions on Automatic Control42(6), 819–830.

Melton, R. (2000), ‘Time-Explicit Representation of Relative Motion Between Elliptical
Orbits’, Journal of Guidance, Control and Dynamics16(4).

Melton, R. (2003), ‘Comparison of Relative-Motion Models for Elliptical Orbits’,Satel-
lite Constellation and Formation Flying Third International Workshop, Feb. 24-26,
Pisa, Italy.

Mohler, R. (1991),Nonlinear Systems, Dynamics and Control, Prentice Hall.

Mokuno, M., Kawano, I., Horiguchi, H. & Kibe, K. (1995), ‘Development of ETS-VII
RVD System - Preliminary Design and EM Development Phase’,AIAA Guidance,
Navigation and Control Conference, Baltimore, MD.

Montgomery, R. & Wu, S. (1993), ‘Simulation of the Attitude Determination System
for Space Station Berthing Dynamics Research’,NASA, Langley Research Center,
Hampton, VA, ND210491.

Mora, E., Ankersen, F. & Serrano, J. (1996), ‘MIMO Control for 6DoF Relative Mo-
tion.’, Proceedings of 3’rd ESA International Conference on Spacecraft Guidance,
Navigation and Control Systems. Nov.26-29.

Moreau, G. & Marcille, H. (1998a), ‘On-board Precise Relative Orbit Determination’,
GNSS 98 - European Symposium on Global Navigation SatelliteSystems, 2nd,
Toulouse, France, A99-39551 10-32.

Moreau, G. & Marcille, H. (1998b), ‘RGPS Post-Flight Analysis of ARP-K Flight
Demonstrations’,ION GPS-98; Proceedings of the 11th International Technical
Meeting of the Satellite Division of the Institute of Navigation, Nashville, TN.

Mukhopadhyad, V. & Newsom, J. (1984), ‘A Multiloop System Stability Margin Study
Using Matrix Singular Values’,Journal of Guidance7(5), 582–587.

Mukundan, R. & Ramakrishnan, K. (1995), ‘A Quaternion Solution to the Pose Deter-
mination Problem for Rendezvous and Docking Simulations’,Mathematics and
Computers in Simulations39(1), 143–153.

Neff, J. & Fowler, W. (1991), ‘Minimum-Fuel Rescue Trajectories for the Extravehicular
Excursion Unit’,Journal of the Astronautical Sciences31(1), 21–45.

Newsom, J. R. & Mukhopadhyad, V. (1985), ‘A Multiloop RobustController Design
Study Using Singular Value Gradients’,Journal of Guidance8(4), 514–519.

Newton, I. (1713),Mathematical Principles of Natural Philosophy, Royal Society.

Ogata, K. (1970),Modern Control Engineering, Prentice-Hall.

Finn Ankersen, September 12, 2011



BIBLIOGRAPHY 303

OMV (1985),Automatic rendezvous and docking systems functional and performance
requirements, NASA-CR-171866, Scientific Systems, Inc., Cambridge, MA.

Packard, A. & Doyle, J. (1993), ‘The Complex Structured Singular Value’,Automatica
29(1), 71–109.

Papoulis, A. (1984),Probability, Random Variables, and Stochastic Processes,
McGraw-Hill.

Parry, P., Golub, A. & Southwood, D. (1989), ‘Orbital Maneuvering Vehicle Attitude
Control System’,AIAA Guidance, Navigation and Control Conference, Boston,
MA pp. 1465–1475.

Pauvert, C., Ankersen, F. & Soppa, U. (1991), ‘Verification Tests for a Prototype
RVD GNC on-board Software.’,Proceedings of ESA International Conference on
Spacecraft GNC Systems, 4-7 June, ESTEC Noordwijk, Netherlands.

Paw, Y. & Balas, G. (2008), ‘Uncertainty Modeling, Analysisand Robust Flight Con-
trol Design for a Small UAV System’,AIAA Guidance, Navigation and Control
Conference, Honolulu, Hawaii.

Peiman, G., Maghami, D., Sparks, D. & Lim, K. (1998), ‘Fault Accommodation in Con-
trol of Flexible Systems’,Journal of Guidance, Control, and Dynamics21(3), 500–
507.

Pery, V., Bouchery, J., Querrec, L., Maurel, E. & Ruffino, F. (2004), ‘ATV ”Jules Verne”
Tests Campaign’,Proceedings of the 5th International Symposium on Environmen-
tal Testing for Space Programmes 15-17 June 2004, Noordwijk, The Netherlands
.

Philip, N. & Malik, N. (1993), ‘Guidance and Control Aspect of Space Rendezvous and
Docking’,Journal of Spacecraft Technology3(1), 48–56.

Poolla, K. & Tikku, A. (1995), ‘Robust Performance Against Time-Varying Structured
Perturbations’,IEEE Transactions on Automatic Control40(9), 1589–1602.

Press, W., Flannery, B., Teukolsky, S. & Vetterling, W. (1986),Numerical Recipies, The
Art of Scientific Computing, Cambridge University Press.

Rabenstein, A. L. (1975),Elementary Differential Equations with Linear Algebra, sec-
ond edn, Academic Press, Inc.

Redheffer, R. (1959), ‘Inequalities for a Matrix Ricatti Equation’,Journal of Mathemat-
ics and Mechanics9, 349–367.

Redheffer, R. (1960), ‘On a Certain Linear Fractional Transformation’,Journal of Math-
ematics and Physics39, 269–286.

Renner, U. (1983),Satelliten-Technik, Springer Verlag.

Finn Ankersen, September 12, 2011



304 BIBLIOGRAPHY

Roy, A. E. (1976),Orbital Motion., Hilger.

Rugh, W. (1996),Linear System Theory, Prentice Hall.

Scheeres, D., Hsiao, F. & Vinh, N. (2003), ‘Stabilizing Motion Relative to an Unstable
Orbit: Applications to Spacecraft Formation Flight’,Journal of Guidance, Control
and Dynamics26(1), 62–73.

Schweighart, S. & Sedwick, R. (2002), ‘High-Fidelety LinearizedJ2 Model for Satellite
Formation Flight’,Journal of Guidance, Control and Dynamics25(6), 1073–1080.

Scott, M. A., Gilbert, M. & Demeo, M. (1993), ‘Active Vibration Damping of the Space
Shuttle Remote Manipulator Arm’,Journal of Guidance, Control and Dynamics
16(2), 275–280.

Seetharama-Bath, M., Sreenatha, A. & Shrivastava, S. (1991), ‘Robust Low order Dy-
namic Controller for Flexible Spacecraft’,IEE Proceedings (Control Theory and
Applications)138(5), 460–468.

Sengupta, P. & Vadali, S. (2007), ‘Relative Motion and the Geometry of Forma-
tions in Keplerian Elliptic Orbits’,Journal of Guidance, Control and Dynamics
30(4), 953–963.

Shamma, J. (1994), ‘Robust Stability with Time-Varying Structured Uncertainty’,IEEE
Transactions on Automatic Control39(4), 714–724.

Shen, H. & Tsiotras, P. (2003), ‘Optimal Two-Impulse Rendezvous Using Multiple-
Revolution Lambert Solutions’,Journal of Guidance, Control and Dynamics
26(1), 50–61.

Shibata, M. & Ichikawa, A. (2007), ‘Orbital Rendezvous and Flyaround Based on Null
Controllability with Vanishing Energy’,Journal of Guidance, Control and Dynam-
ics30(4), 934–945.

Shulman, Y. & Scott, J. (1966), ‘Terminal Rendezvous for Elliptical Orbits’,AIAA Paper
. 66-533.

Silva, N., Martel, F. & Delpy, P. (2005), ‘Automated Transfer Vehicle Thrusters Selec-
tion and Management Function’,Proceedings of the6th International ESA confer-
ence on Guidance, Navigation and Control Systems, Loutraki, Greece.

Singla, P., Subbarao, K. & Junkins, J. (2006), ‘Adaptive Output Feedback Control for
Spacecraft Rendezvous and Docking Under Measurement Uncertainty’, Journal of
Guidance, Control and Dynamics29(4), 892–902.

Skogestad, S. & Postlethwaite, I. (1996),Multivariable Feedback Control, Wiley.

Skogestad, S. & Postlethwaite, I. (2005),Multivariable Feedback Control, Wiley.

Finn Ankersen, September 12, 2011



BIBLIOGRAPHY 305

Sommer, J., Tobias, A., Ankersen, F. & Pauvert, C. (1992), ‘On-Board Software for
Automatic RVD and its Embedding in the System Simulator ROSS.’, Proceedings
of Spacecraft Guidance, Navigation and Control Systems Software for Design and
Implementation, Sept.29 - Oct.1, ESTEC Noordwijk, Netherlands..

Soppa, U., Ankersen, F. & Pauvert, C. (1992), ‘RendezVous On-Board System Simula-
tor Ross and Test Results from RVD Proof of Concept.’,Proceedings of Workshop
on Spacecraft Automation and On-board Autonomous Mission Control. Sept.14-
16, Darmstadt, Germany.

Soppa, U., Sommer, J., Tobias, A., Panicucci, M. & Olivier-Martin, L. (1991), ‘Mission
and Vehicle Management and FDIR Functions for GNC Systems for Rendezvous
Operations’,ESA, Spacecraft Guidance, Navigation and Control Systems Conf.
pp. 231–236.

Spradlin, E. (1960), ‘The Long-Time Satellite Rendezvous Trajectory’,Aerospace En-
gineering19.

Stoustrup, J. & Niemann, H. (1997), ‘Multiobjective Control for Multivariable Sys-
tems with Mixed-Sensitivity Specifications’,International Journal on Control
66(2), 225–243.

Strauch, H., Görlach, T. & Ankersen, F. (1996), ‘Controller Design for RVB with a
HERA Type Manipulator.’,Proceedings of 3’rd ESA International Conference on
Spacecraft Guidance, Navigation and Control Systems. Nov.26-29.

Sund, A., Tailhades, J. & Linden, P. (1991), ‘Advanced FaultTolerant AOCS Computer
for Rendezvous and Docking Missions’,ESA, Spacecraft Guidance, Navigation
and Control Systems Conf.pp. 447–454.

Suslennikov, V. (1992), Radio System for Automatic Rendezvous and Docking of
Soyuz, Progress Spacecraft and Mir Space Station, Technical report, Scientific-
Research Institute of Precision Instruments., Moscow, Russia.

Symon, K. R. (1979),Mechanics, Addison-Wesley.

Terraillon, J., Ankersen, F., Vardanega, T. & Carranza, J. (1999), ‘Automatic Code
Generation and Space On-board Software.’,Proceedings of Data Systems in
Aerospace, Lisbon, Portugal, May 17-21..

Tobias, A., Ankersen, F., Fehse, W., Pauvert, C. & Pairot, J.(1992), ‘Design and Ground
Verification of Proximity Operations.’,Proceedings of AAS/AIAA Space Flight Me-
chanics conference in Colorado Springs, USA. Feb. 24-26.

Tong, C., Shijie, X. & Songxia, W. (2007), ‘Relative Motion Control for Autonomous
Rendezvous Based on Classical Orbit Element Differences’,Journal of Guidance,
Control and Dynamics30(4), 1003–1014.

Finn Ankersen, September 12, 2011



306 BIBLIOGRAPHY

Tsai, M., Geddes, E. & Postlethwaite, I. (1990a), ‘Pole-Zero Cancellations and Closed-
Loop Properties of anH∞ Mixed Sensitivity Design Problem’,Proceedings of the
29th Conference on Decision and Controlpp. 1028–1029.

Tsai, M., Geddes, E. & Postlethwaite, I. (1990b), ‘Pole-Zero Cancellations and Closed-
Loop Properties of anH∞ Mixed Sensitivity Design Problem. Part 1: The Multi-
variable Case’,University of Leicester, Dept. of Engineering, Report 90-6.

Tsai, M., Geddes, E. & Postlethwaite, I. (1992), ‘Pole-ZeroCancellations and Closed-
Loop Properties of anH∞ Mixed Sensitivity Design Problem’,Automatica
28(3), 519–530.

Tsai, M., Postlethwaite, I. & Geddes, E. (1990), ‘Pole-ZeroCancellations and Closed-
Loop Properties of anH∞ Mixed Sensitivity Design Problem. Part 1: The Scalar
Case’,University of Leicester, Dept. of Engineering, Report 90-3.

Tschauner, J. (1965), ‘Neue Darstellung des Rendezvous beielliptischer Ziel-bahn’,
Astronautica Acta11(5), 312–321.

Tschauner, J. (1967), ‘Elliptic Orbit Rendezvous’,AIAA Journal5(6), 1110–1113.

Tschauner, J. & Hempel, P. (1964), ‘Optimale Beschleunigungsprogramme fur das
Rendezvous-Manover’,Astronautica Acta10(2), 296–307.

Tschauner, J. & Hempel, P. (1965), ‘Rendezvous zu einem in elliptischer Bahn um-
laufenden Ziel’,Astronautica Acta11(2), 104–109.

Vaissiere, A. & Griseri, G. (1990), ‘Attitude and Relative Position Measurement Assem-
bly and GNC Computer Assembly On Board the Columbus Free Flying Labora-
tory’, AIAA Guidance, Navigation and Control Conference, Portland, OR, AIAA
paper 90-3391pp. 686–689.

Vallado, D. A. (2004),Fundamentals of Astrodynamics and Applications, Microcosm
Press and Kluwer Academic Publishers.

Vankov, A., Alyoshin, A., Chliaev, P., Fehse, W. & Ankersen,F. (1996), ‘Remote In-
tervention in Automatic On-Board GNC Systems.’,Proceedings of 3’rd ESA In-
ternational Conference on Spacecraft Guidance, Navigation and Control Systems.
Nov.26-29.

Vinti, J. P. (1998),Orbital and Celestial Mechanics, American Institute of Aeronautics
and Astronautics.

Voloshinov, V. & Levitin, E. (1999), ‘Approximate Search for a Global Minimum in
Problems of Mathematical Programming that are Close to Convex’, Computational
Mathematics and Mathematical Physics39(3), 365–396.

Walls, J., Greene, M. & Teoh, W. (1987), ‘A Mathematical Model of the Orbital Maneu-
vering Vehicle’,Simulation48(3), 98–102.

Finn Ankersen, September 12, 2011



BIBLIOGRAPHY 307

Weiss, J. (1981), Solution of the Equations of Motion for High Elliptic Orbits, Technical
Report TN PRV-5 No. 7/81, ERNO Raumfahrttechnik, Bremen, Germany.

Wheelon, A. (1959), ‘Midcourse and Terminal Guidance’,Space Technologypp. 26–32.

Wie, B. (1998),Space Vehicle Dynamics and Control, American Institute of Aeronautics
and Astronautics.

Wiesel, W. (2003), ‘Optimal Impulsive Control of Relative Satellite Motion’,Journal of
Guidance, Control and Dynamics26(1), 74–78.

Wisniewski, R. (1996), Satellite Attitude Control Using Only Electromagnetic Actua-
tion, Technical Report ISSN 0908-1208, Aalborg University, Aalborg, Denmark.

Wolfram, S. (1999),The Mathematica Book, Cambridge University Press.

Xu, Y., Fitz-Coy, N., Lind, R. & Tatsch, A. (2007), ‘µ Control for Satellites Formation
Flying’, Journal of Aerospace Engineering20(1), 10–21.

Yamamoto, T., Ishijima, Y., Mitani, S., Oda, M., Ueda, S., Kase, T. & Murata, S. (2006),
‘Study on the Navigation Laser Sensor for Spacecraft Rendezvous Missions’,Uchu
Kagaku Gijutsu Rengo Koenkai Koenshu (Japanese)50.

Yamanaka, K. (1997), ‘Rendezvous Strategy of the Japanese Logistics Support Vehicle
to the International Space Station’,Proceedings Third International Conference on
Spacecraft Guidance, Navigation and Control Systems, ESTEC, Noordwijk, Nov.
26-29.

Yamanaka, K. & Ankersen, F. (2002), ‘New State Transfer Matrix for Relative Motion
on an Arbitrary Elliptical Orbit.’,Journal of Guidance, Control and Dynamics.
25(1), 60–66.

Zanon, D. & Campbell, M. (2006), ‘Optimal Planner for Spacecraft Formations in El-
liptical Orbits’, Journal of Guidance, Control and Dynamics29(1), 161–171.

Zetocha, P., Self, L., Wainwright, R., Burns, R. & Surka, D. (2000), ‘Commanding and
Controlling Satellite Clusters’,IEEE Intelligent-Systems15(6), 8–13.

Zhao, K. & Stoustrup, J. (1997), ‘Computation of the MaximalRobustH2 Performance
Radius for Uncertain Discrete Time Systems with Nonlinear Parametric Uncertain-
ties’, International Journal of Control67(1), 33–43.

Zhou, K. & Doyle, J. (1998),Essentials of Robust Control, Prentice Hall.

Zhou, K., Doyle, J. & Glover, K. (1995),Robust and Optimal Control, Prentice Hall.

Zhou, K., Khargonekar, P., Stoustrup, J. & Niemann, H. (1995), ‘Robust Performance
of Systems with Structured Uncertainties in State Space’,Automatica31(2), 249–
255.

Finn Ankersen, September 12, 2011



308 BIBLIOGRAPHY

Ziegler, J. & Nichols, N. (1942), ‘Optimum Settings for Automatic Controllers’,Trans-
actions of the American Society of Mechanical Engineers64, 759–768.

Zimpfer, J., Shieh, S. & Sunkel, J. (1998), ‘Digitally Redesigned Pulse-Width Modula-
tion Spacecraft Control’,Journal of Guidance, Control, and Dynamics21(4), 529–
534.

Finn Ankersen, September 12, 2011



Symbols and Variables

The symbols used are listed where they are used the first time or where the same symbol
is used later with a different meaning.

Chapter 1:
None

Chapter 2:
ε orbit eccentricity
s1 station keeping point
s2 station keeping point
s3 station keeping point
s3a station keeping point
s4 station keeping point

Chapter 3:
A spacecraft cross sectional area
Af flexible state space model matrix
As sloshing state space model matrix
α ISS flexible modes Euler angles for docking port
αrvs Rendezvous sensor elevation angle
αs sloshing constant
Bf flexible state space model matrix
Bs sloshing state space model matrix
β ISS rigid attitude angle for one axis
βrvs Rendezvous sensor azimuth angle
CB ballistic coefficient
Cd drag coefficient
Cf flexible state space model matrix
Cs sloshing state space model matrix
cs sloshing damping constant
d target attitude reversal time
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Df flexible state space model matrix
dg gyro drift
η flexible modes state
F force vector
Fb intermediate frame
Fbc chaser body frame
Fbt ISS body frame
Fd air drag force
Fdc chaser drag force
Fdc chaser docking frame
Fdd differential drag force on chaser spacecraft
Fdt target drag force
Fdt ISS docking frame
Fdt0 ISS auxiliary docking frame
Fgc chaser geometrical frame
Fgt ISS geometrical frame
Fi inertial frame
FL sloshing perturbation force, liquid part
FP sloshing perturbation force
Fp force vector of the propulsion
Fo local orbital frame (LVLH)
Frc Rendezvous sensor measurement frame on the chaser spacecraft
FS sloshing perturbation force, solid part
Fth thruster force vector
fk eigen frequency of flexible modek
γindex sloshing related accelerations
I general inertia matrix
Ic chaser inertia matrix
It ISS inertia matrix
kg gyro scale factor
ks sloshing spring constant
Lindex flexible modes modal participation factors matrix
lindex flexible modes modal participation factors vector
λ empirical function for sloshing
MT mass/inertia matrix for flexible modes model
mc chaser mass
mk modal mass
mL fuel mass
mt target mass
m0 solid sloshing fuel mass
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m1 liquid sloshing fuel mass
µ Earth gravitational constant
Ng gravity gradient torque vector
Np torque vector of the propulsion
ng gyro noise vector
ω spacecraft angular rate
ωg gyro measured angular rates
R Rendezvous sensor range
Rp rotation matrix from nominal panel frame to panel frame
Rpbc rotation matrix from body frame to panel frame
r orbit radius
r̂ unit vector along orbit radius
rbc location ofFbc given inFgc

rbt location ofFbt given inFgt

rdc chaser docking port with respect to COM
rdt target docking port with respect to COM
rf target docking port flexible displacement
rgdc location ofFdc given inFgc

rgdt location ofFdt given inFgt

rr target docking port rigid displacement
rrc location ofFrc given inFgc

rrt location of the target pattern given inFdt

rth location of a thruster given inFgc

r1 lever arm of sloshing massm1

ρ atmospheric density
τ tank filling ratio
τ STR delay
θ true attitude vector[θx, θy, θz]

T

θstr star tracker measured attitude
θstrb

star tracker attitude bias
θstrn

star tracker attitude noise
u input vector to flexible modes model
v velocity vector relative to atmosphere
vt target attitude rate boundary
X ,x refers to first axis of a frame
xf state vector for flexible modes
xrvs Rendezvous sensor Cartesian position vector
xs state vector for sloshing
x1 state vector one sloshing mass
Y ,y refers to second axis of a frame
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yf output vector for flexible modes
Z,z refers to third axis of a frame
ζk damping of flexible modek

Chapter 4:
A(θ) out of plane transition matrix
ACW (τ) out of plane state transition matrix for circular orbits
Ap state coefficient matrix
Api in plane coefficient matrix
Apo out of plane coefficient matrix
[α, β, γ]T transformed state vector variables of[x, y, z]T

B(θ, θ0) out of plane state transition matrix
Bp state input matrix
Bpi in plane coefficient matrix
Bpo out of plane coefficient matrix
C1 integration constant ofJ(θ)
ccomp compensation between linear and curvilinear coordinate systems
ci ith integration constant
D matrix to derive equations for the general∆V maneuvers
dij elements of matrixD
ε orbit eccentricity
E eccentric anomaly
F force vector
Fg gravity field force vector
Fi in plane force vector
Fo out of plane force vector
fg normalized gravity field force vector
F(θ, E) integral matrix for elliptical out of plane solution
G universal gravitational constant
h normalized angular momentum
I(θ) earlier integral for obtaining second homogeneous in planesolution
Iijk integrals of the particular solutions
J(θ) new integral for obtaining second homogeneous in plane solution
k constant for elliptical orbits
ki ith integration constant
L angular momentum vector
Λ(θ) transformation matrix from time domain toθ domain out of plane
Λi(θ) transformation matrix from time domain toθ domain for in plane
λ(θ) intermediate variables
M Jacobian matrix
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M mass of the Earth
m mass
mc chaser mass
mt target mass
µ Earth gravitational constant
ω angular velocity vector
ω modulus ofω
p p = h2µ−1 conic section
Φ in plane state transition matrix
ΦCW (τ) in plane state transition matrix for circular orbits
φ(θ) intermediate variables
ϕi ith differential equation solution for the in plane solutions
r general position vector
rc chaser inertial position vector
rt target inertial position vector
̺ function for conic section denominator
s relative inertial position vector
T orbital period
t time
τ relative time interval
θ true anomaly
U fundamental matrix of homogeneous solution
W Wronskian
x state vector
xp position state vector of linear dynamics state space system
xpi in plane position state vector of linear dynamics system
xpi

in plane particular solution
xpo out of plane position state vector of linear dynamics system
xpo

out of plane particular solution

Chapter 5:
Ac attitude system matrix
Ad dynamics system matrix
Ak kinematics system matrix
Ara relative attitude system matrix
At target attitude system matrix
a auxiliary variable
Bc attitude input matrix
Bd dynamics input matrix
Bk kinematics input matrix
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Bra1
relative attitude input matrix

Bra2
relative attitude input matrix

e Euler eigen axis
I inertia matrix
k target attitude frequency
N external torque vector
Ω angular velocity skew matrix
ω angular velocity
ωbci angular velocity body frame to inertial frame
ωbco angular velocity body frame to orbit frame
ωc chaser attitude angular rate
ωoi angular velocity orbit frame to inertial frame
ωra relative attitude rate
ωt target attitude angular rate
ω0 angular velocity of operating point
q quaternion
R rotation matrix
rdc chaser docking port with respect to COM
rdt target docking port with respect to COM
r̃dt target docking port with respect to COM small signal
rpp port to port distance
ϕ phase angle for the ISS attitude motion
tstart time of1st amplitude in ISS attitude
θc chaser small signal attitude
θra relative attitude
θt target small signal attitude
u auxiliary variable
x auxiliary variable
xc attitude state vector
xt target attitude state vector
yra relative attitude output vector

Chapter 6:
None

Chapter 7:
A a system matrix
a acceleration
a semi major axis
a guidance acceleration
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a parameter in ellipse formulation
aij simplex coefficients
α arbitrary variable
Bra1

relative attitude input matrix
Bra2

relative attitude input matrix
b parameter in ellipse formulation
bij simplex coefficients
d guidance deceleration, typicallyd = −a
ε orbit eccentricity
F discrete time state space matrix
Fth thrust size
γ arbitrary constant
k arbitrary constant
λi ith root
M monodromy matrix
M total simplex constraintsM = m1 + m2 + m3

µ Earth gravitational constant
ν guidance exponential braking slope
N torque vector from propulsion
nn the direction unit vector of thenth thruster
p p = h2µ−1 conic section
Φ(t, t0) state transition matrix
r orbital radius
R constant matrix
ρ atmospheric density
s3 station keeping point
s31 point from acceleration to const. speed
s32 point from const. speed to acceleration
s4 station keeping point
s41 point from acceleration to const. speed
T sampling time or period time
TMIB Minimum Impulse Bit on time
t0 start of guidance velocity profile
t1 guidance velocity switching time
t2 guidance velocity switching time
t3 guidance velocity switching time
t4 guidance velocity switching time
t41 guidance velocity switching time
tsk guidance SK duration ats4

ton thruster on time
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θ true anomaly
θ0 attitude offset angles
v orbital speed
x(t) state vector
xn simplex variable fornth thruster
z, zth performance index

Chapter 8:
A a system matrix
Ac attitude system matrix
B a system matrix
β solar panel rotation angle
C a system matrix
D a system matrix
D scaling matrix for RS and RP
∆ uncertainty block diagonal matrix in LFT
δi uncertainty parameter in LFT
δω̇ uncertainty parameter foṙω
e output equation noise
emax maximum value of control error
ε orbit eccentricity
F discrete time state space matrix
Fmax maximum omni directional force
G discrete time state space matrix
G transfer function matrix
I identity matrix and inertia matrix
J performance index function
K general controller
K Kalman filter gain matrix
kf scaling constant in LFT flexible model
ki scaling constant in LFT models
kω̇ scale factor foṙω uncertainty
L feedback gain matrix
Li factorizing variable for LFT
λi ith root
M arbitrary transfer function matrix
MP maximum overshoot
m matrix index variable
µ structured singular value
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N plant transfer matrix in robustness formulation
Nmax maximum omni directional torque
n matrix index variable
O observability matrix
ω̇ orbital angular acceleration
ωl orbital rate lower bound
ωu orbital rate upper bound
Φ(t, t0) state transition matrix
Q weighting matrix
R weighting matrix
S sensitivity function
Si factorizing variable for LFT
Σ singular value matrix in SVD
σ̄ maximum singular value
σ minimum singular value
T complementary sensitivity function
tr rise time
ts settling time
θ true anomaly
U unitary matrix in SVD
u input vector
V unitary matrix in SVD
v state equation noise
W uncertainty weighting matrix
w exogenous inputs
X solution of ARE
x(t) state vector
x̂(t) estimated state vector
Y solution of ARE
z exogenous outputs
ζk damping of flexible modek
ζl damping lower bound
ζu damping upper bound

Chapter 9:
(·)′ a variable normalized wrt. its maximum value
A a system matrix
a acceleration
Ad dynamics system matrix
Ak kinematics system matrix
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Api in plane coefficient matrix
Apo out of plane coefficient matrix
B a system matrix
Bk kinematics input matrix
Bpi in plane coefficient matrix
Bpo out of plane coefficient matrix
C a system matrix
D a system matrix
D scaling matrix for RS and RP
d target attitude reversal time
∆ uncertainty block diagonal matrix in LFT
δm uncertainty parameter formc

δm uncertainty parameter formc

δω̇ uncertainty parameter foṙω
δs uncertainty parameter in LFT sloshing model
e control error
emax maximum value of control error
ε orbit eccentricity
F force vector from propulsion or system matrix
Facc guidance acceleration force
Fmax maximum omni directional force
F∞ central controller inH∞ algorithm
γ condition number
Gfr transfer function frequency response matrix
γ arbitrary constant
I identity matrix and inertia matrix
K general controller
ki scaling constant in LFT models
km scaling constant in LFT ofmc

kω̇ scale factor foṙω uncertainty
kp arbitrary constant
κs scaling constant in LFT of sloshing model
L feedback gain matrix
M arbitrary transfer function matrix
MP maximum overshoot
ωcl closed loop cross over frequency
ω̇ orbital angular acceleration
ωl orbital rate lower bound
ωu orbital rate upper bound
P arbitrary transfer function matrix
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P plant transfer matrix in robustness formulation
Q arbitrary transfer function matrix
R arbitrary transfer function matrix
rbt target body frame location inFgt

rgdt target docking port with respect toFgt

rdt target docking port with respect to COM
ρ spectral radius
rmax maximum value of reference
S sensitivity function
s3 station keeping point
s4 station keeping point
T complementary sensitivity function
tr rise time
θ true anomaly
u input vector
v robust controller input
Wi weighting functions for mixed sensitivity
w exogenous inputs
X∞ Riccati equation solution inH∞ algorithm
Y arbitrary transfer function matrix
Y∞ Riccati equation solution inH∞ algorithm
z exogenous outputs

Chapter 10:
(·)′ a variable normalized wrt. its maximum value
A a system matrix
B a system matrix
C a system matrix
∆ uncertainty block diagonal matrix in LFT
emax maximum value of control error
ε orbit eccentricity
G transfer function matrix
γ arbitrary constant
K general controller
K1 feedforward controller for two degree of freedom controller
K2 feedback controller for two degree of freedom controller
MP maximum overshoot
P arbitrary transfer function matrix
P plant transfer matrix in robustness formulation
rmax maximum value of reference
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S sensitivity function
S2 sensitivity function for two degree of freedom controller
spp port to port distance
ṡpp port to port velocity
T complementary sensitivity function
T2 equivalent toT for two degree of freedom controller
tr rise time
θc chaser small signal attitude
θra relative attitude
W uncertainty weighting matrix
Wi weighting functions for mixed sensitivity
x(t) state vector
Vd decoupling matrix

Chapter 11:
δa, δb interval width for95% confidence
ε orbit eccentricity
M, N tabular values to determine sample size
n number of Monte Carlo runs
s2 variance estimate
σ standard deviation
θ attitude

Appendix A: See chapter 4
Ap state coefficient matrix
a semi major axis
Bp state input matrix
b semi minor axis
e total energy
epot potential energy
ekin kinetic energy
F force vector
S area of ellipse
T orbital period
v orbital speed
xp position state vector of linear dynamics state space system

Appendix B:
a auxiliary variable
b auxiliary variable
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g auxiliary variable
p auxiliary variable
q quaternion
q∗ conjugate quaternion
qba quaternion from framea to frameb
qca quaternion from framea to framec
qcb quaternion from frameb to framec
q′ auxiliary variable
q′′ auxiliary variable
R DCM rotation matrix
Rba DCM from framea to frameb
R1 intermediate rotation matrix
R2 intermediate rotation matrix
R3 intermediate rotation matrix
rdt target docking port with respect to COM
r̃dt target docking port with respect to COM small signal
va arbitrary vector
v′

a vector in quaternion notation, auxiliary
vb arbitrary vector

Appendix C:
α ISS flexible modes Euler angles for docking port
It ISS inertia matrix
mt target mass
rbt location ofFbt given inFgt

rgdt location ofFdt given inFgt

Appendix D:
A arbitrary matrix
a, b Simplex intermediate variables
∆ arbitrary matrix
H partitioned arbitrary matrix
K arbitrary matrix
M partitioned arbitrary matrix
mI Simplex constraints
Q arbitrary matrix
R arbitrary matrix
r input for LFT computations
si, ti intermediate points and times for guidance
v output for LFT computations
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xi Simplex constraints
z Simplex function to maximize
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Accelerometers, 115
Agena, 1
Algebraic Riccati Equation, 141

Kalman filter, 144
linear quadratic regulator, 141

Altitude, 20
Angular momentum (elliptic orbits), 48
Apogee lift, 14
Apollo, 1, 6
Approach corridor, 3
ARE, seeAlgebraic Riccati Equation
Argument of perigee, 85, 94
Ascending node drift, 13
Attitude control, 20

nonlinear simulation results, 149
relative, 219
stability margins, 148

Attitude dynamics
linear, 102
operating point, 102

Attitude kinematics
nonlinear, 102

Attitude linear model, 104, 140
pole variations, 140
uncertainty model, 156

Attitude slew guidance, 137
Automated Transfer Vehicle, 6
Avionics architecture, 113

Berthing, 3, 18
Bilinear transformation, 131, 187

Camera sensor, 115
Central force, 46
Chaser data

COM location, 276
docking port location, 276
inertia, 32, 276
inertia value, 276
mass, 32, 275
mass value, 275

Circular orbit∆V
comparison of V-bar to R-bar, 78
expression at singularity, 76
in plane, 74
in plane singularities, 75
out of plane, 74
out of plane singularity, 74
R-bar impulses, 77
V-bar impulses, 77

Clohessy Wiltshire
linear solution, 68, 69
differential equations, 67
verification results, 70

Closing maneuver, 17
Cofactors, 54
Collision avoidance, 3
Communication, 3
Complementary sensitivity function, 145,

182, 189
Condition number, 188
Confidence interval, 21, 229
Conic sections, 245
Control6 Degree of Freedom, 207

bandwidth, 208
input vector, 209
output vector, 209
requirements interpretation, 207
state vector, 208, 209
target and sensor data, 208
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Controllability, 208
Controller

attitude, 145
decoupling matrix, 209
in plane, 190
one degree of freedom model refer-

ence, 289
out of plane, 186
two degree of freedom, 212

Coordinate systems
chaser body reference frame, 29
chaser docking reference frame, 29,

30
chaser geometrical reference frame, 29
chaser solar panel frames, 30
inertial frame, 25
intermediate frame, 26
ISS auxiliary docking reference frame,

28
ISS body reference frame, 27
ISS docking reference frame, 28
ISS geometrical reference frame, 27
local orbital frame, 26
orbit frame, 26

Cosmos, 1
Coupled attitude and position, 104
Coupled port to port dynamic model, 109
Cramers rule, 61

Debris, 3
Decoupling of position and attitude, 210
Delay margin, 148
Delay uncertainty model, 163
Departure, 19
Departure maneuver, 19
Direction cosine matrix, 265
Dissipative matrix, 287
Docking, 2
Docking mechanism, 17
Docking port motion model, 107
Drag force

differential, 36
general, 36
HarrisPriestler, 37

numerical values, 122

Eccentric anomaly, 89, 96
Eccentricity, 247
Elliptic orbit ∆V

in plane, 80
in plane singularities, 80
out of plane, 79
out of plane singularity, 79
R-bar impulses, 82
V-bar impulses, 81

Energy
kinetic, 247
potential, 247

Escape velocity, 248
ETS-VII, 6
Euler angles, 103, 265
Euler transformation, 131
Eureca, 7
European Proximity Operations Simulator,

9

Fault tolerant control, 212
Feed forward control, 191, 215
Final approach guidance, 134
Final approach maneuver, 17
Flexible appendices

dynamic equations in state space form,
39

finite element model, 37
general form of model, 37
modal participation matrix, 39
model data, 277
pole location, 140
single axis example, 37
uncertainty model, 161

Flight computer, 113
Flight system, 113
Floquet theory, 125, 127, 149
Fly around maneuver, 19
Focal point, 13
Fuel sloshing,seeSloshing

Gaussian, 21
Gemini, 1
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General Solution
verification results, 70

GPS, 4, 16, 114
Grappling, 3
Gravity field, 45
Gravity gradient torque

linear, 35, 272
nonlinear, 35
numerical values, 121

Guidance, 133
attitude slew, 137
exponential braking, 135
exponential braking duration, 136
final approach, 134
final approach phase plane profile, 134,

192
impulsive maneuvers, 133
station keeping, 134
with no station keeping ats4, 282

Gyro, 115
data, 277
model, 33

H-bar, 27
Harmonic oscillator, 53, 105
Hermes Space plane, 6
Hill’s equation, 67
H∞ optimal control, 178

γ-iteration, 180
assumptions, 179
central controller, 180
estimator, 180
mixed sensitivity, 183, 210, 220
multi variable, 188
pole/zero cancellations, 184
problem formulation, 179
signal based, 212

Hohmann, 15, 16
Homing maneuver, 16
Huber filter, 8
Hypergeometric function, 97

Illumination, 3
Impulsive maneuvers, 73, 133

In plane uncertainty model, 195

Jacobian, 47, 102, 243

Kalman filter, 8, 143, 144
discrete equivalent, 144
optimal gain matrix, 144

Keplerian orbit, 69
Kinematic differential equation, 271

L’Hospital, 76
Laplace domain, 126
Laplace transformation, 83
Launch, 13
LFT, seeLinear Fractional Transformation
Linear Fractional Transformation, 153, 154,

282
concatenation of LFTs, 285
inverse LFT, 283
lower inverse LFT, 284
lower LFT, 282
matrix with elements ofaijx

2 + bij

form, 197
star product, 286
upper inverse LFT, 284
upper LFT, 283

Linear independence, 60
Linear programming, 281
Linear Quadratic Gaussian, 143, 147, 149,

168
covariance matrix, 143
stochastic processes, 143

Linear Quadratic Regulator, 141
discrete equivalent, 142
guaranteed stability margins, 142
weighting matrices, 142

Linear Time Varying System
asymptotic stability, 125
general, 124
periodic, 125

LQG, seeLinear Quadratic Gaussian
LQR, seeLinear Quadratic Regulator

Man Tended Free Flyer, 6
Matrix
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orthogonal, 266
orthonormal, 266

MC, seeMonte Carlo simulations
Minimum impulse bit implementation, 130
Minkey program, 7
Mir, 1, 6
Mission management, 113
Mixed Sensitivity, 182
Mode management, 115
Model reduction, 187
Model reference control, 211
Monodromy matrix, 126–128, 150
Monte Carlo simulations, 229

sample size computation, 229, 233
Multiplicative uncertainty, 152

Nonlinear control, 128

Observability, 209
Open loop poles, 123
Optical sensor, 18
Optimal control, 141

performance index, 141
Orbital

accuracy, 69
angular rate variation, 121
curvilinear correction term, 72
error definition, 70
numerical propagation, 69
parameters general expressions, 121
period, 248
reference data, 69
test cases, 71
variation data, 122
velocity, 247

Orbital Maneuvering Vehicle, 6
Orthogonal, 266
Orthonormal, 54, 266
Out of plane uncertainty model, 193

Padé delay approximation, 163
Partial integration, 61
Particular input force transformation, 87
Particular solution, 82

circular orbit constant force in LVLH,
82

circular orbit inertial constant force,
84

elliptical orbit constant force in LVLH,
88

elliptical orbit inertial constant force,
94

Perigee lift, 14
Periodic Linear Time Varying System

continuous, 125
discrete, 127

Phase angle, 14
Phasing, 13

aim point, 15
apogee-perigee, 14
entry gate, 15
forward-backward, 14

Picard’s method of approximation, 127, 150
Plant Variation

6 degree of freedom, 208
in plane, 177
out of plane, 177

Plume impingement, 18
Polar coordinates, 245
Polylogarithmic function, 97
Port to port motion, 105
Position Control, 175

3 degree of freedom, 175
6 degree of freedom, 207
bandwidth, 176
requirements interpretation, 176
target and sensor data, 176

Principal axis, 101
Progress, 128
Propulsion

forces and torques, 33
thruster data, 277

Propulsion boundaries, 33
Proximity link, 22
Proximity maneuvers, 16
Pulse Width Modulation (PWM), 132
Pulse Width Pulse Frequency (PWPF), 132
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Quaternion
conjugate, 271
definition, 103
eigen axis, 103
from Euler angles, 269
kinematic differential equation, 103
multiplication, 270
norm, 271
to direction cosine matrix, 270
to Euler angles, 270
vector transformation, 271

R-bar, 27
RAAN, 13
Radial thrust, 17
Raising maneuver, 13
Reference mission, 20
Reference Mission Definition, 20
Relative accelerations, 47
Relative attitude, 17, 18, 106, 219
Relative Dynamics

θ domain transformation, 65
Clohessy Wiltshire, 67
generic closed form, 49
in plane solution, 55, 66
in plane uncertainty model, 196
integral part solution, 56
linear, 67
nonlinear, 49
out of plane solution, 54, 66
out of plane uncertainty model, 193
transition matrix, 64

Relative Gain Array, 147, 188, 209
Rendezvous and Docking Operation Test

System, 10
RendezVous camera, 115
RendezVous Mission, 13
Requirements, 21

absolute attitude control, 141
relative position control, 181

Residualization, 187
RGA, seeRelative Gain Array
Robust control, 152, 164, 168, 204, 224

2 × 2 representation, 153

M∆ structure, 165
N∆ structure, 153, 165
D scaling matrices, 167
minimum repeated uncertainty, 156
parametric uncertainty, 154
robust performance, 169, 205, 225
robust stability, 164, 204, 224
state space real parametric uncertainty,

156
structured singular value, 166
time varying structured uncertainty, 167
weights, 152, 171, 205, 225

Robust control scaling of input-output, 171,
205, 226

Robust performance, 169, 205, 219, 221,
225

Robust stability, 164, 204, 219, 221, 224
Root locus, 177
Rotating coordinate system, 48
RP,seeRobust performance
RS,seeRobust stability
RVD, 1

Safe trajectories, 17
Salyute, 1
Sampling frequency, 124
Scaling of signals and plant, 181
Semi major axis, 13, 247
Semi minor axis, 248
Sensitivity function, 145, 182, 189
Separation theorem, 141, 143, 145
Shuttle, 7
Simplex

algorithm, 281
performance index, 129, 281

Singular Value Decomposition, 154
Singularities, 55
Skylab, 1
Sloshing

uncertainty model, 201
FLOW3D, 41
fuel, 40
pendulum model, 41
spring, mass, damper model, 41
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state space model, 42
Soft docking, 17
Software architecture, 115
Soyuz, 4, 128
Spectral radius, 166
Star sensor

data, 277
model, 33

Star tracker, 115
Station Keeping

circular orbits, 73
elliptic orbits, 78

Station keeping, 22
Structure singular value, 166
Sun sensor, 115
SVD, seeSingular Value Decomposition

Tangential thrust, 17, 19
Target attitude motion model, 105
Target data

COM location, 32, 275
docking port location, 32, 275
flexible attitude, 31, 288, 289
inertia, 31, 275
inertia value, 275
mass, 31, 275
mass value, 275
rigid attitude, 31

Taylor expansion, 47, 102
Tetrahedron gyro configuration, 115
Thruster selection, 129
Thrusters, 114
Trade off of controller types, 217
Transition matrix, 49
Transmission rate, 3
True anomaly

acceleration, 247
angle, 49, 53, 55, 66, 70, 87, 121
rate, 247

Unitary matrix, 154

V-bar, 27
Variation of parameters method, 60, 88
Vernal equinox, 13, 25

Weighting function
in plane, 189, 218
one degree of freedom control, 289
out of plane, 184, 185, 211, 214
relative attitude, 220
two degree of freedom control, 214

Work Scope, 20
Worst case uncertainty, 151
Wronskian, 60, 61, 65

Z-transformation, 126
Zero Order Hold, 131
Zero state component, 82
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