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Abstract
A specification theory combines notions of specifications and implementations with a satisfaction relation, a refinement relation and a set of operators supporting stepwise design. We develop a complete specification framework for real-time systems using Timed I/O Automata as the specification formalism, with the semantics expressed in terms of Timed I/O Transition Systems. We provide constructs for refinement, consistency checking, logical and structural composition, and quotient of specifications – all indispensable ingredients of a compositional design methodology. The theory is backed by rigorous proofs and implemented in the open-source tool ECDAR.
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1 Introduction

Software systems are decomposed into components, often designed by independent teams, working under a common agreement on what the interface of each component should be. Consequently, *compositional reasoning* [1], the mathematical foundations of reasoning about interfaces, is an active research area. Besides supporting compositional development, it enables compositional reasoning about the system (verification) and allows well-grounded reuse.

In a logical interpretation, interfaces are specifications, while components that implement an interface are understood as models/implementations. Specification theories should support various features including (1) a *refinement* that allows to compare specifications and to replace a specification by another one in a design, (2) a *logical conjunction* that expresses combining the requirements of two or more specifications, (3) a *structural composition*, which allows to combine specifications, and (4) a *quotient operator* that, being a dual to structural composition, allows decomposing the design by groups of requirements. The latter is crucial to perform incremental design. Also, the operations have to be related by compositional reasoning theorems, guaranteeing both incremental design and independent implementability [2].

Building good specification theories is the subject of intensive studies [3, 4]. Interface automata are one such successful direction [2, 4–6]. In this framework, an interface is represented by an input/output automaton [7], i.e., an automaton whose transitions are typed with *input* and *output*. The semantics of such an automaton is given by a two-player game: the *input* player represents the environment, and the *output* player represents the component itself. Contrary to the input/output model proposed by Lynch [7], this semantic offers an optimistic treatment of composition: two interfaces can be composed if there exists at least one environment in which they can interact together in a safe way.

A timed extension of the theory of interface automata has been motivated by the fact that real time can be a crucial parameter in practice, for example in embedded systems [8]. While the theory of timed interface automata focuses on structural composition, in this paper we go further and build the first game-based specification theory for timed systems with all four operators (refinement, conjunction, composition, and quotient).

**Component interface specification and consistency** We represent specifications by timed input/output transition systems [9], i.e., timed transitions systems whose sets of discrete transitions are split into input and output transitions. Contrary to [8] and [9] we distinguish between implementations and specifications by adding conditions on the models. This is done by assuming that the former have fixed timing behaviour and they can always advance either by producing an output or delaying. We also provide a game-based methodology to decide whether a specification is consistent, i.e., whether it has at least one implementation. The latter reduces to deciding existence of a strategy that despite the behaviour of the environment will avoid states that cannot possibly satisfy the implementation requirements.
Refinement and logical conjunction A specification $S_1$ refines a specification $S_2$ iff it is possible to replace $S_2$ with $S_1$ in every environment and obtain an equivalent system. In the input/output setting, checking refinement reduces to deciding an alternating timed simulation between the two specifications [4]. In our timed extension, checking such simulation can be done with a slight modification of the theory proposed in [10]. As implementations are specifications, refinement coincides with the satisfaction relation. Our refinement operator has the model inclusion property, i.e., $S_1$ refines $S_2$ iff the set of implementations satisfied by $S_1$ is included in the set of implementations satisfied by $S_2$. We also propose a logical conjunction operator between specifications. Given two specifications, the operator will compute a specification whose implementations are satisfied by both operands. The operation may introduce error states that do not satisfy the implementation requirement. Those states are pruned by synthesizing a strategy for the component to avoid reaching them. Here we assume that we want to avoid reaching error states with any possible environment, hence this pruning is called adversarial pruning. We also show that conjunction coincides with shared refinement, i.e., it corresponds to the greatest specification that refines both $S_1$ and $S_2$.

Structural composition Following [8], specifications interact by synchronizing on inputs and outputs. However, like in [7, 9], we restrict ourselves to input-enabled systems. This makes it impossible to reach an immediate dead-lock state, where a component proposes an output that cannot be captured by the other component. Unlike in [7, 9], input-enabledness shall not be seen as a way to avoid error states. Indeed, such error states can still be designated by the designer as states which do not warrant desirable temporal properties. When composing specifications together, one would like to simplify the composition as much as possible before continuing the compositional analysis. We show that adversarial pruning does not distribute over the parallel composition operator. Therefore, we introduce the notion of cooperative pruning. Finally, we show that our composition operator is associative and that refinement is a precongruence with respect to it.

Quotient We propose a quotient operator dual to composition. Intuitively, given a global specification $T$ of a composite system as well as the specification of an already realized component $S$, the quotient will return the most liberal specification $X$ for the missing component, i.e., $X$ is the largest specification such that $S$ in parallel with $X$ refines $T$.

Implementation Our methodology is being implemented in the open-source tool ECDAR\textsuperscript{1}. It builds on timed input/output automata, a symbolic representation for timed input/output transition systems. We show that conjunction, composition, and quotienting are simple product constructions allowing for consistency checking to be solved using the zone-based algorithms for synthesizing winning strategies in timed games [11, 12]. Finally, refinement between specifications is checked using a variant of the recent efficient game-based algorithm of [10].

\textsuperscript{1}http://ecdar.net
**Paper extensions.** This journal paper is an extended and revised version of the conference papers [13, 14]. In this journal paper, we clarify the notion and effect of pruning by introducing adversarial pruning and cooperative pruning, we show that adversarial pruning (in [13, 14] just called pruning) does not distribute over the parallel composition so we no longer require pruning after each composition, we corrected several definitions, including the one of the quotient, we removed the notion of strictly undesirable states, and lastly all theorems are now actually proven.

**Structure of the paper.** The paper is organized as follows. Section 2 introduces the general framework of timed input/output transition systems and timed input/output automata, the notions of specification and implementation, and the concept of refinement. Section 3 continues by introducing consistency, the conjunction operator, and adversarial pruning. Then, in Section 4 we introduce and discuss parallel composition and in Section 5 the quotient operator. Section 6 briefly mentions the current state of the implementation of the theory in ECDAR. Finally, Section 7 concludes the paper.

**Example.** Universities operate under increasing pressure and competition. One of the popular factors used in determining the level of national funding is that of societal impact, which is approximated by the number of news articles published based on research outcomes. Clearly one would expect that the number (and size) of grants given to a university has a (positive) influence on the number of news articles.

Figure 1 gives the insight as to the organisation of a very small University comprising three components Administration, Machine and Researcher. The Administration is responsible for interaction with society in terms of acquiring grants (grant) and writing news articles (news). However, the other components are necessary for news articles to be obtained. The Researcher will produce the crucial publications (pub) within given time intervals, provided timely stimuli in terms of coffee (cof) or tea (tea). Here coffee is clearly preferred over tea. The beverage is provided by a Machine, which given a coin (coin) will provide either coffee or tea within some time interval, or even the possibility of free tea after some time.

In Figure 1 the three components are specifications, each allowing for a multitude of incomparable, actual implementations differing with respect to exact timing behavior (e.g., at what time are publications actually produced by the Researcher given a coffee) and exact output produced (e.g., does the Machine offer tea or coffee given a coin).

As a first property, we may want to check that the composition of the three components comprising our University is compatible: we notice that the specification of the Researcher contains an Err state, essentially not providing any guarantees as to what behaviour to expect if tea is offered at a late stage.

Now, compatibility checking amounts simply to deciding whether the user of the University (i.e., the society) has such a strategy for using it that the Researcher will avoid ever entering this error state.
As a second property, we may want to show that the composition of arbitrary implementations conforming to respective component specification is guaranteed to satisfy some overall specification. Here Figure 2 provides an overall specification (essentially saying that whenever grants are given to the University sufficiently often then news articles are also guaranteed within a certain upper time-bound). Checking this property amounts to establishing a refinement between the composition of the three component specifications and the overall specification. We leave the reader in suspense until the concluding section before we reveal whether the refinement actually holds or not!
2 Specifications and refinements

Throughout the presentation of our specification theory, we continuously switch the mode of discussion between the semantic and syntactic levels. In general, the formal framework is developed for the semantic objects, *Timed I/O Transition Systems* (TIOTSs in short) [15], and lifted to the syntactic constructions for *Timed I/O Automata* (TIOAs), which act as a symbolic and finite representation for TIOTSs. However, it is important to emphasize that the theory for TIOTSs does not rely in any way on the TIOAs representation – one can build TIOTSs that cannot be represented by TIOAs, and the theory remains sound for them (although we do not know how to manipulate them automatically).

**Definition 1** A *Timed Input Output Transition System* (TIOTS) is a tuple $S = (Q^S, q_0^S, Act^S, \rightarrow^S)$, where $Q^S$ is usually an infinite set of states, $q_0 \in Q$ the initial state, $Act^S = Act^S_i \sqcup Act^S_o$ a finite set of actions partitioned into inputs ($Act^S_i$) and outputs ($Act^S_o$), and $\rightarrow^S \subseteq Q^S \times (Act^S \cup \mathbb{R}_{\geq 0}) \times Q^S$ a transition relation satisfying the following conditions:

- **[time determinism]** whenever $q \xrightarrow{d}^S q'$ and $q \xrightarrow{d'}^S q''$, then $q' = q''$
- **[time reflexivity]** $q \xrightarrow{0}^S q$ for all $q \in Q^S$
- **[time additivity]** for all $q, q'' \in Q^S$ and all $d_1, d_2 \in \mathbb{R}_{\geq 0}$ we have $q \xrightarrow{d_1 + d_2}^S q''$ iff $q \xrightarrow{d_1}^S q'$ and $q' \xrightarrow{d_2}^S q''$ for some $q' \in Q^S$.

We write $q \xrightarrow{a}^S q'$ instead of $(q, a, q') \in \rightarrow^S$ and use $i?$, $o!$, and $d$ to range over inputs, outputs, and $\mathbb{R}_{\geq 0}$, respectively. When no confusion can arise, for example when only a single specification is given in a definition, we might drop the superscript for readability, like $Q$ instead of $Q^S$ if $S$ is the only given TIOTS. We write $q \xrightarrow{a}^S$ to indicate that there exists a $q' \in Q$ s.t. $q \xrightarrow{a}^S q'$, and $q \xrightarrow{a}^S$ to indicate that there does not exist $q' \in Q$ s.t. $q \xrightarrow{a}^S q'$. In the interest of simplicity, we work with deterministic TIOTSs: for all $a \in Act \cup \mathbb{R}_{\geq 0}$ whenever $q \xrightarrow{a}^S q'$ and $q \xrightarrow{a}^S q''$, we have $q' = q''$ (determinism is required not only for timed transitions but also for discrete transitions). In the rest of the paper, we often drop the adjective ‘deterministic.’

For a TIOTS $S$ and a set of states $X$, we write

$$\text{pred}_a^S(X) = \{ q \in Q^S | \exists q' \in X : q \xrightarrow{a}^S q' \}$$

for the set of all $a$-predecessors of states in $X$. We write $\text{ipred}_a^S(X)$ for the set of all input predecessors and $\text{opred}_a^S(X)$ for all output predecessors of $X$:

$$\text{ipred}_a^S(X) = \bigcup_{a \in Act^S_i} \text{pred}_a^S(X)$$
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\[ \text{opred}^S(X) = \bigcup_{a \in \text{Act}^S_d} \text{pred}^S_d(X). \]

Furthermore, \( \text{post}^S_d(q) \) is the set of all time successors of a state \( q \) that can be reached by delays smaller than \( d \):

\[ \text{post}^S_d(q) = \{ q' \in Q^S \mid \exists d' \in [0,d) : q \xrightarrow{d'} S q' \}. \]

We shall now introduce a symbolic representation for TIOTs in terms of Timed I/O Automata (TIOAs). Let \( \text{Clk} \) be a finite set of clocks. A clock valuation over \( \text{Clk} \) is a mapping \( v \in [\text{Clk} \mapsto \mathbb{R}_{\geq 0}] \). Write \( v + d \) to denote a valuation such that for any clock \( r \) we have \( (v + d)(r) = v(r) + d \). Given \( d \in \mathbb{R}_{\geq 0} \) and a set of clocks \( c \), we write \( v|_{r \in c} \) for a valuation which agrees with \( v \) on all values for clocks not in \( c \), and returns 0 for all clocks in \( c \). So this notation resets the clocks in \( c \). For example, \( \{ x \mapsto 3, y \mapsto 4.5 \}|_{r \in \{ x \}} \equiv \{ x \mapsto 0, y \mapsto 4.5 \} \). A guard over \( \text{Clk} \) is a finite Boolean formula with the usual propositional connectives where clauses are expressions of the form \( x \prec n \), where \( x \in \text{Clk} \), \( \prec \in \{ <,\leq,>,\geq,= \} \), and \( n \in \mathbb{N} \). We write \( \mathcal{B}(\text{Clk}) \) for the set of all guards over \( \text{Clk} \). The notation \( \mathbf{T} \) is used for the logical true and \( \mathbf{F} \) for the logical false. The reset of a guard \( q \in \mathcal{B}(\text{Clk}) \), denoted by \( g|_{r \mapsto 0} \), is again a guard where each occurrence of clock \( x \) in \( c \) is replaced by 0. For example \( (x < 4 \land y > 2)|_{x \mapsto 0} \equiv 0 < 4 \land y > 2 \equiv y > 2 \).

**Definition 2** A Timed Input Output Automaton (TIOA) is a tuple \( A = (\text{Loc}, l_0, \text{Act}, \text{Clk}, E, \text{Inv}) \) where \( \text{Loc} \) is a finite set of locations, \( l_0 \in \text{Loc} \) the initial location, \( \text{Act} = \text{Act}_i \cup \text{Act}_o \) is a finite set of actions partitioned into inputs \( \text{Act}_i \) and outputs \( \text{Act}_o \), \( \text{Clk} \) a finite set of clocks, \( E \subseteq \text{Loc} \times \text{Act} \times \mathcal{B}(\text{Clk}) \times 2^{\text{Clk}} \times \text{Loc} \) a set of edges, and \( \text{Inv} : \text{Loc} \rightarrow \mathcal{B}(\text{Clk}) \) a location invariant function.

If \( (l,a,\varphi,c,l') \in E \) is an edge, then \( l \) is a source location, \( a \) is an action label, \( \varphi \) is a guard over clocks that must be satisfied when the edge is executed, \( c \) is a set of clocks to be reset, and \( l' \) is a target location. Examples of TIOAs have been shown in the introduction.

**Definition 3** The semantic of a TIOA \( A = (\text{Loc}, l_0, \text{Act}, \text{Clk}, E, \text{Inv}) \) is the TIOTS \( [A]_{\text{sem}} = (\text{Loc} \times [\text{Clk} \mapsto \mathbb{R}_{\geq 0}], (l_0, \mathbf{0}), \text{Act}, \rightarrow) \), where \( \mathbf{0} \) is a constant function mapping all clocks to zero, \( \mathbf{0} \models \text{Inv}(l_0) \), and \( \rightarrow \) is the largest transition relation generated by the following rules:

- Each \( (l,a,\varphi,c,l') \in E \) gives rise to \( (l,v) \xrightarrow{a} (l',v') \) for each clock valuation \( v \in [\text{Clk} \mapsto \mathbb{R}_{\geq 0}] \) such that \( v \models \varphi \) and \( v' = v|_{r \mapsto 0} \) for \( r \in c \) and \( v' \models \text{Inv}(l') \).
- Each location \( l \in \text{Loc} \) with a valuation \( v \in [\text{Clk} \mapsto \mathbb{R}_{\geq 0}] \) gives rise to a transition \( (l,v) \xrightarrow{d} (l,v+d) \) for each delay \( d \in \mathbb{R}_{\geq 0} \) such that \( v + d \models \text{Inv}(l) \) and \( \forall d' \in \mathbb{R}_{\geq 0} : d' < d : v + d' \models \text{Inv}(l) \).
Note that the TIOTs induced by TIOAs satisfy the axioms 1–3 of Definition 1. In order to guarantee determinism, the TIOA has to be deterministic: for each action–location pair, if more than one edge is enabled at the same time, the resets and target locations need to be the same. This is a standard check. We assume that all TIOAs below are deterministic.

Having introduced a syntactic representation for TIOTs, we now turn back to the semantic level in order to define the basic concepts of implementation and specification.

**Definition 4** A TIOTS $S$ is a specification if each of its states $q \in Q$ is input-enabled: $\forall i? \in \text{Act}_i : \exists q' \in Q$ s.t. $q \xrightarrow{i?} q'$. A TIOA $A$ is a specification automaton if its semantic $[A]_{\text{sem}}$ is a specification.

The assumption of input-enabledness, also seen in many interface theories [16–20], reflects our belief that an input cannot be prevented from being sent to a system, but it might be unpredictable how the system behaves after receiving it. Input-enabledness encourages explicit modeling of this unpredictability, and compositional reasoning about it; for example, deciding if an unpredictable behaviour of one component induces unpredictability of the entire system.

In practice tools can interpret absent input transitions in at least two reasonable ways. First, they can be interpreted as ignored inputs, corresponding to location loops in the automaton. Second, they may be seen as unavailable (‘blocking’) inputs, which can be achieved by assuming implicit transitions to a designated error state.

The role of specifications in a specification theory is to abstract, or underspecify, sets of possible implementations. *Implementations* are concrete executable realizations of systems. We will assume that implementations of timed systems have fixed timing behaviour (outputs occur at predictable times) and systems can always advance either by producing an output or delaying. This is formalized using axioms of *output-urgency* and *independent-progress* below.

**Definition 5** A specification $P = (Q,q_0,\text{Act},\rightarrow)$ is an implementation if for each state $q \in Q$ we have

[output urgency] $\forall q',q'' \in Q$, if $q \xrightarrow{o!}^P q'$ and $q \xrightarrow{d}^P q''$ for some $o! \in \text{Act}_o$ and $d \in \mathbb{R}_{\geq 0}$, then $d = 0$.

[independent progress] either $\forall d \in \mathbb{R}_{\geq 0} : q \xrightarrow{d}^P$ or $\exists d \in \mathbb{R}_{\geq 0}, \exists o! \in \text{Act}_o$ s.t. $q \xrightarrow{d}^P q'$ and $q' \xrightarrow{o!}^P$.

A specification automaton $A$ is an implementation automaton if its semantic $[A]_{\text{sem}}$ is an implementation.
Independent progress is one of the central properties in our theory: it states that an implementation cannot ever get stuck in a state where it is up to the environment to induce progress. So in every state there either exists an ability to delay until an output is possible or the state can delay indefinitely. An implementation cannot wait for an input from the environment without letting time pass. Unfortunately, implementations might contain zeno behavior, for example, a state having an output action as a self-loop might stop time by firing this transition infinitely often. So time should be able to diverge, see [21]. Yet, to verify whether an implementation has time divergence, we need to analyze it in the context of an environment to form a closed-system. Environments could both ensure or prevent time to diverge, so one cannot determine time divergence by analyzing the system without an environment. In this paper, we focus on specifying components as part of a system. Therefore, we ignore the problem of time divergence for now and postpone it to future work.

A notion of refinement allows to compare two specifications as well as to relate an implementation to a specification. Refinement should be a pre-congruence when we compose several specifications of a system together. This is formalized with Theorem 8 in Section 4.

We study these kind of properties in later sections. It is well known from the literature [2, 4, 10] that in order to give these kind of guarantees a refinement should have the flavour of alternating (timed) simulation [22]. Figure 3 shows a visual representation of the direction of the simulation relation captures by refinement. While it is typical to define simulation relations on transitions systems that have equal alphabet, we relaxed that in our definition of refinement below. Then it fits the main theorem of quotient in Section 5 and it matches the usage in practical examples, see for example the university example in this paper.

**Definition 6** Given specifications \( S = (Q^S, q_0^S, Act^S, \rightarrow^S) \) and \( T = (Q^T, q_0^T, Act^T, \rightarrow^T) \) where \( Act^S_i \cap Act^T_o = \emptyset \), \( Act^S_o \cap Act^T_i = \emptyset \), \( Act^S_i \subseteq Act^T_i \), and \( Act^T_o \subseteq Act^S_o \). \( S \) refines \( T \), denoted by \( S \leq T \), iff there exists a binary relation \( R \subseteq Q^S \times Q^T \) such that \((q_0^S, q_0^T) \in R\) and for each pair of states \((s, t) \in R\) it holds that
1. Whenever \( t \xrightarrow{i?} t' \) for some \( t' \in Q^T \) and \( i? \in \text{Act}_i^T \cap \text{Act}_i^S \), then \( s \xrightarrow{i?} s' \) and \( (s', t') \in R \) for some \( s' \in Q^S 

2. Whenever \( t \xrightarrow{i?} t' \) for some \( t' \in Q^T \) and \( i? \in \text{Act}_i^T \setminus \text{Act}_i^S \), then \( (s', t') \in R \) for some \( s' \in Q^S \) and \( s \xrightarrow{i?} s' \) and \( (s', t') \in R \) for some \( t' \in Q^T \).

3. Whenever \( s \xrightarrow{o!} s' \) for some \( s' \in Q^S \) and \( o! \in \text{Act}_o^S \cap \text{Act}_o^T \), then \( t \xrightarrow{o!} t' \) and \( (s', t') \in R \) for some \( t' \in Q^T \).

4. Whenever \( s \xrightarrow{o!} s' \) for some \( s' \in Q^S \) and \( o! \in \text{Act}_o^S \setminus \text{Act}_o^T \), then \( (s', t') \in R \) for some \( t' \in Q^T \).

5. Whenever \( s \xrightarrow{d} s' \) for some \( s' \in Q^S \) and \( d \in \mathbb{R}_{\geq 0} \), then \( t \xrightarrow{d} t' \) and \( (s', t') \in R \) for some \( t' \in Q^T \).

A specification automaton \( A \) refines another specification automaton \( B \), denoted by \( A \leq B \), iff \( [A]_{\text{sem}} \leq [B]_{\text{sem}} \).

It is easy to see that the refinement is reflexive. Refinement is only transitive under specific conditions. These conditions are captured in Lemma 1. A special case satisfying these conditions is when the action sets of all specifications are the same. Refinement can be checked for specification automata by reducing the problem to a specific refinement game, and using a symbolic representation to reason about it. We discuss details of this process in Section 6. Figure 4 shows a coffee machine that is a refinement of the one in Figure 1. It has been refined in two ways: one output transition has been completely dropped and one state invariant has been tightened.

**Lemma 1** Given specifications \( S^i = (Q^i, q^i_0, \text{Act}^i, \rightarrow^i) \) with \( i \in \{1, 2, 3\} \). If \( S^1 \leq S^2 \), \( S^2 \leq S^3 \), \( \text{Act}^1 \cap \text{Act}^3 = \emptyset \), and \( \text{Act}^1 \cap \text{Act}^2 = \emptyset \), then \( S^1 \leq S^3 \).

**Proof** (\( \Rightarrow \)) We first show that the action sets of \( S^1 \) and \( S^3 \) satisfy the conditions of refinement. From \( S^1 \leq S^2 \) it follows that \( \text{Act}^1 \subseteq \text{Act}^2 \), and \( \text{Act}^2 \subseteq \text{Act}^1 \), similarly, from \( S^2 \leq S^3 \) it follows that \( \text{Act}^3 \subseteq \text{Act}^2 \), and \( \text{Act}^3 \subseteq \text{Act}^1 \). Combining this results in \( \text{Act}^1 \subseteq \text{Act}^3 \), and \( \text{Act}^3 \subseteq \text{Act}^1 \). Together with the antecedent and Definition 6 of refinement we can conclude that action sets of \( S^1 \) and \( S^3 \) satisfy the conditions of refinement.

It remains to show that there exists a relation \( R^{13} \) witnessing \( S^1 \leq S^3 \). Let \( R^{12} \) and \( R^{23} \) the relations witnessing \( S^1 \leq S^2 \) and \( S^2 \leq S^3 \), respectively. Using a standard co-inductive argument it can be shown that

\[
R^{13} = \left\{ (q^1, q^3) \in R^{13} \mid \exists q^2 \in Q^2 : (q^1, q^2) \in R^{12} \land (q^2, q^3) \in R^{23} \right\}
\]

witnesses \( S^1 \leq S^3 \).

Since our implementations are a subclass of specifications, we simply use refinement as an implementation relation.

**Definition 7** An implementation \( P \) satisfies a specification \( S \), denoted \( P \text{ sat } S \), iff \( P \leq S \). We write \([S]_{\text{mod}}\) for the set of all implementations of \( S \), so \([S]_{\text{mod}} = \{P \mid P \text{ sat } S\}\).
From a logical perspective, specifications are like formulae, and implementations are their models. This analogy leads us to a classical notion of consistency, as existence of models.

**Definition 8** A specification $S$ is consistent iff there exists an implementation $P$ such that $P \leq S$. A specification automaton $A$ is consistent iff its semantic $[A]_{sem}$ is consistent.

All specification automata in Figure 1 are consistent. An example of an inconsistent specification can be found in Figure 5. Notice that the invariant in the second state ($x \leq 4$) is stronger than the guard ($x \geq 5$) on the cof edge. This location violates the independent progress property.

We also define a stricter, more syntactic, notion of consistency, which requires that all states are consistent.

**Definition 9** A specification $S$ is locally consistent iff every state $s \in Q$ allows independent progress. A specification automaton $A$ is locally consistent iff its semantic $[A]_{sem}$ is locally consistent.

**Theorem 1** Every locally consistent specification is consistent in the sense of Definition 8.
Proof

Let us begin with defining an auxiliary function $\delta$ which chooses a delay for every state $s$ in a locally consistent specification $S$:

$$
\delta(s) = \begin{cases} 
  \text{the infimum } d \text{ such that } s \xrightarrow{d} s' \text{ and } \exists o! : s' \xrightarrow{o!} S \\
  +\infty & \text{otherwise}
\end{cases}
$$

Note that since $s$ allows independent progress, it always hold that $s \xrightarrow{\delta(s)} S$. $\delta$ is time additive in the following sense: if $s \xrightarrow{d} S s'$ and $d \leq \delta(s)$ then $\delta(s') + d = \delta(s)$, which is due to time additivity of $\xrightarrow{\cdot} S$, and local consistency of $S$.

We want to show for an arbitrary locally consistent specifications $S$ that it has an implementation. This can be shown by synthesizing an implementation $P = (Q^S, s_0, \text{Act}^S, \xrightarrow{P})$, where $\xrightarrow{P}$ is the largest transition relation generated by the following rules:

- $s \xrightarrow{i?} P s'$ if $s \xrightarrow{i?} S s' \land i? \in \text{Act}^i S$
- $s \xrightarrow{o!} P s'$ if $s \xrightarrow{o!} S s' \land o! \in \text{Act}^o S \land \delta(s) = 0$
- $s \xrightarrow{d} P s'$ if $s \xrightarrow{d} S s' \land d \in \mathbb{R}_{\geq 0} \land d \leq \delta(s)$

Since $P$ only takes a subset of transitions of $S$, the determinism of $S$ implies determinism of $P$. The transition relation of $P$ is time-additive due to time additivity of $\xrightarrow{\cdot} S$ and of $\delta$. It is also time-reflexive due to the last rule ($0 \leq \delta(s)$ for every state $s$ and $\xrightarrow{\cdot} S$ was time reflexive). So $P$ is a TIOTS.

The new transition relation is also input enabled as it inherits of input transitions from $S$, which was input enabled. So $P$ is a specification. The second rule guarantees that outputs are urgent (by construction $P$ only outputs when no further delays are possible). Moreover $P$ observes independent progress. Consider a state $s$ in $P$. Then if $\delta(s) = +\infty$ clearly $s$ can delay indefinitely. If $\delta(s)$ is finite, then by definition of $\delta$ and of $P$, the state $s$ can delay and hence produce an output. Thus $P$ is an implementation in the sense of Definition 5.

Now an unsurprising coinductive argument shows that the following relation $R \subseteq Q^S \times Q^S$ witnesses $P$ sat $S$:

$$
R = \left\{ (s, s) \mid s \in Q^S \right\}.
$$

The opposite implication in the theorem does not hold as we shall see later. Local consistency, or independent progress, can be checked for specification automata establishing local consistency for the syntactic representation. Technically it suffices to check for each location that if the supremum of all solutions of every location invariant exists then it satisfies the invariant itself and allows at least one enabled output transition.

Prior specification theories for discrete time [5] and probabilistic [23] systems reveal two main requirements for a definition of implementation. These are the same requirements that are typically imposed on a definition of a model as a special case of a logical formula. First, implementations should be consistent specifications (logically, models correspond to some consistent formulae). Second, implementations should be most specified (models cannot be refined by non-models), as opposed to proper specifications, which should be
underspecified. For example, in propositional logics, a model is represented as a complete consistent term. Any implicant of such a term is also a model (in propositional logics, it is actually equivalent to it).

Our definition of implementation satisfies both requirements, and to the best of our knowledge, it is the first example of a proper notion of implementation for timed specifications. As the refinement is reflexive we get $P \text{sat} P$ for any implementation and thus each implementation is consistent as per Definition 8. Furthermore, each implementation cannot be refined anymore by any underspecified specifications.

**Theorem 2** Any locally consistent specification $S$ refining an implementation $P$ is an implementation as per Definition 5.

**Proof** Observe first that $S$ is already locally consistent, so all its states warrant independent progress. We only need to argue that it satisfies output urgency. Without loss of generality, assume that $S$ only contains states which are reachable by (sequences of) discrete or timed transitions.

If $S$ only contains reachable states, every state of $S$ has to be related to some state of $P$ in a relation $R$ witnessing $S \leq P$ (output and delay transitions need to be matched in the refinement; input transitions also need to be matched as $P$ is input enabled and $S$ is deterministic). This can be argued for using a standard, though slightly lengthy argument, by formalizing reachable states as a fixpoint of a monotonic operator.

Now that we know that every state of $S$ is related to some state of $P$ consider an arbitrary $s \in Q^S$ and let $p \in Q^P$ be such that $(s, p) \in R$. Then if $s \overset{o!}{\rightarrow}^S s'$ for some state $s' \in Q^S$ and an output $o! \in \text{Act}^S$, it must be that also $p \overset{o!}{\rightarrow}^P p'$ for some state $p' \in Q^P$ (and $(s', p') \in R$). But since $P$ is an implementation, its outputs must be urgent, so $p \overset{d}{\rightarrow}^P$ for all $d > 0$, and consequently $s \overset{d}{\rightarrow}^S$ for all $d > 0$. We have shown that all states of $S$ have urgent outputs (if any) and thus $S$ is an implementation.

We conclude the section with the first major theorem. Observe that every preorder $\preceq$ is intrinsically complete in the following sense: $S \preceq T$ iff for every smaller element $P \preceq S$ also $P \preceq T$. This means that a refinement of two specifications coincides with inclusion of sets of all the specifications refining each of them. However, since out of all specifications only the implementations correspond to real world objects, another completeness question is more relevant: does the refinement coincide with the inclusion of implementation sets? This property, which does not hold for any preorder in general, turns out to hold for our refinement.

**Theorem 3** For any two locally consistent specifications $S, T$ having the same action set we have that $S \leq T$ iff $[S]_{\text{mod}} \subseteq [T]_{\text{mod}}$. 
Proof ($\Rightarrow$) Assume existence of relations $R_1$ and $R_2$ witnessing satisfaction of $S$ by the implementation $P$ and refinement of $T$ by $S$, respectively. Use a standard co-inductive argument and Lemma 1 to show that

$$R = \{(p,t) \in Q^P \times Q^T \mid \exists s \in Q^S: (p,s) \in R_1 \land (s,t) \in R_2\}$$

is a relation witnessing satisfaction of $T$ by $P$. Also observe that $(p_0, t_0) \in R$.

($\Leftarrow$) Consider any input $i$. Due to input-enabledness, there exists $t' \in Q^T$ such that $t \xrightarrow{i?} T t'$. We need to show existence of a state $s' \in Q^S$ such that $s \xrightarrow{i?} S s'$ and $(s', t') \in R$, so $\forall P: p_0 \text{ sat } s' \implies p_0 \text{ sat } t'$.

Due to input-enabledness, for the same $i$? there exists a state $s' \in Q^S$ such that $s \xrightarrow{i?} S s'$. We need to show that $(s', t') \in R$. By Theorem 1 applied to $Q^S$ we have that there exists an implementation $P$ and its state $p_0 \in Q^P$ such that $p_0 \text{ sat } s'$ (technically speaking $s$ may not be an initial state of $S$, but we can consider a version of $S$ with initial state changed to $s$ to apply Theorem 1, concluding existence of an implementation).

Consider an arbitrary implementation $Q$ sat $S$ and its state $q_0 \in Q^Q$ such that $q_0 \text{ sat } s'$. We need to show that also $q_0 \text{ sat } t'$. We do this by extending $Q$ deterministically to a model of $s$, showing that this is also a model of $t$, and therefore arguing that the only $i$? successor state models $t'$. Create an implementation $Q'$ by merging $Q$ and $P$ above and adding a fresh state $q$ with transition $q \xrightarrow{j?} Q' q_0$ and transitions $q \xrightarrow{j?} Q' p_0$ for all $j? \neq i?$. Now $q \text{ sat } s$ as $q \xrightarrow{i?} Q' q_0$ with $q_0 \text{ sat } s'$ and $q \xrightarrow{j?} Q' p_0$ with $p_0 \text{ sat } s'$ for $j? \neq i?$. By assumption, every implementation of $S$ is also an implementation of $T$, so $q \text{ sat } t$ and consequently $q_0 \text{ sat } t'$ as $q$ is deterministic on $i$?. Summarizing, for any implementation $q_0 \text{ sat } s'$ we are able to argue that $q_0 \text{ sat } t'$, thus necessarily $(s', t') \in R$.

Consider any action $a$ (which is an output or a delay) for which there exists $s'$ such that $s \xrightarrow{a} S s'$. Using a construction similar to the above it is not hard to see that one can actually construct (and thus postulate existence of) an implementation $P$ containing $p \in Q^P$ such that $p \text{ sat } s$ that has a transition $p \xrightarrow{a} P p'$. Since also $p \text{ sat } t$, we have that there exists $t' \in Q^T$ such that $t \xrightarrow{a} T t'$. It remains to argue that $(s', t') \in R$. This is done in the same way as with the first case, by considering any model of $s'$, then by extending it deterministically to a model of $s$, concluding that it is now a model of $t$ and the only $a$-derivative, which is $p'$, must be a model of $t'$. Consequently $(s', t') \in R$.

It follows directly from the definition of $R$ with $[S]_{sem} \subseteq [T]_{sem}$ that $(s_0, t_0) \in R$. 

\footnote{State $q$ allows independent progress if you combine the construction of $q$ with the second case for action $a$.}
The restriction of the theorem to locally consistent specifications is not a serious one. As we shall see in Theorem 5, any consistent specification can be transformed into a locally consistent one preserving the set of implementations.

3 Consistency and conjunction

An immediate error occurs in a state of a specification if the specification disallows progress of time and output transitions in a given state – such a specification will break if the environment does not send an input. For a specification $S$ we define the set of immediate error states $\text{imerr}$ as follows.

**Definition 10** Given a specification $S = (Q, q_0, \text{Act}, \rightarrow)$, the set of immediate error states, denoted by $\text{imerr}$, is defined as

$\text{imerr} = \{ q \in Q \mid (\exists d \in \mathbb{R}_{\geq 0} : q \xrightarrow{d} ) \land \forall d \in \mathbb{R}_{\geq 0} \forall o! \in \text{Act} o \forall q' \in Q : q \xrightarrow{d} q' \Rightarrow q' \xrightarrow{o!} \}$.

It follows that no immediate error states can occur in implementations, or in locally consistent specifications. Error states can also be created when output actions are disabled, for example by pruning away immediate error states, see Definition 12 below. Therefore, we extend the definition of immediate error states into error states $\text{err}$ as follows.

**Definition 11** Given a specification $S = (Q, q_0, \text{Act}, \rightarrow)$ and a set of states $X \subseteq Q$, the set of error states, denoted by $\text{err}$, is defined as

$\text{err}(X) = \{ q \in Q \mid (\exists d \in \mathbb{R}_{\geq 0} : q \xrightarrow{d} ) \land \forall d \in \mathbb{R}_{\geq 0} \forall o! \in \text{Act} o \forall q' \in Q : q \xrightarrow{d} q' \Rightarrow (q' \xrightarrow{o!} \lor \forall q'' \in Q : q' \xrightarrow{o!} q'' \Rightarrow q'' \in X) \}$.

Note that $\text{err}(\emptyset) = \text{imerr}$, thus for any $X$ we have that $\text{imerr} \subseteq \text{err}(X)$.

In general, error states in a specification do not necessarily mean that a specification cannot be implemented. Figure 6 shows a partially inconsistent specification, a version of the coffee machine that becomes inconsistent if it ever outputs tea. The inconsistency can be possibly avoided by some implementations, who would not implement delay or output transitions leading to it. More precisely an implementation will exist if there is a strategy for the output player in a safety game to avoid $\text{err}$. In order to be able to build on existing formalizations [12] we will consider a dual reachability game, asking for a strategy of the input player to reach $\text{err}$. We first define a timed predecessor operator [11, 12, 24], which gives all the states that can delay into $X$.
Partially Inconsistent

Fig. 6: A partially inconsistent specification.

while avoiding $Y$:

$$\text{cPred}^S_t(X, Y) = \left\{ q \in Q^S \mid \exists d \in \mathbb{R}_{\geq 0} \land \exists q' \in X \text{ s.t. } q \xrightarrow{d}^S q' \land \text{post}^S_d(q) \subseteq Y \right\}.$$ 

Since $\text{post}^S_d(q)$ is defined on an open interval, we have that $X \cap Y \subseteq \text{cPred}^S_t(X, Y)$. This means that the input player has priority over the output player when both could do an action from a state. The controllable predecessors operator, denoted by $\pi^S(X)$, which extends the set of states that can reach an error state uncontrollably, is defined by

$$\pi^S(X) = \text{err}^S(X) \cup \text{cPred}^S_t(X \cup \text{ipred}^S(X), \text{opred}^S(X)).$$

The set of all inconsistent states $\text{incons}^S \subseteq Q^S$ of specification $S$ (i.e. the states for which the environment has a winning strategy for reaching an error state) is defined as the least fixpoint of $\pi^S$: $\text{incons}^S = \pi^S(\text{incons}^S)$, which is guaranteed to exist by monotonicity of $\pi^S$ and completeness of the powerset lattice due to the theorem of Knaster and Tarski [25]. For transitions systems enjoying finite symbolic representations, automata specifications included, the fixpoint computation converges after a finite number of iterations [12].

Now we define the set of consistent states, $\text{cons}^S$, simply as the complement of $\text{incons}^S$, i.e. $\text{cons}^S = \overline{\text{incons}^S}$. We obtain it by complementing the result of the above fixpoint computation for $\text{incons}^S$. For the purpose of proofs it is more convenient to formalize the dual operator, say $\Theta^S$, whose greatest fixpoint directly and equivalently characterizes $\text{cons}^S$. While least fixpoints are convenient for implementation of on-the-fly algorithms, characterizations with greatest fixpoint are useful in proofs as they allow use of coinduction. Unlike induction on the number of iterations, coinduction is a sound proof principle without assuming finite symbolic representation for the transition system (and
thus finite convergence of the fixpoint computation. We define $\Theta^S$ as

$$\Theta^S(X) = \text{err}^S(X) \cap \{q \in Q^S | \forall d \geq 0 : [\forall q' \in Q^S : q \xrightarrow{d}^S q' \Rightarrow q' \in X \land$$

$$\forall i? \in \text{Act}^S : \exists q'' \in X : q' \xrightarrow{i?}^S q''] \lor$$

$$[\exists d' \leq d \land \exists q', q'' \in X \land \exists o! \in \text{Act}_o^S : q \xrightarrow{d'}^S q' \land q' \xrightarrow{o!}^S q'' \land$$

$$\forall i? \in \text{Act}^S : \exists q''' \in X : q' \xrightarrow{i?}^S q'''] \},$$

so the greatest fixpoint becomes $\text{cons}^S = \Theta^S(\text{cons}^S)$.

**Theorem 4** A specification $S = (Q, s_0, \text{Act}, \rightarrow)$ is consistent iff $s_0 \in \text{cons}^S$.

*Proof* First, assume that $s_0 \in \text{cons}^S$. Show that $S$ is consistent in the sense of Definition 8. In a similar fashion to the proof of Theorem 1 we first postulate existence of a function $\delta$, which chooses a delay and an output for every consistent state $s$:

$$\delta(s) = \begin{cases} d & \text{if } \exists s', s'' \in \text{cons}^S : \text{the infimum } d \text{ such that } s \xrightarrow{d}^S s' \land \exists o! : s' \xrightarrow{o!}^S s'' \\ +\infty & \text{otherwise} \end{cases}$$

Note that $\delta$ is time additive in the following sense: if $s \xrightarrow{d}^S s'$ and $d \leq \delta(s)$ then $\delta(s') + d = \delta(s)$, which is due to time additivity of $\rightarrow^S$ and the fact that $\text{cons}^S$ is a fixpoint of $\Theta^S$.

We show this by constructing an implementation $P = (Q^S, s_0, \text{Act}^S, \rightarrow^P)$ where the transition relation is the largest relation generated by the following rules:

1. $s \xrightarrow{o!}^P s'$ iff $s \xrightarrow{o!}^S s'$ and $s' \in \text{cons}^S$ and $\delta_s = 0$,
2. $s \xrightarrow{i?}^P s'$ iff $s \xrightarrow{i?}^S s'$,
3. $s \xrightarrow{d}^P s'$ iff $s \xrightarrow{d}^S s'$ and $d \leq \delta_s$.

Observe that the construction of $P$ is essentially identical to the one in the proof of Theorem 1 above. It can be argued in almost the same way as in the above proof, that $P$ satisfies the axioms of TIOTSs and is an implementation. Here one has to use the definition of $\Theta^S$ in order to see that the side condition in the first rule, that is $s' \in \text{cons}^S$, does not introduce a violation of independent progress.

It remains to argue that $P$ sat $S$. This is done by arguing that the following relation $R$

$$R = \{(p, s) \in Q^S \times Q^S | p = s\}$$

witnesses the refinement of $S$ by $P$.

Consider now the other direction. Assume that $S$ is consistent and show that $s_0 \in \text{cons}^S$. In the following we write that a state $s$ is consistent meaning that a specification would be consistent if $s$ was the initial state. Let $X = \{s \in Q^S |$
s is consistent). It suffices to show that $X$ is a post-fixed point of $\Theta^S$, thus $X \subseteq \Theta^S(X)$ (then $s_0 \in X = \text{cons}^S$).

Since $s$ is consistent, let us consider an implementation $P$ and a state $p$ such that $p \text{ sat } s$. We will show that $s \in \Theta^S(X)$. Consider an arbitrary $d \geq 0$ and the first disjunct in the definition of $\Theta^S$. If $p \xrightarrow{d} P p^d$ then also $s \xrightarrow{d} S s^d$ and $p^d \text{ sat } s^d$, so $s^d \in X$. Consider an arbitrary input $i$? such that $s^d \xrightarrow{i} S s'$. Then also $p^d \xrightarrow{i} P p'$ and $p' \text{ sat } s'$ (by satisfaction). But then $s' \in X$. So by the first disjunct in definition of $\Theta^S$ we have that $s \in \Theta^S(X)$.

If $p \xrightarrow{d} P$ for our fixed value of $d$, then by independent progress of $p$ there exists a $d_{\text{max}} < d$ such that $p \xrightarrow{d_{\text{max}}} P p'$ for some $p'$ and $p' \xrightarrow{o1} P p''$ for some $p''$ and some output $o!$. By $p \text{ sat } s$ there also exist $s'$ and $s''$ such that $s \xrightarrow{d_{\text{max}}} S s'$ and $s' \xrightarrow{o1} S s''$. Moreover $p'' \text{ sat } s''$, so $s'' \in X$, which by the second disjunct in the definition of $\Theta^S$ implies that $s \in \Theta^S(X)$.

Since $s_0$ is consistent by assumption, then $s_0 \in X \subseteq \text{cons}^S$.

The set of (in)consistent states can be computed for timed games, and thus for specification automata, using controller synthesis algorithms [12]. We discuss it briefly in Section 6.

The inconsistent states can be pruned from a consistent $S$ leading to a locally consistent specification. Adversarial pruning is applied in practice to decrease the size of specifications.

**Definition 12** Given a specification $S = (Q, q_0, \text{Act}, \rightarrow)$, the result of adversarial pruning, denoted by $S^\Delta$, is specification $(\text{cons}, q_0, \text{Act}, \rightarrow^\Delta)$ where $\rightarrow^\Delta = \rightarrow \cap (\text{cons} \times (\text{Act} \cup \mathbb{R}_{\geq 0}) \times \text{cons})$.

For specification automata adversarial pruning is realized by applying a controller synthesis algorithm, obtaining a maximum winning strategy, which is then presented as a specification automaton itself. Theorem 5 captures the main result of adversarial pruning. It also explains the reason of the name of adversarial pruning: the pruned specification contains all winning strategies independently of an environment, including those that are adversarial. This contrasts with cooperative pruning, which we define in Section 4 later in the paper.

**Theorem 5** For a consistent specification $S$, $S^\Delta$ is locally consistent and $[S]_{\text{mod}} = [S^\Delta]_{\text{mod}}$.

**Proof** We first proof that $S^\Delta$ is locally consistent. From Definitions 9 and 5 of local consistency and implementation, respectively, it follows that we have to show that $\forall q \in Q^S \Delta$: either $\forall d \in \mathbb{R}_{\geq 0} : q \xrightarrow{d} P$ or $\exists d \in \mathbb{R}_{\geq 0}, \exists o! \in \text{Act}_o$ s.t. $q \xrightarrow{d} P q'$ and $q' \xrightarrow{o1} P$. From Definition 12 of adversarial pruning it follows that $Q^S \Delta = \text{cons}$. 


Consider a state $q \in \text{cons}$. From the definition of $\Theta$, it follows that $q \in \overline{\text{err}(\text{cons})}$ and $q \in \{q_1 \in Q \mid \forall d \geq 0 : [\forall q_2 \in Q : q_1 \xrightarrow{d} q_2 \Rightarrow q_2 \in \text{cons} \land \forall i? \in \text{Act}_i : \exists q_3 \in \text{cons} : q_2 \xrightarrow{i?} q_3] \lor [\exists d' \leq d \land \exists q_2, q_3 \in \text{cons} \land \exists o! \in \text{Act}_o : q_1 \xrightarrow{d'} q_2 \land q_2 \xrightarrow{o!} q_3 \land \forall i? \in \text{Act}_i : \exists q_4 \in \text{cons} : q_2 \xrightarrow{i?} q_4]}$. In case that the condition $[\exists d' \leq d \land \exists q_2, q_3 \in \text{cons} \land \exists o! \in \text{Act}_o : q_1 \xrightarrow{d'} q_2 \land q_2 \xrightarrow{o!} q_3 \land \forall i? \in \text{Act}_i : \exists q_4 \in \text{cons} : q_2 \xrightarrow{i?} q_4]$ holds for some $d$, then it follows immediately that $q$ allows independent progress. In the other case, i.e., there does not exists a $d$ such that $[\exists d' \leq d \land \exists q_2, q_3 \in \text{cons} \land \exists o! \in \text{Act}_o : q_1 \xrightarrow{d'} q_2 \land q_2 \xrightarrow{o!} q_3 \land \forall i? \in \text{Act}_i : \exists q_4 \in \text{cons} : q_2 \xrightarrow{i?} q_4]$ holds, it follows from the fact that $q \in \overline{\text{err}(\text{cons})}$ and Definition 11 that $\forall d \in \mathbb{R}_{\geq 0} : q \xrightarrow{d} P$, thus allowing independent progress.

We now show that $[S]_{\text{mod}} = [S^\Delta]_{\text{mod}}$. From Definition 7 it follows that $[S]_{\text{mod}} = [S^\Delta]_{\text{mod}}$ iff for all implementations $P$ it holds that $P \leq S \Leftrightarrow P \leq S^\Delta$.

$(P \leq S \Rightarrow P \leq S^\Delta)$ Consider an implementation $P$ such that $P \leq S$. This implies from Definition 6 of refinement that there exists a relation $R \subseteq Q^P \times Q^S$ witnessing the refinement. We will arguing that for any pair $(p, s) \in R$ it holds that $s \in \text{cons}$.

For this, consider the controllable predecessor operator $\pi$ and $\pi(\text{imerr})$ to understand what it exactly calculates with respect to the definition of a consistent specification. A state $q \in \pi(\text{imerr})$ is either directly an error state or it can first delay followed by an input action to reach an error state without encountering an output action preventing it reaching an error state. With other words, no implementation can prevent state $q$ from reaching an error state.

Now, denote $\pi^n(\text{err})$ the $n$-th iteration of the fixed-point calculation, i.e., $\pi^1(\text{imerr}) = \pi(\text{imerr})$, $\pi^2(\text{imerr}) = \pi(\pi(\text{imerr}))$, etc. Following the above reasoning about the effect of $\pi$ on the reachability of error states, we can formulate the following fixed-point invariant: for each $n$ and $q \in \pi^n(\text{err})$, there does not exists an implementation preventing $q$ from reaching an error state. Once the fixed-point $\text{incons} = \pi(\text{incons}) = \pi^N(\text{inerr})$ for some $N$ is reached, we know for all $q \in \text{incons}$ that it cannot reach the fixed-point $\text{incons}$ because either $\text{incons}$ is just simply unreachable by any means or an implementation can prevent it from reaching it.

Consider a pair $(p, s) \in R$ where $s \in \text{incons}$. This means that specification $S$ cannot be prevented from reaching an error state $s'$. If we follow this path, we end up with pair $(p', s') \in R$. Now, $s'$ is an error state, which either cannot progress time indefinitely and do an output. But since $p'$ is a state from an implementation $P$, it has the independent progress property. Therefore, once the specification wants to do an output or (indefinite) delay, the second or third property from Definition 6 is violated. Therefore, we can conclude that for pair $(p, s) \in R$, $s \notin \text{incons}$, i.e., $s \in \text{cons}$. As the argument above does not rely on a specific state $s$ in $S$, it holds for all states $s \in Q^S$.

Now, we effectively have that $R \subseteq Q^P \times \text{cons}$, thus it follows from Definition 12 of adversarial pruning that $R$ is also a relation witnessing the refinement $P \leq S^\Delta$. As we considered an arbitrarily implementation $P$ refining $S$, it holds for all implementations $P$ refining $S$. Therefore, we conclude that $P \leq S \Leftrightarrow P \leq S^\Delta$.

$(P \leq S \Leftrightarrow P \leq S^\Delta)$ This case follows directly from the construction of $S^\Delta$ and the fact that $\text{cons} \subseteq Q^S$, i.e., for all implementations $P$ that refine $S^\Delta$, the binary relation $R \subseteq Q^P \times \text{cons}$ also witnesses the refinement of $P$ and $S$. $\Box$
Consistency guarantees realizability of a single specification. It is of further interest whether several specifications can be simultaneously met by the same component, without reaching error states of any of them. We formalize this notion by defining a logical conjunction for specifications.

**Definition 13** Given two TIOTSs $S^i = (Q^i, q^i_0, Act^i, \rightarrow^i), i = 1, 2$ where $Act^1_0 \cap Act^2_0 = \emptyset$ and $ Act^1_0 \cap Act^2_0 = \emptyset$, the conjunction of $S^1$ and $S^2$, denoted by $S^1 \land S^2$, is TIOTS $(Q^1 \times Q^2, (q^1_0, q^2_0), Act, \rightarrow)$ where $Act = Act^1 \cup Act^2$ and $Act_o = Act^1_0 \cup Act^2_0$, and $\rightarrow$ is defined as

- $(q^1_1, q^2_1) \xrightarrow{a} (q^1_2, q^2_2)$ if $a \in Act^1 \cap Act^2$, $q^1_1 \xrightarrow{a_1} q^1_2$, and $q^2_1 \xrightarrow{a_2} q^2_2$
- $(q^1_1, q^2) \xrightarrow{a} (q^1_2, q^2)$ if $a \in Act^1 \setminus Act^2$, $q^1_1 \xrightarrow{a_1} q^1_2$, and $q^2 \in Q^2$
- $(q^1, q^1_2) \xrightarrow{a} (q^1_2, q^2)$ if $a \in Act^2 \setminus Act^1$, $q^1 \xrightarrow{a_2} q^2_2$, and $q^1 \in Q^1$
- $(q^1_1, q^2_2) \xrightarrow{d} (q^1_2, q^2_2)$ if $d \in \mathbb{R}_{\geq 0}$, $q^1_1 \xrightarrow{d_1} q^1_2$, and $q^2_2 \xrightarrow{d_2} q^2_2$

In general, a result of the conjunction may be locally inconsistent, or even inconsistent. To guarantee consistency, one could apply a consistency check to the result, checking if $(s_0, t_0) \in Cons^{S \times T}$ and, possibly, adversarially pruning the inconsistent parts. Clearly conjunction is commutative and associative.

**Lemma 2** For two specifications $S$, $T$, and their states $s$ and $t$, respectively, if there exists an implementation $P$ and its state $p$ such that simultaneously $psat s$ and $psat t$ then $(s, t) \in Cons^{S \land T}$.

**Proof** This is shown by arguing that the following set $X$ of states of $S \land T$ is a postfixed point of $\Theta$ (then $(s, t) \in X \subseteq \Theta(X) \subseteq Cons^{S \land T}$):

$$X = \{(s, t) \mid \exists P : \exists p \in Q^P : p \text{ sat } s \land p \text{ sat } t\}.$$  

This is done by checking that $X \subseteq \Theta(X)$. Take $(s, t) \in X$, show that $(s, t) \in \Theta(X)$. So consider an arbitrary $d_0 \geq 0$. We know that there exists state $p$ such that $p \text{ sat } s$ and $p \text{ sat } t$. Since $p$ is a state of an implementation it guarantees independent progress, so there exists a delay $d^p$ such that $p \xrightarrow{d^p} p'$ for some state $p'$. Now the proof is split in two cases, proceeding by coinduction.

- $d^p \leq d_0$ is used to show that $(s, t) \in \Theta(X)$ using a standard argument with the second disjunct in definition of $\Theta$ (namely that $p$ can delay and output leading to a refinement of successors of $s$ and $t$, which again will be in $X$).
- $d^p > d_0$ is used to show that $(s, t) \in \Theta(X)$ using the same kind of argument with the first disjunct in the definition of $\Theta$ (namely that then $p$ can delay $d_0$ time and by refinement for any input transition it can advanced to a state refining successors of $s$ and $t$, which are in $X$).

\[\square\]

**Theorem 6** For any locally consistent specifications $S$, $T$ and $U$ over the same alphabet:
1. \( S \land T \leq S \) and \( S \land T \leq T \)

2. \((U \leq S) \) and \((U \leq T) \) implies \( U \leq (S \land T) \)

3. \([S \land T]_{\text{mod}} = [S]_{\text{mod}} \cap [T]_{\text{mod}} \)

**Proof** We will prove the four items separately.

1. We will prove that \( S \land T \) refines \( S \) (the other refinement is entirely symmetric).
   Let \( S \land T = (Q^S \times Q^T, (s_0, t_0), \text{Act}, \rightarrow) \) constructed according to the definition of conjunction. We abbreviate the set of states of \( S \land T \) as \( Q^{S \land T} \). It is easy to see that the following relation on states of \( S \land T \) and states of \( T \) witnesses refinement of \( S \) by \( S \land T \):
   \[
   R = \left\{ \left((s_1, t), s_2\right) \in Q^{S \land T} \times Q^S \mid s_1 = s_2 \right\}
   \]
   The argument is standard, and it takes into account that \( Q^{S \land T} = \text{cons}^{S \land T} \) is a fixpoint of \( \Theta \). How \( \Theta \) is taken into account is demonstrated in more detail in the proof for the next item.

2. Assume that \( U \leq S \) and \( U \leq T \). Then \( U \leq S \land T \). The first refinement is witnessed by some relation \( R_1 \), the second refinement by \( R_2 \). Then the third refinement is witnessed by the following relation \( R \subseteq Q^U \times Q^{S \land T} \):
   \[
   R = \left\{ (u, (s, t)) \in Q^U \times \text{cons}^{S \land T} \mid (u, s) \in R_1 \land (u, t) \in R_2 \right\}.
   \]
   The argument that \( R \) is a refinement is standard again, relying on the fact that \( \text{cons}^{S \land T} \) is a fixed point of \( \Theta \).

   Consider an output case when \( u \xrightarrow{o!} u' \) for some output \( o! \) and the target state \( u' \). Then \( s \xrightarrow{o!} s' \) and \( t \xrightarrow{o!} t' \) for some states \( s' \) and \( t' \) and \( (u', s') \in R_1 \) and \( (u', t') \in R_2 \). This means that \( (s, t) \xrightarrow{o!} \text{cons}^{S \land T} (s', t') \). In order to finish the case we need to argue that \( (s', t') \in Q^{S \land T} = \text{cons}^{S \land T} \). This follows from Lemma 2 since \( U \), and thus \( u' \), is locally consistent, and by transitivity any implementation satisfying \( u' \) would be a common implementation of \( s' \) and \( t' \).

   The case for delay is identical, while the case for inputs is unsurprising (since adversarial pruning in the computation of conjunction never removes input transitions from consistent to inconsistent states — there are no such transitions).

3. The 3rd statement follows from the above facts. First assume that \( U \) is an implementation (and thus also a specification) such that \( U \in [S \land T]_{\text{mod}} \). This means that \( U \leq S \land T \). Using statement 1 and Lemma 1 we can extend this to \( U \leq S \land T \leq S \). Therefore, \( U \in [S]_{\text{mod}} \). With the same argument we can also show \( U \in [T]_{\text{mod}} \), thus \( U \in [S]_{\text{mod}} \cap [T]_{\text{mod}} \).

   The reverse of the 3rd statement can be shown by assuming that \( U \in [S]_{\text{mod}} \cap [T]_{\text{mod}} \). This implies that \( U \leq S \) and \( U \leq T \). Now, using statement 2 we have \( U \leq S \land T \), which concludes that \( U \in [S \land T]_{\text{mod}} \).

\( \square \)

We turn our attention to syntactic representations again.
Definition 14 Given two TIOAs $A^i = (\text{Loc}^i, \ell^i_0, \text{Act}^i, \text{Clk}^i, E^i, \text{Inv}^i), i = 1, 2$ where $\text{Act}^1_i \cap \text{Act}^2_i = \emptyset \land \text{Act}^1_0 \cap \text{Act}^2_0 = \emptyset^3$, the conjunction of $A^1$ and $A^2$, denoted by $A^1 \land A^2$, is TIOA $(\text{Loc}^1 \times \text{Loc}^2, (\ell^1_0, \ell^2_0), \text{Act}, \text{Clk}^1 \uplus \text{Clk}^2, E, \text{Inv})$ where $\text{Act} = \text{Act}^1 \uplus \text{Act}^2$, $\text{Act}_i = \text{Act}^1_i \cup \text{Act}^2_i$, $\text{Act}_0 = \text{Act}^1_0 \cup \text{Act}^2_0$, $\text{Inv}((l^1_1, l^2_2)) = \text{Inv}^1((l^1_1)) \land \text{Inv}^2((l^2_2))$, and $E$ is defined as

- $((l^1_1, l^2_1), a, \varphi^1 \land \varphi^2, c^1 \cup c^2, (l^1_2, l^2_2)) \in E$ if $a \in \text{Act}^1 \cap \text{Act}^2$, $(l^1_1, a, \varphi^1, c^1, l^1_2) \in E^1$, and $(l^2_1, a, \varphi^2, c^2, l^2_2) \in E^2$
- $((l^1_1, l^2_2), a, \varphi^1, c^1, (l^1_2, l^2_2)) \in E$ if $a \in \text{Act}^1 \\setminus \text{Act}^2$, $(l^1_1, a, \varphi^1, c^1, l^1_2) \in E^1$, and $l^2_2 \in \text{Loc}^2$
- $((l^1_1, l^2_2), a, \varphi^2, c^2, (l^1_2, l^2_2)) \in E$ if $a \in \text{Act}^2 \setminus \text{Act}^1$, $(l^2_1, a, \varphi^2, c^2, l^2_2) \in E^2$, and $l^1_1 \in \text{Loc}^1$

It might appear as if two systems can only advance on an input if both are ready to receive an input, but because of input enableness this is always the case. An example of a conjunction is shown in Figure 7. The two aspects of the administration, handing out coins and writing news articles, is split into two specifications. HalfAdm1 describes the alternation between grant? and coin!, while HalfAdm2 describes the alternation between pub? and news!. Together they form HalfAdm1 \land HalfAdm2. Observe that this is an alternative and slightly more loose specification of the administration than the one in Figure 1. Yet it is the case that Administration refines HalfAdm1 \land HalfAdm2, while the opposite is not true.

The following theorem lifts all the results from the TIOTs level to the symbolic representation level:

Theorem 7 Given two TIOAs $A^i = (\text{Loc}^i, \ell^i_0, \text{Act}^i, \text{Clk}^i, E^i, \text{Inv}^i), i = 1, 2$ where $\text{Act}^1_i \cap \text{Act}^2_0 = \emptyset \land \text{Act}^1_0 \cap \text{Act}^2_0 = \emptyset$. Then $([A^1 \land A^2]_\text{sem})^\Delta = ([A^1]_\text{sem} \land [A^2]_\text{sem})^\Delta$.

---

3Formulated differently, $\exists a \in \bigcup_{i \in I} \text{Act}^i$ s.t. $a \in \text{Act}^i \land a \in \text{Act}^j$, $i, j \in I, i \neq j$ and $I = \{1, 2\}$. This is a more direct formulation of the desired property and can be extended easily for the conjunction of more than two TIOAs.
Before we can prove this theorem, we have to introduce several lemmas. The first lemma shows that the state set of \([A^1 \land A^2]_{\text{sem}}\) and \([A^1]_{\text{sem}} \land [A^2]_{\text{sem}}\) are the same, including the initial state.

**Lemma 3** Given two TIOAs \(A^i = (\text{Loc}^i, l_0^i, \text{Act}^i, \text{Clk}^i, E^i, \text{Inv}^i), i = 1, 2\) where \(\text{Act}^1_i \cap \text{Act}^2_i = \emptyset \land \text{Act}^1_i \cap \text{Act}^2_i = \emptyset\). Then \(Q[A^1 \land A^2]_{\text{sem}} = Q[\text{Inv}^i]_{\text{sem}} \land \text{Clk}^i \) and \(q_0[A^1 \land A^2]_{\text{sem}} = q_0[A^1]_{\text{sem}} \land [A^2]_{\text{sem}}\).

**Proof** For brevity, we write \(X = [A^1 \land A^2]_{\text{sem}}, Y = [A^1]_{\text{sem}} \land [A^2]_{\text{sem}}\), and \(\text{Clk} = \text{Clk}^1 \uplus \text{Clk}^2\) in the rest of this proof. Following Definition 3 of semantic of a TIOA, Definition 12 of adversarial pruning, Definition 13 of the conjunction for TIOTS, and Definition 14 of the conjunction for TIOA, the set of states of \(X\) is \(Q^X = (\text{Loc}^1 \times \text{Loc}^2) \times \{\text{Clk} \mapsto \mathbb{R}_{\geq 0}\} = \text{Loc}^1 \times \text{Loc}^2 \times \{\text{Clk} \mapsto \mathbb{R}_{\geq 0}\}\) and the set of states of \(Y\) is \(Q^Y = (\text{Loc}^1 \times \{\text{Clk} \mapsto \mathbb{R}_{\geq 0}\}) \times (\text{Loc}^2 \times \{\text{Clk} \mapsto \mathbb{R}_{\geq 0}\}) = \text{Loc}^1 \times \text{Loc}^2 \times \{\text{Clk} \mapsto \mathbb{R}_{\geq 0}\}\). Therefore, \(Q^X = Q^Y\). Furthermore, it now also follows immediately from the same definitions that \(q^X_0 = q^Y_0\), as none of these definitions alter the initial location of a TIOA or initial state of a TIOTS.

Lemmas 4 and 5 show that \([A^1 \land A^2]_{\text{sem}}\) and \([A^1]_{\text{sem}} \land [A^2]_{\text{sem}}\) mimic each other with delays and shared actions.

**Lemma 4** Given two TIOAs \(A^i = (\text{Loc}^i, l_0^i, \text{Act}^i, \text{Clk}^i, E^i, \text{Inv}^i), i = 1, 2\) where \(\text{Act}^1_i \cap \text{Act}^2_i = \emptyset \land \text{Act}^1_i \cap \text{Act}^2_i = \emptyset\). Denote \(X = [A^1 \land A^2]_{\text{sem}}\) and \(Y = [A^1]_{\text{sem}} \land [A^2]_{\text{sem}}\), and let \(d \in \mathbb{R}_{\geq 0}\) and \(q_1, q_2 \in Q^X \cap Q^Y\). Then \(q_1 \xrightarrow{d} q_2\) if and only if \(q_1 \xrightarrow{d}^X q_2\).

**Proof** First, from Lemma 3 it follows that \(Q^X = Q^Y\). Consider a delay \(d \in \mathbb{R}_{\geq 0}\). For brevity, in the rest of this proof we write \(\text{Clk} = \text{Clk}^1 \uplus \text{Clk}^2\), and \(u^1\) and \(u^2\) to indicate the part of a valuation \(u\) of only the clocks of \(A^1\) and \(A^2\), respectively.

\((\Rightarrow)\) Assume that \(\exists q_1, q_2 \in Q^X\) such that \(q_1 \xrightarrow{d}^X q_2\). From Definition 3 of the semantic of a TIOA it follows that \(q_1 = (l, v), q_2 = (l, v + d), l \in \text{Loc}^{A^1 \land A^2}, v \in [\text{Clk} \mapsto \mathbb{R}_{\geq 0}], v + d \models \text{Inv}^{A^1 \land A^2}(l), \) and \(\forall d' \in \mathbb{R}_{\geq 0}, d' < d : v + d' \models \text{Inv}^{A^1 \land A^2}(l)\). From Definition 14 of the conjunction for TIOA it follows that \(l = (l^1, l^2), l^1 \in \text{Loc}^{A^1}, l^2 \in \text{Loc}^{A^2}, \) and \(\text{Inv}^{A^1 \land A^2}(l) = \text{Inv}^{A^1}(l^1) \land \text{Inv}^{A^2}(l^2)\). Therefore, \(v + d \models \text{Inv}^{A^1}(l^1) \land \text{Inv}^{A^2}(l^2)\), and thus \(v + d \models \text{Inv}^{A^1}(l^1)\) and \(v + d \models \text{Inv}^{A^2}(l^2)\). Similarly, \(v + d' \models \text{Inv}^{A^1}(l^1) \land \text{Inv}^{A^2}(l^2)\), and thus \(v + d' \models \text{Inv}^{A^1}(l^1)\) and \(v + d' \models \text{Inv}^{A^2}(l^2)\). Because \(\text{Clk}^1 \cap \text{Clk}^2 = \emptyset\), it follows that \(v^1 + d \models \text{Inv}^{A^1}(l^1)\), \(v^2 + d \models \text{Inv}^{A^2}(l^2)\), \(v^1 + d' \models \text{Inv}^{A^1}(l^1)\), and \(v^2 + d' \models \text{Inv}^{A^2}(l^2)\). Now, from Definition 3 of the semantic of a TIOA, it follows that \((l^1, v^1) \xrightarrow{d} [A^1]_{\text{sem}}(l^1, v^1 + d)\) and \((l^2, v^2) \xrightarrow{d} [A^2]_{\text{sem}}(l^2, v^2 + d)\). Finally, from Definition 13 of the conjunction for TIOTS, if follows that \((l^1, v^1, l^2, v^2) \xrightarrow{d} Y(l^1, v^1 + d, l^2, v^2 + d)\). Again by using that \(\text{Clk}^1 \cap \text{Clk}^2 = \emptyset\), we can rewrite the
states: \((l^1, v^1, l^2, v^2) = (l^1, l^2, v) = q_1\) and \((l^1, v^1 + d, l^2, v^2 + d) = (l^1, l^2, v + d) = q_2\).

Thus \(q_1 \xrightarrow{d} Y q_2\).

\((\Rightarrow)\) Assume that \(\exists q_1, q_2 \in Q^Y\) such that \(q_1 \xrightarrow{d} Y q_2\). From Definition 13 of the conjunction for TIOIs it follows that \(q_1 = (q_1^1, q_1^2), q_2 = (q_2^1, q_2^2), q_1^1, q_2^1 \in Q^{[A^1]}_{sem}, q_1^2, q_2^2 \in Q^{[A^2]}_{sem}\), and \(q_1^1 \xrightarrow{d} [A^1]_{sem} q_1^2, q_1^2 \xrightarrow{d} [A^2]_{sem} q_2^1, q_2^2 \xrightarrow{d} [A^2]_{sem} q_2^2\). From Definition 3 of the semantic of a TIOA it follows that for \(i = 1, 2\): \(q_1^i = (l^i, v^i), q_2^i = (l^i, v^i + d), l^i \in \text{Loc}_i, v^i \in [\text{Clk}_i \mapsto \mathbb{R}_{\geq 0}], v^i + d \models \text{Inv}^i(l^i), \) and \(\forall d' \in \mathbb{R}_{\geq 0}, d < d' \models \text{Inv}^i(l^i)\). Because \(\text{Clk}^1 \cap \text{Clk}^2 = \emptyset\), it follows that for \(i = 1, 2\): \(v + d \models \text{Inv}^i(l^i)\) and \(v + d' \models \text{Inv}^i(l^i)\). Now, from Definition 14 it follows that \(\text{Inv}^{A^1 \wedge A^2}(l^1, l^2) = \text{Inv}^1(l^1) \wedge \text{Inv}^2(l^2)\). Thus we know that \(v + d \models \text{Inv}^{A^1 \wedge A^2}((l^1, l^2))\) and \(v + d' \models \text{Inv}^{A^1 \wedge A^2}((l^1, l^2))\). Therefore, using Definition 3 of the semantic of a TIOA, it follows that \((l^1, l^2, v) \xrightarrow{d} X (l^1, l^2, v + d)\). Again by using that \(\text{Clk}^1 \cap \text{Clk}^2 = \emptyset\), we can rewrite the states: \((l^1, l^2, v) = (l^1, v^1, l^2, v^2) = q_1\) and \((l^1, l^2, v + d) = (l^1, v^1 + d, l^2, v^2 + d) = q_2\). Thus \(q_1 \xrightarrow{d} X q_2\).

As the analysis above holds for any chosen \(d \in \mathbb{R}_{\geq 0}\), it holds for all \(d\). This concludes the proof. \(\square\)

**Lemma 5** Given two TIOAs \(A^i = (\text{Loc}^i, l^i_0, \text{Act}^i, \text{Clk}^i, E^i, \text{Inv}^i), i = 1, 2\) where \(\text{Act}^1 \cap \text{Act}^2 = \emptyset \wedge \text{Act}^i_\emptyset \cap \text{Act}^j_\emptyset = \emptyset\). Denote \(X = [A^1 \wedge A^2]_{sem}\) and \(Y = [A^1]_{sem} \wedge [A^2]_{sem}\), and let \(a \in \text{Act}^1 \cap \text{Act}^2\) and \(q_1, q_2 \in Q^X \cap Q^Y\). Then \(q_1 \xrightarrow{a} X q_2\) if and only if \(q_1 \xrightarrow{a} Y q_2\).

**Proof** First, from Lemma 3 it follows that \(Q^X = Q^Y\). For brevity, in the rest of this proof we write \(\text{Clk} = \text{Clk}^1 \cup \text{Clk}^2\), and \(v^1\) and \(v^2\) to indicate the part of a valuation \(v\) of only the clocks of \(A^1\) and \(A^2\), respectively.

\((\Rightarrow)\) Assume a transition \(q_1^X \xrightarrow{a} q_2^X\) in \(X\). Following Definition 3 of the semantic, it follows that there exists an edge \((l_1, a, \varphi, c, l_2) \in E^{A^1 \wedge A^2}\) with \(q_1^X = (l_1, v_1)\), \(q_2^X = (l_2, v_2), l_1, l_2 \in \text{Loc}^{A^1 \wedge A^2}\), \(v_1, v_2 \in [\text{Clk} \mapsto \mathbb{R}_{\geq 0}], v_1 \models \varphi, v_2 = v_1[r \mapsto 0]r \in c,\) and \(v_2 \models \text{Inv}^2(l_2)\).

From Definition 14 of the conjunction for TIOA it follows that \((l_1^1, a, \varphi^1, c^1, l_2^1)\) is an edge in \(A^1\) and \((l_1^2, a, \varphi^2, c^2, l_2^2)\) in \(A^2\), \(l_1 = (l_1^1, l_1^2), l_2 = (l_2^1, l_2^2), \varphi = \varphi^1 \wedge \varphi^2, c = c^1 \cup c^2\). Since \(v_1 \models \varphi\), it holds that \(v_1 \models \varphi^1\) and \(v_1 \models \varphi^2\). Because \(\text{Clk}^1 \cap \text{Clk}^2 = \emptyset\), it holds that \(v_1 \models \varphi^1\) and \(v_1 \models \varphi^2\). Also, since \(v_2 = v_1[r \mapsto 0]r \in c\), it holds that \(v_2 = v_1^1[r \mapsto 0]r \in c\), and \(v_2^2 = v_1^2[r \mapsto 0]r \in c\). Finally, because \(\text{Inv}^{A^1 \wedge A^2}(l_2) = \text{Inv}^1(l_2^1) \wedge \text{Inv}^2(l_2^2)\) (see Definition 14) and \(v_2 \models \text{Inv}^{A^1 \wedge A^2}(l_2)\), it follows that \(v_2 \models \text{Inv}^1(l_2^1)\) and \(v_2 \models \text{Inv}^2(l_2^2)\). Since \(\text{Clk}^1 \cap \text{Clk}^2 = \emptyset\), it follows that \(v_2^1 \models \text{Inv}^1(l_2^1)\) and \(v_2^2 \models \text{Inv}^2(l_2^2)\).

Combining all the information about \(A^1\), we have that \((l_1^1, a, \varphi^1, c^1, l_2^1)\) is an edge in \(A^1\), \(v_1 \models \varphi^1\), \(v_2 = v_1^1[r \mapsto 0]r \in c\), and \(v_1 \models \text{Inv}^1(l_2^1)\). Therefore, from Definition 3 it follows that \((l_1^1, v_1^1) \xrightarrow{a} (l_2^1, v_2^1)\) is a transition in \([A^1]_{sem}\). Combining all the information about \(A^2\), we have that \((l_1^2, a, \varphi^2, c^2, l_2^2)\) is an edge in \(A^2\), \(v_1^2 \models \varphi^2, v_2^2 = v_1^2[r \mapsto 0]r \in c\), and \(v_2^2 \models \text{Inv}^2(l_2^2)\). Therefore, from Definition 3 it follows that \((l_1^2, v_1^2) \xrightarrow{a} (l_2^2, v_2^2)\) is a transition in \([A^2]_{sem}\).
Now, from Definition 13 of the conjunction for TIOTS it follows that \((l_1^1, l_1^2), (l_2^1, l_2^2) \rightarrow ((l_2^1, l_2^2), (l_2^1, l_2^2))\) is a transition in \([A^1]_{sem} \land [A^2]_{sem}\). Because 
\(Clk^1 \cap Clk^2 = \emptyset\), we can rearrange the states into \(((l_1^1, v_1^1), (l_1^2, v_1^2)) = ((l_1^1, l_1^2), v_1) = q_1^X\) and \(((l_2^1, l_2^2), (l_2^1, v_2^2)) = ((l_1^2, l_2^2), v_2) = q_2^X\). Thus, \(q_1^X \xrightarrow{a} q_2^X\) is a transition in \([A^1]_{sem} \land [A^2]_{sem} = Y\).

\(\langle=\rangle\) Assume a transition \(q_1^Y \xrightarrow{a} q_2^Y\) in \(Y\). From Definition 13 of the conjunction for TIOTS it follows that \(q_1^Y \rightarrow a q_2^Y\) is a transition in \([A^1]_{sem}\) and \(q_1^Y \rightarrow a q_2^Y\) is a transition in \([A^2]_{sem}\). From Definition 3 of semantic it follows that there exists an edge \((l_1^1, a, \varphi^1, c_1, l_2^1) \in E^1\) with \(q_1^Y \rightarrow a q_2^Y\) in \([A^1]_{sem}\), \(q_1^Y = (q_1^X)_{sem} \land (q_2^X)_{sem}\), and \(q_2^Y = (q_2^Y)_{sem} \land (q_2^Y)_{sem}\). From Definition 3 of semantic it follows that there exists an edge \((l_2^1, a, \varphi^2, c_2, l_2^2) \in E^2\) with \(q_1^X \rightarrow a q_2^Y\) in \([A^2]_{sem}\), \(q_2^X \rightarrow a q_2^Y\) in \([A^2]_{sem}\), and \(q_2^X \rightarrow a q_2^Y\) in \([A^2]_{sem}\). From Definition 14 of the conjunction for TIOA, it follows that there exists an edge \(((l_1^1, l_1^2), a, \varphi^1 \land \varphi^2, c_1 \cup c_2, (l_1^2, l_2^2))\) in \(A^1 \land A^2\). Let \(v_i, i = 1, 2\) be the valuations that combines the one from \(A^1\) with the one from \(A^2\), i.e. \(\forall r \in Clk^1: v_1(r) = v_1^Y(r)\) and \(\forall r \in Clk^2: v_2(r) = v_2^Y(r)\). Because \(Clk^1 \cap Clk^2 = \emptyset\), it holds that \(v_1 = \varphi^1\) and \(v_1 = \varphi^2\) since \(v_1 = \varphi^1 \land \varphi^2\), \(v_2 = v_1 [r \mapsto 0]_{r \in c^1 \cup c^2}\), and \(v_2 = Inv^1(l_1^2)\) and \(v_2 = Inv^2(l_1^2)\). Thus, \(q_1^Y \rightarrow a q_2^Y\) is a transition in \(A^1 \land A^2\). \(\square\)

Lemma 6 considers transitions in \([A^1 \land A^2]_{sem}\) and \([A^1]_{sem} \land [A^2]_{sem}\) labeled by non-shared actions. A special case of this lemma is captured with Corollary 1. Compared to Lemma 5, we can see that we need the additional condition \(v_2 = Inv^2(l_2)\) in order to show that transitions can be mimicked. A simple example demonstrating the necessity of this condition is shown in Figure 8. From two TIOA \(A^1\) and \(A^2\), the TIOTSs \([A^1 \land A^2]_{sem}\) in (c) and \([A^1]_{sem} \land [A^2]_{sem}\) in (e) are calculated. As can be seen, \([A^1]_{sem} \land [A^2]_{sem}\) has an additional transition \((1, 4) \rightarrow (2, 4)\), which is not present in \([A^1 \land A^2]_{sem}\). The reason for this is that the location invariant \(Inv(4) = F\) is processed by the semantic operator before \([A^2]_{sem}\) is combined with \([A^1]_{sem}\) by the conjunction operator. Therefore, it is suddenly possible to reach location \((2, 4)\) with \(a!\) in \([A^1]_{sem} \land [A^2]_{sem}\). Looking at Lemma 6, we can see that the condition \(v_2 = Inv^2(l_2)\) is not satisfied for \(q_2 = (l_2^1, l_2^2, v_2) = (2, 4)\), as \(Inv^2(4) = F\) and no valuation \(v_2\) can satisfy a false invariant. So, the additional condition in the lemma ‘remembers’ the original invariant in case we first go to the semantic representation before we perform the conjunction operation.

**Lemma 6** Given two TIOAs \(A^i = (Loc^i, l_0^i, Act^i, Clk^i, E^i, Inv^i), i = 1, 2\) where \(Act_1 \cap Act_2 = \emptyset \land Act_1 \cap Act_2 = \emptyset\). Denote \(X = [A^1 \land A^2]_{sem}\) and \(Y = [A^1]_{sem} \land [A^2]_{sem}\)
First, from Lemma 3 it follows that there exists an edge \((v, l)\) of only the clocks of \(v\) and \(l\) is an edge in \(J\). Inv \(0\) shown (ignoring the delays for simplicity). In (d) the semantic representations \([A^1]_{\text{sem}}\) and \([A^2]_{\text{sem}}\) are shown. And finally, in (e) the conjunction \([A^1]_{\text{sem}} \land [A^2]_{\text{sem}}\) is shown.

\[ [A^1]_{\text{sem}} \rightarrow 1 \quad \begin{array}{c} \text{a!} \end{array} \rightarrow 2 \quad \text{c!} \]
\[ [A^2]_{\text{sem}} \rightarrow 3 \quad \begin{array}{c} \text{b!} \end{array} \rightarrow 4 \quad \text{c!} \]

**(Proof)** First, from Lemma 3 it follows that \(Q^X = Q^Y\). For brevity, in the rest of this proof we write \(\text{Clk} = \text{Clk}^1 \cup \text{Clk}^2\), and \(v^1\) and \(v^2\) to indicate the part of a valuation \(v\) of only the clocks of \(A^1\) and \(A^2\), respectively.

\((\Rightarrow)\) Assume a transition \(q_1^X \xrightarrow{a} q_2^X\) in \(X\). Following Definition 3 of the semantic, it follows that there exists an edge \((l_1, a, \varphi, c, l_2) \in E^{A^1 \land A^2}\) with \(q_1^X = (l_1, v_1)\), \(q_2^X = (l_2, v_2)\), \(l_1, l_2 \in \text{Loc}^{A^1 \land A^2}\), \(v_1, v_2 \in [\text{Clk} \mapsto \mathbb{R}_{\geq 0}]\), \(v_1 \models \varphi, v_2 = v_1[r \mapsto 0]_{r \in c}\), and \(v_2 \models \text{Inv}(l_2)\).

From Definition 14 of the conjunction for TIOA it follows that \((l_1^1, a, c^1, c^1, l_2^1)\) is an edge in \(A^1\), \(l_1 = (l_1^1, l_1^2)\), \(l_2 = (l_2^1, l_2^2)\), \(l_1^1 = l_2^1 = l^1\), \(\varphi = \varphi^1\), and \(c = c^1\). Since \(v_1 \models \varphi\) and \(\text{Clk}^1 \cap \text{Clk}^2 = \emptyset\), it holds that \(v_1^1 \models \varphi^1\). Also, since \(v_2 = v_1[r \mapsto 0]_{r \in c}\) and \(c = c^1\), it holds that \(v_2^1 = v_1^1[r \mapsto 0]_{r \in c}\) and \(v_2^2 = v_1^2\). Finally, because \(\text{Inv}^{A^1 \land A^2}(l_2) = \text{Inv}^1(l_1^1) \land \text{Inv}^2(l_2^1)\) (see Definition 14) and \(v_2 \models \text{Inv}^{A^1 \land A^2}(l_2)\), it
follows that \( v_2 \models Inv^1(l_2^1) \) and \( v_2 \models Inv^2(l_2^2) \). Since \( Clk^1 \cap Clk^2 = \emptyset \), it follows that
\[
\begin{align*}
v_2^1 & \models Inv^1(l_2^1) \\
v_2^2 & \models Inv^2(l_2^2).
\end{align*}
\]

Combining all the information about \( A^1 \), we have that \((l_1^1, a, \varphi^1, c^1, l_2^1)\) is an edge in \( A^1 \), \( v_1^1 \models \varphi^1 \), \( v_2 = v_1^1[r \mapsto 0] \), and \( v_2 \models Inv^1(l_1^1) \). Therefore, from Definition 3 it follows that \((l_1^1, v_1^1) \xrightarrow{a} (l_2^1, v_2)\) is a transition in \([A^1]_{\text{sem}}\). Combining all the information about \( A^2 \), we have that \( v_1^2 = v_2^2 \) and \( v_2^2 \models Inv^2(l_2^2) \).

Now, from Definition 13 of the conjunction for TIOTs it follows that \((l_1^1, v_1^1), (l_2^1, v_2^1) \xrightarrow{a} (l_2^1, v_2^1)\) is a transition in \([A^1]_{\text{sem}} \wedge [A^2]_{\text{sem}}\). Because \( Clk^1 \cap Clk^2 = \emptyset \), we can rearrange the states into \((l_1^1, v_1^1), (l_2^1, v_2^1) = (l_1^2, v_2^2)\). Thus, \( q_1^X \xrightarrow{a} q_2^X\) is a transition in \([A^1]_{\text{sem}} \wedge [A^2]_{\text{sem}} = Y\).

(\(\Leftarrow\)) Assume a transition \( q_1^Y \xrightarrow{a} q_2^Y\) in \( Y \). From Definition 13 of the conjunction for TIOTs it follows that \( q_1^X \models q_1^Y \in \sem{A^2} \), and \( q_2^Y \models (q_2^A_{\text{sem}}, q_2^A_{\text{sem}}) \). From Definition 3 of semantic it follows that there exists an edge \((l_1^1, a, \varphi^1, c^1, l_2^1) \in E^1 \) with \( q_1^X = (l_1^1, v_1^1), q_2^Y = (l_1^2, v_2^1) \). From Definition 14 of the conjunction for TIOA it follows that \( v_1 \models \varphi^1 \), \( v_2 = v_1[r \mapsto 0] \), and \( v_2 \models Inv^2(l_2^1) \). As the antecedent states that \( v_2 \models Inv^2(l_2^1) \), it follows that \( v_2 \models Inv^2(l_2^1) \).

From Definition 3 it now follows that \((l_1^1, l_2^1), v_1 \xrightarrow{a} (l_1^2, l_2^2), v_2 \) is a transition in \([A^1 \wedge A^2]_{\text{sem}}\). Because \( Clk^1 \cap Clk^2 = \emptyset \), we can rearrange the states into \((l_1^1, l_2^1), v_1 = (l_1^2, l_2^2), v_2 = (l_2^2, l_2^2)\). Thus, \( q_1^Y \xrightarrow{a} q_2^Y\) is a transition in \([A^1 \wedge A^2]_{\text{sem}} = Y\).

**Corollary 1** Given two TIOAs \( A^i = (Loc^i, l_0^i, Act^i, Clk^i, E^i, Inv^i) \), \( i = 1, 2 \) where \( Act^1 \cap Act^2 = \emptyset \) and \( Act^1 \cap Act^2 = \emptyset \). Denote \( X = [A^1]_{\text{sem}} \wedge [A^2]_{\text{sem}} \) and \( Y = [A^1]_{\text{sem}} \wedge [A^2]_{\text{sem}} \), and let \( a \in Act^1 \wedge Act^2 \) and \( q_1, q_2 \in Q^X \cap Q^Y \). If \( q_1 \xrightarrow{a} X \), then \( q_1 \xrightarrow{a} Y q_2 \).

**Proof** First, from Lemma 3 it follows that \( Q^X \models Y \). For brevity, in the rest of this proof we write \( Clk = Clk^1 \cup Clk^2 \), and \( v_1^1 \) and \( v_2^2 \) to indicate the part of a valuation of only the clocks of \( A^1 \) and \( A^2 \), respectively.

Following Definition 3 of the semantic, it follows that there exists an edge \((l_1^1, a, \varphi, c, l_2^1) \in E^{A^1 \wedge A^2} \) with \( q_1^X = (l_1^1, v_1^1), q_2^X = (l_2^2, v_2^2) \), \( l_1^1, l_2^1 \in Loc^{A^1 \wedge A^2} \), \( v_1, v_2 \in [Clk \rightarrow R_{\geq0}], v_1 \models \varphi, v_1 = v_1^1[r \mapsto 0] \), and \( v_2 \models Inv^2(l_2^2) \). From Definition 14 of the conjunction for TIOA it follows that \( v_1 = (l_1^1, l_2^1), l_2^1 = (l_2^2, l_2^2), l_2^2 = l_2^2, v_2 \models Inv^1(l_2^1) \wedge Inv^2(l_2^2) \). Since \( v_2 \models Inv^{A^1 \wedge A^2}(l_2) \), it follows that \( v_2 \models Inv^1(l_2^1) \wedge Inv^2(l_2^2) \).

It now follows directly from Lemma 6 that \( q_1 \xrightarrow{a} Y q_2 \).
The following two lemmas consider the error states and consistent states, respectively, in \([A^1 \land A^2]_{sem}\) and \([A^1]_{sem} \land [A^2]_{sem}\). We can show that both sets are the same for \([A^1 \land A^2]_{sem}\) and \([A^1]_{sem} \land [A^2]_{sem}\).

**Lemma 7** Given two TIOAs \(A^i = (Loc^i, l_0^i, Act^i, Clk^i, E^i, Inv^i), i = 1, 2\) where \(Act^1 \cap Act^2 = \emptyset\) and \(Act^1 \cup Act^2 = \emptyset\). Let \(Q \subseteq Loc^1 \times Loc^2 \times ([Clk^1 \cup Clk^2] \rightarrow \mathbb{R}_{\geq 0})\). Then \(err[A^1 \land A^2]_{sem}(Q) = err[A^1]_{sem} \land [A^2]_{sem}(Q)\).

**Proof** It follows from Lemma 3 that \([A^1 \land A^2]_{sem}\) and \([A^1]_{sem} \land [A^2]_{sem}\) have the same state set. We will show that \(err[A^1 \land A^2]_{sem}(Q) \subseteq err[A^1]_{sem} \land [A^2]_{sem}(Q)\) and \(err[A^1]_{sem} \land [A^2]_{sem}(Q) \subseteq err[A^1 \land A^2]_{sem}(Q)\). For brevity, we write \(X = [A^1 \land A^2]_{sem}\), \(Y = [A^1]_{sem} \land [A^2]_{sem}\), and \(Clk = Clk^1 \cup Clk^2\) in the rest of this proof. Also, we will use \(v^1\) and \(v^2\) to indicate the part of a valuation \(v\) of only the clocks of \(A^1\) and \(A^2\), respectively.

\((errX(Q) \subseteq errY(Q))\) Consider a state \(q^X \in errX(Q)\). From Definition 11 of error states we know that \(\exists d \in \mathbb{R}_{\geq 0}\) s.t. \(q^X \xrightarrow{d} q\) and \(\forall d' \in \mathbb{R}_{\geq 0}\forall o! \in Act_o q_2 \in Q^X : q^X \xrightarrow{d'} q_2 \Rightarrow (q_2 \xrightarrow{o!} X_2 \land q \in Q^X)\). From Definition 3 of the semantic of a TIOA it follows that \(q^X = (l_1, v)\) for some \(l_1 \in Loc^{A^1 \land A^2}\) and \(v \in [Clk \rightarrow \mathbb{R}_{\geq 0}]\). From Lemma 4 it follows immediately that \(q^X \xrightarrow{d'} Y\). So the first condition in the definition of error states holds for \(q^X\) in \(Y\).

Now, pick any \(d', q_2\), and \(o!\) such that \(v + d' \neq Inv^{A^1 \land A^2}(l_1) \Rightarrow [\hat{I}(l_1, o!, \varphi, c, l_3) \in E^{A^1 \land A^2} \land [\hat{I}(l_1, o!, \varphi, c, l_3) \in E^{A^1 \land A^2} : v + d' \neq \varphi \lor v + d'[r \rightarrow 0]_{r \in c} \neq Inv^{A^1 \land A^2}(l_3) \land \{l_3, v + d'[r \rightarrow 0]_{r \in c} \} \in Q]\). The implication holds if \(v + d' \neq Inv^{A^1 \land A^2}(l_1)\) or \(v + d' \neq Inv^{A^1 \land A^2}(l_1) \land [\hat{I}(l_1, o!, \varphi, c, l_3) \in E^{A^1 \land A^2} \land [\hat{I}(l_1, o!, \varphi, c, l_3) \in E^{A^1 \land A^2} : v + d' \neq \varphi \lor v + d'[r \rightarrow 0]_{r \in c} \neq Inv^{A^1 \land A^2}(l_3) \land \{l_3, v + d'[r \rightarrow 0]_{r \in c} \} \in Q]\). The first case follows directly from Lemma 4 that shows that \(q^X \xrightarrow{d'} Y\), which ensures that the second condition in the definition of error states holds for \(q^X\) in \(Y\). For the second case we again use Lemma 4, thus \(q^X \xrightarrow{d'} Y\), where \(q_2 = (l_1, v + d')\). Now consider the two cases in the right-hand side of the implication.

- \([\hat{I}(l_1, o!, \varphi, c, l_3) \in E^{A^1 \land A^2}\). We have to consider the three cases from Definition 14 of the conjunction for TIOA.
  - \(o! \in Act^1 \land Act^2\). In this case, we know that \(I(l_1, o!, \varphi^1, c^1, l_3) \in E^1\) or \(I(l_2, o!, \varphi^2, c^2, l_3) \in E^2\) (or both). Therefore, it follows from Definition 3 of the semantic of a TIOA that \(l_1, v + d' \xrightarrow{o!} [A^1]_{sem}\) or \(l_2, v^2 + d' \xrightarrow{o!} [A^2]_{sem}\) (or both). Now, from Definition 13 of the conjunction for TIOTS it follows that \(l_1, v^1 + d' \xrightarrow{o!} Y\).
- $o! \in \text{Act}^1 \setminus \text{Act}^2$. In this case, we know that $\exists (l_1^1, o!, \varphi^1, c^1, l_3^1) \in E^1$. Therefore, it follows from Definition 3 of the semantic of a TIOA that $(l_1^1, v^1 + d') \xrightarrow{o!} [A^1]_{\text{sem}}$. Now, from Definition 13 of the conjunction for TIOTS it follows that $((l_1^1, v^1 + d'), (l_2^2, v^2 + d')) \xrightarrow{o!} Y$.

- $o! \in \text{Act}^2 \setminus \text{Act}^1$. In this case, we know that $\exists (l_2^2, o!, \varphi^2, c^2, l_3^2) \in E^2$. Therefore, it follows from Definition 3 of the semantic of a TIOA that $(l_2^2, v^2 + d') \xrightarrow{o!} [A^2]_{\text{sem}}$. Now, from Definition 13 of the conjunction for TIOTS it follows that $((l_1^1, v^1 + d'), (l_2^2, v^2 + d')) \xrightarrow{o!} Y$.

So, in all three cases we can show that $((l_1^1, v^1 + d'), (l_2^2, v^2 + d')) \xrightarrow{o!} Y$. And note that $((l_1^1, v^1 + d'), (l_2^2, v^2 + d')) = q_2$.

$\forall (l_1, o!, \varphi, c, l_3) \in E^{A^1 \land A^2} : v + d' \not\models \varphi \lor v + d'[r \mapsto 0]_{r \in c} \not\models \text{Inv}^{A^1 \land A^2}(l_3) \lor (l_3, v + d'[r \mapsto 0]_{r \in c}) \in Q$. For each edge $(l_1, o!, \varphi, c, l_3) \in E^{A^1 \land A^2}$, we have to consider the three cases from Definition 14 of the conjunction for TIOA.

- $o! \in \text{Act}^1 \cap \text{Act}^2$. In this case, we know that $(l_1^1, o!, \varphi^1, c^1, l_3^1) \in E^1$, $(l_2^2, o!, \varphi^2, c^2, l_3^2) \in E^2$, $\varphi = \varphi^1 \land \varphi^2$, and $c = c^1 \cup c^2$. Now consider the three cases that should hold for each edge $(l_1, o!, \varphi, c, l_3) \in E^{A^1 \land A^2}$.

  * $v + d' \not\models \varphi$. In this case, we know that $v + d' \not\models \varphi$ implies that $v + d' \not\models \varphi^1$ or $v + d' \not\models \varphi^2$ (or both). Because $\text{Clk}^1 \cap \text{Clk}^2 = \emptyset$, it holds that $v + d' \not\models \varphi^1$ or $v + d' \not\models \varphi^2$ (or both). Therefore, it follows from Definition 3 of the semantic of a TIOA that $(l_1^1, v^1 + d') \xrightarrow{o!} [A^1]_{\text{sem}}$ or $(l_2^2, v^2 + d') \xrightarrow{o!} [A^2]_{\text{sem}}$ (or both). Now, from Definition 13 of the conjunction for TIOTS it follows that $((l_1^1, v^1 + d'), (l_2^2, v^2 + d')) \xrightarrow{o!} Y$.

  * $v + d'[r \mapsto 0]_{r \in c} \not\models \text{Inv}^{A^1 \land A^2}(l_3)$. In this case, we know that $v + d'[r \mapsto 0]_{r \in c} \not\models \text{Inv}^{A^1 \land A^2}(l_3)$ implies that $v + d'[r \mapsto 0]_{r \in c} \not\models \text{Inv}^1(l_3^1)$ or $v + d'[r \mapsto 0]_{r \in c} \not\models \text{Inv}^2(l_3^2)$ (or both). Because $\text{Clk}^1 \cap \text{Clk}^2 = \emptyset$, it holds that $v + d'[r \mapsto 0]_{r \in c} \not\models \text{Inv}^1(l_3^1)$ or $v + d'[r \mapsto 0]_{r \in c} \not\models \text{Inv}^2(l_3^2)$ (or both). Therefore, it follows from Definition 3 of the semantic of a TIOA that $(l_1^1, v^1 + d') \xrightarrow{o!} [A^1]_{\text{sem}}$ or $(l_2^2, v^2 + d') \xrightarrow{o!} [A^2]_{\text{sem}}$ (or both). Now, from Definition 13 of the conjunction for TIOTS it follows that $((l_1^1, v^1 + d'), (l_2^2, v^2 + d')) \xrightarrow{o!} Y$.

  * $(l_3, v + d'[r \mapsto 0]_{r \in c}) \in Q$. In this case, assume that $v + d' \models \varphi$ and $v + d'[r \mapsto 0]_{r \in c} \models \text{Inv}^{A^1 \land A^2}(l_3)$ (otherwise, one of the above cases can be used instead). Because $\text{Clk}^1 \cap \text{Clk}^2 = \emptyset$, it follows that $v + d' \models \varphi^1, v^2 + d' \models \varphi^2$, $v + d'[r \mapsto 0]_{r \in c} \models \text{Inv}^1(l_3^1)$, and $v^2 + d'[r \mapsto 0]_{r \in c} \models \text{Inv}^2(l_3^2)$). Therefore, it follows from Definition 3 of the semantic of a TIOA that $(l_1^1, v^1 + d') \xrightarrow{o!} [A^1]_{\text{sem}}(l_3^1, v^1 + d'[r \mapsto 0]_{r \in c})$ and $(l_2^2, v^2 + d') \xrightarrow{o!} [A^2]_{\text{sem}}(l_3^2, v^2 + d'[r \mapsto 0]_{r \in c})$. Now, from Definition 13 of the conjunction for TIOTS it follows that $((l_1^1, v^1 + d'), (l_2^2, v^2 + d')) \xrightarrow{o!} Y((l_3^1, v^1 + d'[r \mapsto 0]_{r \in c}), (l_3^2, v^2 + d'[r \mapsto 0]_{r \in c}))$. And note that $((l_3^1, v^1 + d'[r \mapsto 0]_{r \in c}), (l_3^2, v^2 + d'[r \mapsto 0]_{r \in c})) = (l_3^1, l_3^2, v + d'[r \mapsto 0]_{r \in c}) = (l_3, v + d'[r \mapsto 0]_{r \in c})$. 


So, in the first two cases we have shown that \(((l_1^1, v^1 + d'), (l_2^1, v^2 + d')) \xrightarrow{a^0} Y^6\) and in the third case that \(((l_1^1, v^1 + d'), (l_2^2, v^2 + d')) \xrightarrow{a^0} Y^4 (l_3, v + d'[r \mapsto 0])_{r \in c}^\_c\). 

- \(o^1 \in Act^1 \setminus Act^2\). In this case, we know that \((l_1^1, o!, \varphi^1, c^1, l_3^1) \in E^1, \varphi = \varphi^1, \) and \(c = c^2\). Now consider the three cases that should hold for each edge \((l_1^1, o!, \varphi, c, l_3^1) \in E^{A^1 \land A^2}\).

\[ v + d' \not\models \varphi \] In this case, we know that \(v + d' \not\models \varphi\) implies that \(v' + d' \not\models \varphi^1\). Therefore, it follows from Definition 3 of the semantic of a TIOA that \((l_1^1, v^1 + d') \xrightarrow{a^0} [A^1]_{\text{sem}}\). Now, from Definition 13 of the conjunction for TIOTS it follows that \((l_1^1, v^1 + d'), (l_2^1, v^2 + d')) \xrightarrow{a^0} Y^6\).

\[ v + d[r \mapsto 0]_{r \in c} \not\models Inv^{A^1 \land A^2} (l_3) \] In this case, we know that \(v + d' \not\models \varphi\) and \(v + d[r \mapsto 0]_{r \in c} \not\models Inv^1 (l_3^1)\). Because \(Clk^1 \cap Clk^2 = \emptyset\), it holds that \(v' + d'[r \mapsto 0]_{r \in c} \not\models Inv^1 (l_3^1)\). Therefore, it follows from Definition 3 of the semantic of a TIOA that \((l_1^1, v^1 + d') \xrightarrow{a^0} [A^1]_{\text{sem}}\). Now, from Definition 13 of the conjunction for TIOTS it follows that \((l_1^1, v^1 + d'), (l_2^2, v^2 + d')) \xrightarrow{a^0} Y^6\).

\[ (l_3, v + d'[r \mapsto 0]_{r \in c}) \in Q \] In this case, assume that \(v + d' \models \varphi\) and \(v + d[r \mapsto 0]_{r \in c} \models Inv^{A^1 \land A^2} (l_3)\) (otherwise, one of the above cases can be used instead). Because \(Clk^1 \cap Clk^2 = \emptyset\), it follows that \(v' + d'[r \mapsto 0]_{r \in c} \models Inv^1 (l_3^1)\). Therefore, it follows from Definition 3 of the semantic of a TIOA that \((l_1^1, v^1 + d') \xrightarrow{a^0} [A^1]_{\text{sem}} (l_3^1, v^1 + d'[r \mapsto 0]_{r \in c}^\_c)\). Now, from Definition 13 of the conjunction for TIOTS it follows that \((l_1^1, v^1 + d'), (l_2^1, v^2 + d')) \xrightarrow{a^0} Y^6 ((l_3^1, v^1 + d'[r \mapsto 0]_{r \in c}^\_c), (l_2^1, v^2 + d'))\). And note that \((l_1^1, v^1 + d'[r \mapsto 0]_{r \in c}^\_c), (l_2^1, v^2 + d')) = (l_3^1, v + d'[r \mapsto 0]_{r \in c}^\_c)\).

So, in the first two cases we have shown that \((l_1^1, v^1 + d'), (l_2^1, v^2 + d')) \xrightarrow{a^0} Y^6\) and in the third case that \((l_1^1, v^1 + d'), (l_2^2, v^2 + d')) \xrightarrow{a^0} Y^4 (l_3^1, v + d'[r \mapsto 0]_{r \in c}^\_c)\).

- \(o^1 \in Act^2 \setminus Act^1\). In this case, we know that \((l_1^2, o!, \varphi^2, c^2, l_3^2) \in E^2, \varphi = \varphi^2, \) and \(c = c^2\). Now consider the three cases that should hold for each edge \((l_1^1, o!, \varphi, c, l_3^1) \in E^{A^1 \land A^2}\).

\[ v + d' \not\models \varphi \] In this case, we know that \(v + d' \not\models \varphi\) implies that \(v^2 + d' \not\models \varphi^2\). Therefore, it follows from Definition 3 of the semantic of a TIOA that \((l_2^2, v^2 + d') \xrightarrow{a^0} [A^2]_{\text{sem}}\). Now, from Definition 13 of the conjunction for TIOTS it follows that \((l_1^1, v^1 + d'), (l_2^2, v^2 + d')) \xrightarrow{a^0} Y^6\).

\[ v + d[r \mapsto 0]_{r \in c} \not\models Inv^{A^1 \land A^2} (l_3) \] In this case, we know that \(v + d[r \mapsto 0]_{r \in c} \not\models Inv^{A^1 \land A^2} (l_3)\) implies that \(v + d[r \mapsto 0]_{r \in c} \not\models Inv^2 (l_3^1)\). Because \(Clk^1 \cap Clk^2 = \emptyset\), it holds that \(v^2 + d[r \mapsto 0]_{r \in c} \not\models Inv^2 (l_3^1)\). Therefore, it follows from Definition 3 of the semantic of a TIOA that

---

6 Alternatively, we could use Lemma 5 to come to the same conclusion. This also holds for the other two cases, where we have to use Corollary 1 instead.
the definition of error states holds for TIOTS it follows that \((l_1^2, v^2 + d') \xrightarrow{a!} [A^2]_{\text{sem}} \). Now, from Definition 13 of the conjunction for TIOTS it follows that \((l_1^2, v^1 + d'), (l_1^2, v^2 + d') \xrightarrow{a!} Y \). 

\((l_3, v + d'[r \mapsto 0]_{r \in c}) \in Q \). In this case, assume that \(v + d' \models \varphi \) and \(v + d'[r \mapsto 0]_{r \in c} \models \text{Inv}^{A^1 \wedge A^2}(l_3) \) (otherwise, one of the above cases can be used instead). Because \(\text{Clk}^1 \cap \text{Clk}^2 = \emptyset \), it follows that \(v^2 + d' \models \varphi \) and \(v^2 + d'[r \mapsto 0]_{r \in c^2} \models \text{Inv}^2((l_3^2) \). Therefore, it follows from Definition 3 of the semantic of a TIOA that \((l_3^2, v^2 + d') \xrightarrow{a!} [A^2]_{\text{sem}} \). Now, from Definition 13 of the conjunction for TIOTS it follows that \((l_1^2, v^1 + d'), (l_1^2, v^2 + d') \xrightarrow{a!} Y \). And note that \((l_3, v + d'[r \mapsto 0]_{r \in c}) = (l_3^2, v + d'[r \mapsto 0]_{r \in c} = (l_3^2, v + d'[r \mapsto 0]_{r \in c^2}) \).

So, in the first two cases we have shown that \((l_1^2, v^1 + d'), (l_1^2, v^2 + d') \xrightarrow{a!} Y \) and in the third case that \((l_1^2, v^1 + d'), (l_1^2, v^2 + d') \xrightarrow{a!} Y \) (l_3, v + d'[r \mapsto 0]_{r \in c}) \).

So, in all three cases we have shown that \((l_1^2, v^1 + d'), (l_1^2, v^2 + d') \xrightarrow{a!} Y \) or \((l_1^2, v^1 + d'), (l_3, v + d'[r \mapsto 0]_{r \in c}) \in Q \). We can rewrite this into \(q^X \xrightarrow{d'} Y \xrightarrow{a!} q_2 \xrightarrow{a!} Y \) or \(q^X \xrightarrow{d'} Y q_2 \xrightarrow{a!} Y \) \(q_3 \). Since we have chosen \(d'\), \(q_2\), \(q_3\), and \(a!\) arbitrarily, the conclusion holds for all \(d'\), \(q_2\), \(q_3\), and \(a!\). Therefore, the second condition in the definition of error states hold for \(q^X \).

Now, since both conditions in the definition of the error states hold for \(q^X \), we know that \(q^X \in \text{err}^Y(Q) \). Since we have chosen \(q^X \) arbitrarily from \(\text{err}^X(Q) \), it holds for all \(q^X \in \text{err}^X(Q) \). Therefore, it holds that \(\text{err}^X(Q) \subseteq \text{err}^Y(Q) \).

\((\text{err}^Y \subseteq \text{err}^X) \) Consider a state \(q^Y \in \text{err}^Y \). From Definition 11 of error states we know that \(\exists d \in \mathbb{R}_{\geq 0} \text{ s.t. } q^Y \xrightarrow{d'} Y \) and \(\forall d' \in \mathbb{R}_{\geq 0} \forall a! \in \text{Act}_o \forall q_2 \in Q^Y : q^Y \xrightarrow{d'} q_2 \Rightarrow \)

\((q_2 \xrightarrow{a!} Y \) \(\forall q_3 \in Q^Y : q_2 \xrightarrow{a!} Y q_3 \Rightarrow q_3 \in Q) \). From Definition 13 of the conjunction for TIOTS it follows that \(q^Y = (q^Y)_{\text{sem}} \). Therefore, it holds that \(\text{err}^X(Q) \subseteq \text{err}^Y(Q) \).

First, consider the first condition in the definition of error states. From Lemma 4 it follows immediately that \(q^Y \xrightarrow{d'} Y \) implies that \(q^Y \xrightarrow{d'} X \). So the first condition in the definition of error states holds for \(q^Y \) in \(X \).

Now, consider the second condition in the definition of error states. Pick any \(d'\), \(q_2\), and \(a!\) such that \(q^Y \xrightarrow{d'} q_2 \Rightarrow (q_2 \xrightarrow{a!} Y \) \(\forall q_3 \in Q^Y : q_2 \xrightarrow{a!} Y q_3 \Rightarrow q_3 \in Q) \). The implication holds if \(q^Y \xrightarrow{d'} Y \) or \(q^Y \xrightarrow{d'} q_2 \wedge (q_2 \xrightarrow{a!} Y \) \(\forall q_3 \in Q^Y : q_2 \xrightarrow{a!} Y q_3 \Rightarrow q_3 \in Q) \). The first case follows directly from Lemma 4 that shows that \(q^Y \xrightarrow{d'} Y \) implies that \(q^Y \xrightarrow{d'} X \), which ensures that the second condition in the definition of error states holds for \(q^Y \) in \(X \). For the second case we again use Lemma 4, thus \(q^Y \xrightarrow{d'} X q_2 \), where \(q^Y = (l_1^1, l_1^2, v) \) and \(q_2 = (l_1^3, l_1^2, v + d) \).
It remains to be shown that $q_2 \xrightarrow{o} Y \land \forall q_3 \in Q^Y : q_2 \xrightarrow{o} Y q_3 \Rightarrow q_3 \in Q$ in $Y$ implies that $q_2 \xrightarrow{o} X \land \forall q_3 \in Q^X : q_2 \xrightarrow{o} X q_3 \Rightarrow q_3 \in Q$ in $X$. We have to consider the three cases from Definition 13 of the conjunction for TIOTS.

- $o \in \text{Act}^1 \cap \text{Act}^2$. It follows directly from Lemma 5 that $q_2 \xrightarrow{o} X \land \forall q_3 \in Q^X : q_2 \xrightarrow{o} X q_3 \Rightarrow q_3 \in Q$.

- $o \in \text{Act}^1 \setminus \text{Act}^2$. Using Definition 3 of the semantic of a TIOA, we now know that $\hat{\mathcal{P}}((l_1, o, \varphi, c^1, l_3)) \in E^1$ or $\forall (l_1, o, \varphi, c^1, l_3) \in E^1 : v + d' \neq \varphi \land v + d'[r \rightarrow 0]_{r \in E} \neq \text{Inv}^1(l_3)$ in $E^1$ for each edge $(l_1, o, \varphi, c^1, l_3) \in E^1$, $\exists((l_1, l_2, o, \varphi, c^1, (l_1, l_3)) \in E^1 \land \text{Act}^2$. Because $\text{Clk}^1 \cap \text{Clk}^2 = \emptyset$, it holds that $v + d' \neq \varphi \land v + d'[r \rightarrow 0]_{r \in E} \neq \text{Inv}^1(l_3)$. Therefore, it also holds that $v + d' \neq \varphi \land v + d'[r \rightarrow 0]_{r \in E} \neq \text{Inv}^1(l_3)$. Note that from Definition 14 we know that $\text{Inv}^1 \land \text{Inv}^2 ((l_1, l_2)) = \text{Inv}^1(l_2) \land \text{Inv}^2(l_2)$. As we have shown that $v + d' \neq \varphi \land v + d'[r \rightarrow 0]_{r \in E} \neq \text{Inv}^1(l_2) \land \text{Inv}^2(l_2)$ for all edges labeled with $o$ from $(l_1, l_2)$, it follows from Definition 3 of the semantic of a TIOA that $(l_1, l_2, v + d') \xrightarrow{o} X$.

- $o \in \text{Act}^2 \setminus \text{Act}^1$. Using Definition 3 of the semantic of a TIOA, we now know that $\hat{\mathcal{P}}((l_2, o, \varphi^2, c^2, l_3)) \in E^2 \land \forall (l_2, o, \varphi^2, c^2, l_3) \in E^2 : v + d' \neq \varphi^2 \land v + d'[r \rightarrow 0]_{r \in E} \neq \text{Inv}^2(l_3)$ in $E^2$ for each edge $(l_2, o, \varphi^2, c^2, l_3) \in E^2$, $\exists((l_2, l_2, o, \varphi^2, c^2, (l_2, l_3)), l_3) \in E^2 \land \text{Act}^2$. Because $\text{Clk}^1 \cap \text{Clk}^2 = \emptyset$, it holds that $v + d' \neq \varphi^2 \land v + d'[r \rightarrow 0]_{r \in E} \neq \text{Inv}^2(l_3)$. Therefore, it also holds that $v + d' \neq \varphi^2 \land v + d'[r \rightarrow 0]_{r \in E} \neq \text{Inv}^2(l_3)$. Note that from Definition 14 we know that $\text{Inv}^1 \land \text{Inv}^2 ((l_1, l_2)) = \text{Inv}^1(l_2) \land \text{Inv}^2(l_2)$. As we have shown that $v + d' \neq \varphi^2 \land v + d'[r \rightarrow 0]_{r \in E} \neq \text{Inv}^1(l_2) \land \text{Inv}^2(l_2)$ for all edges labeled with $o$ from $(l_1, l_2)$, it follows from Definition 3 of the semantic of a TIOA that $(l_1, l_2, v + d') \xrightarrow{o} X$.
Therefore, it follows that $\Theta$ disjunction is true (or both).

We will proof this by using the definition of error states hold for $\Theta$ from $\Theta$ (labeled with $X$). It follows from Definition 14 that for each edge $(l_1^1, o, \varphi^2, c^3, l_2^2) \in E^2$, $\exists (l_1^2, l_2^1, o, \varphi^2, c^3, l_3^3) \in E^{A_1 \land A^2}$. Because $\operatorname{Clk}^1 \cup \operatorname{Clk}^2 = \emptyset$, it holds that $v + d' = \varphi^2 \land v + d'[r \mapsto 0]_{r \in c} = Inv^2(l_2^2)$ (in case one of them does not hold, we can use the argument above). Therefore, it also holds that $v + d' = \varphi^2 \land v + d'[r \mapsto 0]_{r \in c} = Inv^2(l_1^1) \land Inv^2(l_3^3)$. Note that from Definition 14 we know that $Inv^{A_1 \land A^2}((l_1^1, l_2^2)) = Inv^1(l_1^1) \land Inv^2(l_3^3)$.

As we have shown that $v + d' = \varphi^2 \land v + d'[r \mapsto 0]_{r \in c} = Inv^1(l_1^1) \land Inv^2(l_3^3)$ for all edges labeled with $o$ from $(l_1^1, l_2^2)$, it follows from Definition 3 of the semantic of $\Theta$. Consider a state $q$, it follows from Definition 3 of the semantic of $\Theta$ that $\exists (l_1^1, l_2^2, o, l_3^3) \in Q$. Therefore, it holds that $q \in \text{err}^X$.

Now, since both conditions in the definition of the error states hold for $q^Y$, we know that $q^Y \in \text{err}^X$. Since we have chosen $q^Y$ arbitrarily, it holds for all $q^Y \in \text{err}^Y$. Therefore, it holds that $\text{err}^Y \subseteq \text{err}^X$.

Lemma 8 Given two TIOAs $A^i = (\text{Loc}^i, l_0^i, \text{Act}^i, \text{Clk}^i, E^i, \text{Inv}^i), i = 1, 2$ where $\text{Act}^1 \cap \text{Act}^2 = \emptyset$ and $\text{Act}^1 \cap \text{Act}^2 = \emptyset$. Then $\text{cons}^{[A^1 \land A^2]}_{\text{sem}} = \text{cons}^{[A^1]}_{\text{sem}} \land [A^2]_{\text{sem}}$.

Proof We will proof this by using the $\Theta$ operator. It follows from Lemma 3 that $[A^1 \land A^2]_{\text{sem}}$ and $[A^1]_{\text{sem}} \land [A^2]_{\text{sem}}$ have the same state set. Also, observe that the semantic of a TIOA, conjunction, and adversarial pruning do not alter the action set. Therefore, it follows that $[A^1 \land A^2]_{\text{sem}}$ and $[A^1]_{\text{sem}} \land [A^2]_{\text{sem}}$ have the same action set and partitioning into input and output actions. We will show for any fixed point $P$ of $\Theta$ that $\Theta^{[A^1 \land A^2]}_{\text{sem}}(P) \subseteq \Theta^{[A^1]}_{\text{sem}} \land [A^2]_{\text{sem}}(P)$ and $\Theta^{[A^1]}_{\text{sem}} \land [A^2]_{\text{sem}}(P) \subseteq \Theta^{[A^1 \land A^2]}_{\text{sem}}(P)$. For brevity, we write $X = [A^1 \land A^2]_{\text{sem}}, Y = [A^1]_{\text{sem}} \land [A^2]_{\text{sem}}$, and $\text{Clk} = \text{Clk}^1 \cup \text{Clk}^2$ in the rest of this proof. Also, we will use $v^1$ and $v^2$ to indicate the part of a valuation $v$ of only the clocks of $A^1$ and $A^2$, respectively.

$(\Theta^X(P) \subseteq \Theta^Y(P))$ Consider a state $q^X \in P$. Because $P$ is a fixed point of $\Theta^X$, it follows that $q^X \in \Theta^X(P)$. From the definition of $\Theta$, it follows that $q^X \in \text{err}^X(P)$ and $q^X \in \{q_1 \in Q^X \mid \forall d \geq 0 : \exists q_2 \in Q^X : q_1 \xrightarrow{d} X q_2 \Rightarrow q_2 \in P \land \forall i \in \text{Act}^X_2 : \exists q_3 \in P : q_2 \xrightarrow{i ?} X q_3 \vee \exists d' \leq d \land \exists q_2, q_3 \in P \land \exists q_i \in \text{Act}^X : q_1 \xrightarrow{d'} X q_2 \land q_2 \xrightarrow{i ?} X q_3 \land \forall i \in \text{Act}^X_2 : \exists q_4 \in P : q_2 \xrightarrow{i ?} X q_4\}$. From Lemma 7 it follows directly that $q^X \in \text{err}^Y(P)$. Now we only focus on the second part of the definition of $\Theta$.

Consider a $d \in \mathbb{R}_{\geq 0}$. Then the left-hand side or the right-hand side of the disjunction is true (or both).
• Assume the left-hand side is true, i.e., \( \forall q_2 \in Q^X : q^X \xrightarrow{d} X q_2 \Rightarrow q_2 \in P \land \forall i? \in \text{Act}^X_i : \exists q_3 \in P : q_2 \xrightarrow{i?} X q_3 \). Pick a \( q_2 \in Q^X \). The implication is true when \( q^X \xrightarrow{d} X q_2 \) or \( q^X \xrightarrow{d} X q_2 \land q_2 \in P \land \forall i? \in \text{Act}^X_i : \exists q_3 \in P : q_2 \xrightarrow{i?} X q_3 \).

  – Consider the first case. From Lemma 4 it follows that \( q^X \xrightarrow{d} Y \). Note that \( q^X = (l_1, \ell_1, l_2, \ell_2) \). Thus the implication also holds for \( q_2 \) in \( Y \).

  – Consider the second case. From Lemma 4, we have that \( q^X \xrightarrow{d} X q_2 \) implies that \( q^X \xrightarrow{d} Y q_2 \), and from Definition 3 of the semantic of a TIOA it follows that \( v_1 + d \models Inv^{A_1 \land A_2}(l_1) \) for \( q^X = (l_1, v_1) \), \( q_2 = (l_1, v_1 + d) \), \( l_1 \in Loc^{A_1 \land A_2} \), and \( v_1 \in \{ \text{Clk} \mapsto \mathbb{R}_{\geq 0} \} \). Now, pick \( i? \in \text{Act}^X_i \) and \( q_3 \in Q^X \) such that \( q_2 \xrightarrow{i?} X q_3 \) and \( q_3 \in P \). From Definition 3 of the semantic of a TIOA it follows that \( (l_1, i?, \varphi, c, l_3) \in E^{A_1 \land A_2} \), \( q_3 = (l_3, v_3) \), \( v_1 + d \models \varphi \), \( v_3 = v_1 + d[r \mapsto 0]_{r \in c} \), and \( v_3 \models Inv^{A_1 \land A_2}(l_3) \). From Definition 14 of the conjunction of TIOA it follows that \( l_1 = (l_1, l_2), l_3 = (l_3, l_3) \), Inv\(^{A_1 \land A_2}(l_1) = Inv^1(l_1) \land Inv^2(l_1) \), and Inv\(^{A_1 \land A_2}(l_3) = Inv^1(l_3) \land Inv^2(l_3) \). We have to consider the three cases of Definition 14 in relation to \( i? \).

  * \( i? \in \text{Act}^1 \cap \text{Act}^2 \). It follows directly from Lemma 5 that \( q_2 \xrightarrow{i?} q_3 \) is a transition in \( Y \).

  * \( i? \in \text{Act}^1 \setminus \text{Act}^2 \). It follows directly from Corollary 1 that \( q_2 \xrightarrow{i?} q_3 \) is a transition in \( Y \).

  * \( i? \in \text{Act}^2 \setminus \text{Act}^1 \). It follows directly from Corollary 1 (where we switched \( A^1 \) and \( A^2 \)) that \( q_2 \xrightarrow{i?} q_3 \) is a transition in \( Y \).

So, in all three cases we have that \( q_2 \xrightarrow{i?} q_3 \) is a transition in \( Y \). As the analysis above is independent of the particular \( i? \), \( q_2 \xrightarrow{i?} q_3 \) is a transition in \( Y \) for all \( i? \). Because both \( q_2, q_3 \in P \) and \( q^X \xrightarrow{d} Y q_2 \), we have that the implication also holds for \( q_2 \in Y \).

So, in both cases we have that for \( q^X \xrightarrow{d} Y q_2 \Rightarrow q_2 \in P \land \forall i? \in \text{Act}^X_i : \exists q_3 \in P : q_2 \xrightarrow{i?} Y q_3 \). As \( q_2 \) is chosen arbitrarily, it holds for all \( q_2 \in Q^X = Q^Y \). Therefore, the left-hand side is true.

• Assume the right-hand side is true, i.e., \( \exists d' \leq d \land \exists q_3, q_4 \in P \land \exists o! \in \text{Act}^X_o : q^X \xrightarrow{d'} X q_2 \land q_2 \xrightarrow{o!} X q_3 \land \forall i? \in \text{Act}^X_i : \exists q_4 \in P : q_2 \xrightarrow{i?} Y q_4 \).

  First, following Definition 3 of the semantic of a TIOA, we have that \( q^X = (l_1, v_1), q_2 = (l_1, v_1 + d'), q_3 = (l_3, v_3), q_4 = (l_4, v_4), l_1, l_3, l_4 \in Loc^{A_1 \land A_2} \), \( v_1, v_3, v_4 \in \{ \text{Clk} \mapsto \mathbb{R}_{\geq 0} \} \), \( v_1 + d' \models Inv^{A_1 \land A_2}(l_1) \), \( \exists (l_1, o!, \varphi, c, l_3) \in E^{A_1 \land A_2} \), \( v_1 + d' \models \varphi \), \( v_3 = v_1 + d'[r \mapsto 0]_{r \in c} \), and \( v_3 \models Inv^{A_1 \land A_2}(l_3) \). First, focus on the delay transition. From Lemma 4 it follows that \( q^X \xrightarrow{d'} Y q_2 \) in \( Y \), with \( q^X = (l_1, v_1, l_1, \ell_1^2) = (l_1, \ell_1^2, v_1) \) and \( q_2 = (l_1, v_1 + d', l_1^2, \ell_1^2 + d') = (l_1, l_1^2, v_1 + d') \).

Now consider the output transition labeled with \( o! \). We have to consider the three cases from Definition 14.

  – \( o! \in \text{Act}^1 \cap \text{Act}^2 \). It follows directly from Lemma 5 that \( q_2 \xrightarrow{o!} q_3 \) is a transition in \( Y \).

  – \( o! \in \text{Act}^1 \setminus \text{Act}^2 \). It follows directly from Corollary 1 that \( q_2 \xrightarrow{o!} q_3 \) is a transition in \( Y \).
Thus, we have shown that when the left-hand side is true for \( \Theta \), you cannot assume this, and you get stuck in proving that
\[ q \land \neg q \lor \top \] is true (or both).

Now we only focus on the second part of the definition of \( | \).

This fact is key for finalizing the proof of Theorem 7: without adversarial pruning in that theorem, you cannot assume this, and you get stuck in proving that \( v_3 \models \lnot \nu \nu^d(l_1^2) \) and thus \( v_3 \models \lnot \nu \nu^d A \land (A \land A) \), i.e., you cannot prove that.

---

7This fact is key for finalizing the proof of Theorem 7: without adversarial pruning in that theorem, you cannot assume this, and you get stuck in proving that \( v_3 \models \lnot \nu \nu^d(l_1^2) \) and thus \( v_3 \models \lnot \nu \nu^d A \land (A \land A) \), i.e., you cannot prove that.
Thus, we have shown that when the left-hand side is true for all states in \( J \), we consider non-shared events. To further illustrate this, consider again the input transitions labeled with \( q \). As \( q \) is chosen arbitrarily, it holds for all \( q \in Q^X = Q^Y \). Therefore, the left-hand side is true.

\begin{itemize}
  \item Assume the right-hand side is true, i.e., \( \exists d' \leq d \land \exists q_3, q_3 \in P \land \exists \varnothing! \in \text{Act}^Y : q \xrightarrow{d'} q_2 \land q_2 \xrightarrow{\varnothing!} q_3 \land \forall i? \in \text{Act}_4 : \exists q_4 \in P : q_2 \xrightarrow{i?} q_4 \). First, focus on the delay. From Lemma 4 it follows that \( q \xrightarrow{d'} q_2 \) implies \( q \xrightarrow{d} q_2 \), and from Definition 13 of the conjunction for TIOTS that \( q^Y = (q_1^1, q_1^2) \) and \( q_2 = (q_2^1, q_2^2) \). Also, using Definition 3 of the semantic of a TIOA it follows for \( i = 1, 2 \) that \( q_1^1 = (l_1^1, v_1^1), q_2^1 = (l_1^1, v_1^1 + d'), l_1^1 \in \text{Loc}^i \), and \( v_1^1 \in [C\text{lk}^i \to \mathbb{R}_{\geq 0}] \). Now, consider the output transition labeled with \( \varnothing! \). We have to consider the three cases from Definition 13 of the conjunction for TIOTS.

\begin{itemize}
  \item \( \varnothing! \in \text{Act}_4 \cap \text{Act}_2 \). It follows directly from Lemma 5 that \( q_2 \xrightarrow{\varnothing!} q_3 \).
  \item \( \varnothing! \in \text{Act}_4 \cap \text{Act}_2 \). From the fact that \( q^Y \xrightarrow{d'} q_2 \), it follows from Definitions 3 and 13 that \( v_1^2 + d' \models Inv^2(l_1^1) \) (see also proof of Lemma 4). Observe that \( v_1^2 + d'[r \mapsto 0]_{r \in c^2} = v_1^2 + d' \), so \( v_3 \models Inv^2(l_1^1) \). Now it follows directly from Lemma 6 that \( q_2 \xrightarrow{\varnothing!} q_3 \).
  \item \( \varnothing! \in \text{Act}_2 \cap \text{Act}_0 \). From the fact that \( q^Y \xrightarrow{d'} q_2 \), it follows from Definitions 3 and 13 that \( v_1^2 + d' \models Inv^1(l_1^1) \) (see also proof of Lemma 4). Observe that \( v_1^2 + d'[r \mapsto 0]_{r \in c^1} = v_1^2 + d' \), so \( v_3 \models Inv^1(l_1^1) \). Now it follows directly from Lemma 6 (where we switched \( A^2 \) and \( A^2 \)) that \( q_2 \xrightarrow{\varnothing!} q_3 \).
\end{itemize}

Thus, in all three cases we have that \( q_2 \xrightarrow{\varnothing!} q_3 \) is a transition in \( X \). Therefore, we can conclude that \( q^Y \xrightarrow{d'} q_2 \land q_2 \xrightarrow{\varnothing!} q_3 \) with \( q_2, q_3 \in P \). Thus, the right-hand side is true.

Finally, consider the input transitions labeled with \( i? \). Using the same argument as before, we can show that \( q_2 \xrightarrow{i?} q_4 \) in \( Y \) is also a transition in \( X \), and \( q_4 \in P \).

Thus, we can conclude that \( q^Y \xrightarrow{d'} q_2 \land q_2 \xrightarrow{\varnothing!} q_3 \land \forall i? \in \text{Act}_4 : \exists q_4 \in P : q_2 \xrightarrow{i?} q_4 \) with \( q_2, q_3, q_4 \in P \). Thus, the right-hand side is true.

Finally, we have shown that when the left-hand side is true for \( q^Y \) in \( Y \), it is also true for \( q^Y \) in \( X \); and that when the right-hand side is true for \( q^Y \) in \( Y \), it is also true for \( q^Y \) in \( X \). Thus, \( q^Y \in \Theta^X(P) \). Since \( q^Y \in P \) was chosen arbitrarily, it holds for all states in \( P \). Once we choose \( P \) to be the fixed-point of \( \Theta^Y \), we have that \( \Theta^Y(P) \subseteq \Theta^X(P) \).

Finally, we are ready to proof Theorem 7. The reason why adversarial pruning is needed becomes apparent in the second half of the proof where we consider non-shared events. To further illustrate this, consider again the example in Figure 8, where we show that \( [A^1]_{\text{sem}} \land [A^2]_{\text{sem}} \) has an additional transition \((1, 4) \xrightarrow{a} (2, 4) \), which is not present in \([A^1 \land A^2]_{\text{sem}} \). We can
‘remove’ this transition with adversarial pruning by realizing that the target state (2, 4) is an inconsistent state (you can see this by noticing that no time delay, including a zero time delay, is possible).

**Proof of Theorem 7** We will prove this theorem by showing that (([A¹ \land A²]_sem)Δ and ([A¹]_sem \land [A²]_sem)Δ have the same set of states, same initial state, same set of actions, and same transition relation.

It follows from Lemma 3 that ([A¹ \land A²]_sem and [A¹]_sem \land [A²]_sem have the same state set and initial state. As cons_{[A¹ \land A²]_sem} = cons_{[A¹]_sem \land [A²]_sem} = cons_{Lemma 8}, it follows that ([A¹ \land A²]_sem)Δ and ([A¹]_sem \land [A²]_sem)Δ have the same state set and initial state. Also, observe that the semantic of a TIOA and adversarial pruning do not alter the action set. Therefore, it follows directly that ([A¹ \land A²]_sem)Δ and ([A¹]_sem \land [A²]_sem)Δ have the same action set and partitioning into input and output actions.

It remains to show that ([A¹ \land A²]_sem)Δ and ([A¹]_sem \land [A²]_sem)Δ have the same transition relation. In the remainder of the proof, we will use v¹ and v² to indicate the part of a valuation v of only the clocks of A¹ and A², respectively. Also, for brevity we write X = ([A¹ \land A²]_sem), Y = ([A¹]_sem \land [A²]_sem), and Clk = Clk¹ \cup Clk² in the rest of this proof.

(\Rightarrow) Assume a transition \( q_1^X \xrightarrow{a} q_2^X \) in X. From Definition 12 it follows that \( q_1^X \xrightarrow{a} q_2^X \) in \([A¹ \land A²]_sem\) and \( q_2^X \) is cons. Following Definition 3 of the semantic, it follows that there exists an edge \( (l_1, a, \varphi, c, l_2) \in E_{A¹ \land A²} \) with \( q_1^X = (l_1, v_1) \), \( q_2^X = (l_2, v_2) \), \( l_1, l_2 \in Loc_{A¹ \land A²} \), \( v_1, v_2 \in [Clk \mapsto \mathbb{R}_{\geq 0}] \), \( v_1 = \varphi, v_2 = v_1 | r \mapsto 0 | r \in c \), and \( v_2 = Inv(l_2) \). Now we consider the three cases of Definition 14 of the conjunction for TIOA.

- \( a \in Act¹ \cap Act² \). It follows directly from Lemma 5 that \( q_1^X \xrightarrow{a} q_2^X \) is a transition in \([A¹]_sem \land [A²]_sem\). Since \( q_2^X \) is cons, it holds that \( q_1^X \xrightarrow{a} q_2^X \) is a transition in Y.

- \( a \in Act¹ \setminus Act² \). It follows directly from Corollary 1 that \( q_1^X \xrightarrow{a} q_2^X \) is a transition in \([A¹]_sem \land [A²]_sem\). Since \( q_2^X \) is cons, it holds that \( q_1^X \xrightarrow{a} q_2^X \) is a transition in Y.

- \( a \in Act² \setminus Act¹ \). It follows directly from Corollary 1 (where we switched A¹ and A²) that \( q_1^X \xrightarrow{a} q_2^X \) is a transition in \([A¹]_sem \land [A²]_sem\). Since \( q_2^X \) is cons, it holds that \( q_1^X \xrightarrow{a} q_2^X \) is a transition in Y.

Now consider that \( a \) is a delay \( d \). It follows directly from Lemma 4 that \( q_1^X \xrightarrow{d} q_2^X \) is a transition in \([A¹]_sem \land [A²]_sem\). Since \( q_2^X \) is cons, it holds that \( q_1^X \xrightarrow{d} q_2^X \) is a transition in Y.

We have shown that when \( q_1^X \xrightarrow{a} q_2^X \) is a transition in \( X = ([A¹ \land A²]_sem)_Δ \), it holds that \( q_1^X \xrightarrow{a} q_2^X \) is a transition in \( Y = ([A¹]_sem \land [A²]_sem)_Δ \). Since the transition is arbitrarily chosen, it holds for all transitions in \( X \).

(\Leftarrow) Assume a transition \( q_1^Y \xrightarrow{a} q_2^Y \) in Y. From Definition 12 it follows that \( q_1^Y \xrightarrow{a} q_2^Y \) in \([A¹]_sem \land [A²]_sem\) and \( q_2^Y \) is cons. Now we consider the three cases of Definition 13 of the conjunction for TIOTS.

- \( a \in Act¹ \cap Act² \). It follows directly from Lemma 5 that \( q_1^Y \xrightarrow{a} q_2^Y \) is a transition in \([A¹ \land A²]_sem\). Since \( q_2^Y \) is cons, it holds that \( q_1^Y \xrightarrow{a} q_2^Y \) is a transition in X.
• \( a \in \text{Act}^1 \setminus \text{Act}^2 \). From time reflexivity of Definition 1 we have that \( \gamma_2^Y \xrightarrow{d} \) with \( d = 0 \). From Definitions 12 and 13 it follows that \( q_2^Y \xrightarrow{d} \) and \( q_2^\text{sem} \xrightarrow{d} \).

Now, from Definition 3 it follows that \( v^2 + d \models \text{Inv}^2(l^2) \), i.e., \( v^2 \models \text{Inv}^2(l^2) \).

It now follows directly from Lemma 6 that \( \gamma_2^Y \xrightarrow{a} \gamma_2^Y \) is a transition in \([A^1 \land A^2]_{\text{sem}}\). Since \( \gamma_2^Y \in \text{cons} \), it holds that \( \gamma_1^Y \xrightarrow{a} \gamma_2^Y \) is a transition in \( X \).

• \( a \in \text{Act}^2 \setminus \text{Act}^1 \). From time reflexivity of Definition 1 we have that \( \gamma_2^Y \xrightarrow{d} \) with \( d = 0 \). From Definitions 12 and 13 it follows that \( q_2^Y \xrightarrow{d} \) and \( q_2^\text{sem} \xrightarrow{d} \).

Now, from Definition 3 it follows that \( v^1 + d \models \text{Inv}^1(l^1) \), i.e., \( v^1 \models \text{Inv}^1(l^1) \).

It now follows directly from Lemma 6 (where we switched \( A^1 \) and \( A^2 \)) that \( \gamma_1^Y \xrightarrow{a} \gamma_2^Y \) is a transition in \([A^1 \land A^2]_{\text{sem}}\). Since \( \gamma_2^Y \in \text{cons} \), it holds that \( \gamma_1^Y \xrightarrow{a} \gamma_2^Y \) is a transition in \( X \).

Now consider that \( a \) is a delay \( d \). It follows directly from Lemma 4 that \( \gamma_1^Y \xrightarrow{d} \gamma_2^Y \) is a transition in \([A^1 \land A^2]_{\text{sem}}\). Since \( \gamma_2^Y \in \text{cons} \), it holds that \( \gamma_1^Y \xrightarrow{d} \gamma_2^Y \) is a transition in \( X \).

We have shown that when \( \gamma_1^Y \xrightarrow{a} \gamma_2^Y \) is a transition in \( Y = ([A^1]_{\text{sem}} \land [A^2]_{\text{sem}})^\Delta \), it holds that \( \gamma_1^Y \xrightarrow{a} \gamma_2^Y \) is a transition in \( X = ([A^1 \land A^2]_{\text{sem}})^\Delta \). Since the transition is arbitrarily chosen, it holds for all transitions in \( Y \).

\[ \square \]

**Corollary 2.** Given two TIOAs \( A^i = (\text{Loc}^i, l_{i0}, \text{Act}^i, \text{Clk}^i, E^i, \text{Inv}^i), i = 1, 2 \) where \( \text{Act}^1 = \text{Act}^2 \land \text{Act}_0^1 = \text{Act}_0^2 \). Then \([A^1 \land A^2]_{\text{sem}} = [A^1]_{\text{sem}} \land [A^2]_{\text{sem}}\).

**Proof** This corollary follows directly as a special case from the proof of Theorem 7. The special case only depends on Lemmas 3 and 5, which do not require adversarial pruning to be applied. \[ \square \]

### 4 Parallel composition

We shall now define *structural composition*, also called *parallel composition*, between specifications. We follow the optimistic approach of [8], i.e., *two specifications can be composed if there exists at least one environment in which they can work together*. Before going further, we would like to contrast the structural and logical composition.

The main use case for parallel composition is in fact dual to the one for conjunction. Indeed, as observed in the previous section, conjunction is used to reason about internal properties of an implementation set, so if a local inconsistency arises in conjunction we limit the implementation set to avoid it in implementations. A pruned specification can be given to a designer, who chooses a particular implementation satisfying conjoined requirements. A conjunction is consistent if the output player can avoid inconsistencies, and its main theorem states that its set of implementation coincides with the intersection of implementation sets of the conjuncts.
In contrast, parallel composition is used to reason about external use of two (or more) components. We assume an independent implementation scenario, where the two composed components are implemented by independent designers. The designer of any of the components can only assume that the other composed implementations will adhere to the original specifications being composed. Consequently if an error occurs in parallel composition of the two specifications, the independent designers receive additional information on how to restrict their specifications to avoid reaching the error states in the composed system.

We now propose our formal definition for parallel composition, which roughly corresponds to the one defined on timed input/output automata [9]. We consider two TIOTSs $S = (Q^S, q^S_0, Act^S, \rightarrow^S)$ and $T = (Q^T, q^T_0, Act^T, \rightarrow^T)$ and we say that they are composable iff their output alphabets are disjoint $Act^S_0 \cap Act^T_0 = \emptyset$.

**Definition 15** Given two specifications $S^i = (Q^i, q^i_0, Act^i, \rightarrow^i), i = 1, 2$ where $Act^1_0 \cap Act^2_0 = \emptyset$, the parallel composition of $S^1$ and $S^2$, denoted by $S^1 \parallel S^2$, is TIOTS $(Q^1 \times Q^2, (q^1_0, q^2_0), Act, \rightarrow)$ where $Act = Act^1 \cup Act^2 = Act^i \cup Act^o$ with $Act^i = (Act^1 \setminus Act^2_0) \cup (Act^2 \setminus Act^1_0)$ and $Act^o = Act^1_0 \cup Act^2_0$, and $\rightarrow$ is defined as

- $(q^1_1, q^2_1) \xrightarrow{a} (q^1_2, q^2_2)$ if $a \in Act^1 \cap Act^2$, $q^1_1 \xrightarrow{a} q^1_2$, and $q^2_1 \xrightarrow{a} q^2_2$
- $(q^1_1, q^2_1) \xrightarrow{a} (q^1_2, q^2_2)$ if $a \in Act^1 \setminus Act^2$, $q^1_1 \xrightarrow{a} q^1_2$, and $q^2 \in Q^2$
- $(q^1_1, q^2_1) \xrightarrow{a} (q^1_2, q^2_2)$ if $a \in Act^2 \setminus Act^1$, $q^1_1 \xrightarrow{a} q^1_2$, and $q^1 \in Q^1$
- $(q^1_1, q^2_1) \xrightarrow{d} (q^1_2, q^2_2)$ if $d \in \mathbb{R}_{\geq 0}$, $q^1_1 \xrightarrow{d} q^1_2$, and $q^2_1 \xrightarrow{d} q^2_2$

Observe that if we compose two locally specifications using the above product rules, then the resulting product is also locally consistent. This is formalized in Lemma 9. Furthermore, observe that parallel composition is commutative, and that two specifications composed give rise to well-formed specifications. It is also associative in the following sense:

$$[(S \parallel T) \parallel U]_{\text{mod}} = [(S \parallel (T \parallel U))]_{\text{mod}}$$

**Lemma 9** Given two locally consistent specifications $S^i = (Q^i, q^i_0, Act^i, \rightarrow^i), i = 1, 2$ where $Act^1_0 \cap Act^2_0 = \emptyset$. Then $S^1 \parallel S^2$ is locally consistent.

**Proof** Since, $S^1$ and $S^2$ are locally consistent, the only reason why $S^1 \parallel S^2$ could be inconsistent is when a new error state is created by the parallel composition. We show by contradiction that this is not possible.

Assume that state $q_1 \in S^1 \parallel S^2$ is an error state. From Definition 11 of the error state it follows that $3d_1 \in \mathbb{R}_{\geq 0} : q_1 \xrightarrow{d_1} \land \forall d_2 \in \mathbb{R}_{\geq 0} \forall o \in Act^o \forall q_2 \in Q : q_1 \xrightarrow{d_2} q_2 \Rightarrow q_2 \xrightarrow{o}$. From Definition 15 of the parallel composition for TIOTS it follows that (1) $q_1 = (q^1_1, q^2_1)$ with $q^1_1 \in Q^1$ and $q^2_1 \in Q^2$, and that either $q^1_1 \xrightarrow{d_1} q^1_2$ or $q^2_1 \xrightarrow{d_2} q^2_2$. 


(or both); (2) that $q_2 = (q_1^1, q_2^1)$ with $q_1^1 \in Q^1$ and $q_2^1 \in Q^2$, and that $q_1^1 \xrightarrow{d_1} q_1^2$ and $q_2^1 \xrightarrow{d_2} q_2^2$; and (3) that $o \in Act^o_T$ and possibly $o? \in Act^t_T$, or $o \in Act^o_T$ and possibly $o? \in Act^t_T$. In the next step we assume that $o! \in Act^1_o$ and possibly $o? \in Act^t_T$, the other case is symmetrical. Consider two cases and Definition 15:

- $o? \in Act^t_T$. As $S^2$ is a specification, it is input-enabled. Therefore, $q_1 \xrightarrow{d_2} q_2 \Rightarrow q_2 \xrightarrow{o?} q_2 \Rightarrow q_2 \xrightarrow{o?} q_2^{1,1}$.
- $o? \notin Act^t_T$. This directly results in that $q_1 \xrightarrow{d_2} q_2 \Rightarrow q_2 \xrightarrow{o?} q_2 \Rightarrow q_2 \xrightarrow{o?} q_2^{1,2}$.

Applying the above reasoning for all output actions and knowing that $Act^o_T = Act^1_o \cup Act^o_T$ from Definition 15, it follows that $\forall o! \in Act^1_o : q_1 \xrightarrow{d_1} q_1' \Rightarrow q_1' \xrightarrow{o?}$ and $\forall o! \in Act^o_T : q_1 \xrightarrow{d_2} q_2 \Rightarrow q_2 \xrightarrow{o?}$. As this is independent of the actual value of $d_2$, it holds for all $d_2$.

Finally, since either $q_1 \xrightarrow{d_1} q_2^{1,1}$ or $q_2 \xrightarrow{d_2} q_2^{1,2}$ (or both), it follows that either $\exists d_1 \in \mathbb{R}_{>0} : q_1 \xrightarrow{d_1} q_2^{1,1}$ or $\exists d_2 \in \mathbb{R}_{>0} : q_2 \xrightarrow{d_2} q_2^{1,2}$.

Theorem 8

Refinement is a pre-congruence with respect to parallel composition: for any specifications $S^1, S^2$, and $T$ such that $S^1 \leq S^2$ and $S^1$ is composable with $T$, we have that $S^2$ is composable with $T$ and $S^1 \parallel T \leq S^2 \parallel T$.

Proof

$S^1 \leq S^2$ implies that $Act^S_o \subseteq Act^S_o$ (see Definition 6), and $S^1$ is composable with $T$ implies that $Act^{S^1}_o \cap Act^T_T = \emptyset$. Combining this results immediately in that $Act^{S^2}_o \cap Act^T_T = \emptyset$, thus $S^2$ is composable with $T$. Furthermore, since $S^1 \leq S^2$, there exists a relation $R \in Q^1 \times Q^2$ with the properties given in Definition 6 of the refinement. Construct relation $R' = \{(q_1, q_2, q^1, q^2) \in Q^{S^1} \parallel T \times Q^{S^2} \parallel T | (q^1, q^2) \in R\}$. We show that $R'$ witnesses $S^1 \parallel T \leq S^2 \parallel T$. Consider the five cases of refinement for a state pair $((q_1^1, q_1^2), (q_2^1, q_2^2)) \in R'$.

1. $(q_1^1, q_1^2) \xrightarrow{i?} S^1 \parallel T (q_2^1, q_2^2)$ for some $(q_2^1, q_2^2) \in Q^{S^2} \parallel T$ and $i? \in Act^{S^2}_i \parallel T \cap Act^{S^1}_i \parallel T$. Consider the five feasible combinations for input action $i?$ using Definition 15 such that $i? \in Act^{S^2}_i \parallel T \cap Act^{S^1}_i \parallel T$.
   - $i? \in Act^{S^1}_i$ or $i? \in Act^{S^2}_i$ and $i? \in Act^T_T$. In this case, it follows from Definition 15 that $q_2^1 \xrightarrow{i?} S^2 \parallel T$ and $q_1^1 \xrightarrow{i?} T q_2^2$. Now, using $R$ and Definition 6, it follows that $q_1^1 \xrightarrow{i?} S^1 \parallel T q_2^1$ and $(q_2^1, q_2^2) \in R$. Thus, following Definition 15 again, we have that $q_1^1 \xrightarrow{i?} S^1 \parallel T q_2^1$. From the construction of $R'$ we confirm that $((q_2^1, q_2^2), (q_2^2, q_2^1)) \in R'$.
   - $i? \in Act^{S^2}_i$, $i? \in Act^T_T$, and $i? \notin Act^T_T$. In this case, it follows from Definition 15 that $q_2^1 \xrightarrow{i?} S^2 \parallel T$ and $q_1^1 = q_2^1$. Now, using $R$ and Definition 6,
it follows that $q_1^1 \xrightarrow{i_1} S^1 q_1^2$ and $(q_2^1, q_2^2) \in R$. Thus, following Definition 15 again, we have that $(q_1^1, q_1^2) \xrightarrow{i_1} S^1 \| T (q_2^1, q_2^2)$ with $q_1^2 = q_2^2$. From the construction of $R'$ we confirm that $((q_2^1, q_2^2), (q_2^1, q_2^2)) \in R'$.

- $i? \in Act^T_i$, $i \notin Act^{S_2}$, and $i? \notin Act^T_i$. This case is infeasible, as Definition 6 of refinement requires that $Act^T_i \subseteq Act^{S_2}$.

- $i? \notin Act^S_i$, $i? \in Act^{S_2}$, and $i? \notin Act^T_i$. In this case, it follows from Definition 15 that $q_1^2 \xrightarrow{i_2} S^2 q_2^2$ and $q_1^2 \xrightarrow{i_2} T q_2^2$. Now, using $R$ and Definition 6, it follows that $(q_2^1, q_2^2) \in R$ and $q_1^2 = q_2^2$. Thus, following Definition 15 again, we have that $(q_1^1, q_1^2) \xrightarrow{i_1} S^1 \| T (q_2^1, q_2^2)$ and $q_1^1 = q_2^2$. From the construction of $R'$ we confirm that $((q_2^1, q_2^2), (q_2^1, q_2^2)) \in R'$.

- $i? \notin Act^S_i$, $i? \notin Act^{S_2}$, and $i? \notin Act^T_i$. In this case, it follows from Definition 15 that $q_1^T \xrightarrow{i_1} T q_2^T$ and $q_2^2 = q_2^2$. Following Definition 15 again, we have that $(q_1^1, q_1^2) \xrightarrow{i_1} S^1 \| T (q_2^1, q_2^2)$ and $q_1^1 = q_2^2$. From the construction of $R'$ we confirm that $((q_2^1, q_2^2), (q_2^1, q_2^2)) \in R'$.

So, in all feasible cases we can show that $(q_1^1, q_1^2) \xrightarrow{i_2} S^1 \| T (q_2^1, q_2^2)$ and $((q_2^1, q_2^2), (q_2^1, q_2^2)) \in R'$.

2. $(q_2^1, q_1^2) \xrightarrow{i_2} S^2 \| T (q_2^1, q_2^2)$ for some $(q_2^1, q_2^2) \in Q^{S^2} \| T$ and $i? \notin Act_i^{S_2} \| T \setminus Act_i^{S_1} \| T$. In this case it follows from Definition 6 and 15 that $i? \in Act_i^{S_2}$, $i? \notin Act_i^{S_1}$, and $i? \notin Act_i^T$. Therefore, from the same definitions, we have that $q_2^1 \xrightarrow{i_2} S^2 q_2^2$ and $q_1^2 = q_2^T$. Now, using $R$ and Definition 6, it follows that $(q_2^1, q_2^2) \in R$ and $q_1^2 = q_2^2$. From the construction of $R'$ we confirm that $((q_2^1, q_2^2), (q_2^1, q_2^2)) \in R'$.

3. $(q_1^1, q_1^2) \xrightarrow{o_1} S^1 \| T (q_2^1, q_2^2)$ for some $(q_2^1, q_2^2) \in Q^{S^1} \| T$ and $o? \in Act_o^{S_3} \| T \cap Act_o^{S_2} \| T$. Consider the eight feasible combinations for output action $o$ using Definition 15 such that $o? \in Act_o^{S_3} \| T \cap Act_o^{S_2} \| T$, already taking into account that if $o \in Act^{S_3}$ and $o \in Act^{S_2}$ then $o? \in Act_o^{S_1}$ and $o? \in Act_o^{S_2}$ or $o? \in Act_o^{S_3}$ and $o? \in Act_o^{S_2}$ (see Definition 6).

- $o? \in Act_o^{S_1}$, $o? \in Act_o^{S_2}$, and $o \in Act^T$. In this case, it follows from Definition 15 that $q_1^1 \xrightarrow{o_1} S^1 q_2^2$ and $q_1^2 \xrightarrow{o_1} T q_2^2$. Now, using $R$ and Definition 6, it follows that $q_2^1 \xrightarrow{o_1} S^2 q_2^2$ and $(q_2^1, q_2^2) \in R$. Thus, following Definition 15 again, we have that $(q_2^1, q_1^2) \xrightarrow{o_1} S^2 \| T (q_2^1, q_2^2)$. From the construction of $R'$ we confirm that $((q_2^1, q_2^2), (q_2^1, q_2^2)) \in R'$.

- $o? \in Act_o^{S_3}$, $o? \in Act_o^{S_2}$, and $o \in Act^T$. In this case, it follows from Definition 15 that $q_1^1 \xrightarrow{o_3} S^1 q_2^2$ and $q_1^2 \xrightarrow{o_3} T q_2^2$. As $S^2$ is input-enabled, it follows that $q_2^1 \xrightarrow{o_3} S^2 q_2^2$ for some $q_2^2 \in Q^2$. Now, using $R$ and Definition 6, it follows that $(q_2^1, q_2^2) \in R$. Thus, following Definition 15 again, we have that $(q_2^1, q_1^2) \xrightarrow{o_1} S^2 \| T (q_2^1, q_2^2)$. From the construction of $R'$ we confirm that $((q_2^1, q_2^2), (q_2^1, q_2^2)) \in R'$.

- $o? \in Act_o^{S_1}$, $o? \in Act_o^{S_3}$, and $o \notin Act^T$. In this case, it follows from Definition 15 that $q_1^1 \xrightarrow{o_1} S^1 q_2^2$ and $q_1^1 = q_2^2$. Now, using $R$ and Definition 6,
it follows that \( q^2_1 \xrightarrow{\text{ol}_1} S^2 q^2_2 \) and \( (q^1_2, q^2_2) \in R \). Thus, following Definition 15 again, we have that \( (q^1_2, T^1 q^2_2) \xrightarrow{\text{ol}_1} S^2 || T^1 (q^2_2, q^2_2) \) with \( q^1_1 = q^2_2 \). From the construction of \( R' \) we confirm that \( ((q^1_1, q^2_1), (q^2_2, q^2_2)) \in R' \).

- \( o \in \text{Act}^S_1, o \notin \text{Act}^S_2 \), and \( o \in \text{Act}^T_1 \). In this case, it follows from Definition 15 that \( q^1_1 \xrightarrow{\text{ol}_1} S^1 q^1_2 \) and \( q^2_1 \xrightarrow{\text{ol}_1} T^2 q^2_2 \). Now, using \( R \) and Definition 6, it follows that \( (q^1_2, q^2_2) \in R \) and \( q^1_1 = q^2_2 \). From the construction of \( R' \) we confirm that \( ((q^1_1, q^2_1), (q^2_2, q^2_2)) \in R' \).

- \( o \notin \text{Act}^S_1, o \notin \text{Act}^S_2 \), and \( o \notin \text{Act}^T_1 \). This case is infeasible, as Definition 6 of refinement requires that \( \text{Act}^S_1 \subseteq \text{Act}^S_2 \).

- \( o \notin \text{Act}^S_1, o \notin \text{Act}^S_2 \), and \( o \in \text{Act}^T_1 \). This case is infeasible, as Definition 6 of refinement requires that \( \text{Act}^S_0 \subseteq \text{Act}^S_0 \).

- \( o \notin \text{Act}^S_1, o \notin \text{Act}^S_2 \), and \( o \notin \text{Act}^T_1 \). In this case, it follows from Definition 15 that \( q^1_1 \xrightarrow{\text{ol}_1} S^1 q^1_2 \) and \( q^1_1 \xrightarrow{\text{ol}_1} T^1 q^1_2 \). As \( S^2 \) is input-enabled, it follows that \( q^2_2 \xrightarrow{\text{ol}_2} S^2 q^2_2 \) for some \( q^2_2 \in Q^2 \). Now, using \( R \) and Definition 6, it follows that \( (q^2_1, q^2_2) \in R \). Thus, following Definition 15 again, we have that \( (q^2_1, T^2 q^2_2) \xrightarrow{\text{ol}_2} S^2 || T^2 (q^2_2, q^2_2) \) with \( q^2_1 = q^2_2 \). From the construction of \( R' \) we confirm that \( ((q^2_1, T^2 q^2_2), (q^2_2, q^2_2)) \in R' \).

So, in all feasible cases we can show that \( (q^2_1, T^1 q^2_2) \xrightarrow{\text{ol}_1} S^2 || T^1 (q^2_2, q^2_2) \) and \( ((q^1_1, q^2_1), (q^2_2, q^2_2)) \in R' \).

4. \( (q^1_1, T^1 q^2_1) \xrightarrow{\text{ol}_1} S^1 || T^1 (q^1_2, q^2_2) \) for some \( (q^1_2, q^2_2) \in Q^1 || T^1 \) and \( o \notin \text{Act}^S_0 \setminus \text{Act}^S_1 \). In this case it follows from Definitions 6 and 15 that \( o \notin \text{Act}^S_1 \), \( o \notin \text{Act}^S_2 \), and \( o \notin \text{Act}^T_1 \). Therefore, from the same definitions, we have that \( q^1_1 \xrightarrow{\text{ol}_1} S^1 q^1_2 \) and \( q^1_1 = q^2_2 \). Now, using \( R \) and Definition 6, it follows that \( (q^2_2, T^2 q^2_2) \in R \) and \( q^2_1 = q^2_2 \). From the construction of \( R' \) we confirm that \( ((q^2_1, q^2_2), (q^2_2, q^2_2)) \in R' \).

5. \( (q^1_1, T^1 q^2_1) \xrightarrow{d} S^1 || T^1 (q^1_2, q^2_2) \) for some \( (q^1_2, q^2_2) \in S^1 || T^1 \) and \( d \in \mathbb{R}_{\geq 0} \). In this case, it follows from Definition 15 that \( q^1_2 \xrightarrow{d} S^2 q^2_2 \) and \( q^2_1 \xrightarrow{d} T^2 q^2_2 \). Now, using \( R \) and Definition 6, it follows that \( q^2_2 \xrightarrow{d} S^2 q^2_2 \) and \( (q^2_1, q^2_2) \in R \). Thus, following Definition 15 again, we have that \( (q^2_1, T^2 q^2_2) \xrightarrow{d} S^2 || T^2 (q^2_2, q^2_2) \). From the construction of \( R' \) we confirm that \( ((q^2_1, q^2_2), (q^2_2, q^2_2)) \in R' \).

\[\square\]

Adversarial pruning does not distribute over the parallel composition operator. Consider two composable specifications \( S \) and \( T \): \( S^\Delta \parallel T^\Delta \neq (S \parallel T)^\Delta \). An example is shown in Figure 9. Observe that \( S^\Delta \parallel T^\Delta \) (Figure 9d) does not allow any behavior from the initial state, while \( (S \parallel T)^\Delta \) (Figure 9f) still allows action \( a \) to be performed. If we want specification \( S \) to never reach the
error state for all possible environments, we have to disable output action \( a! \) from location 1. Yet, in the example we are composing \( S \) with the specific environment \( T \), which can help \( S \) in avoiding the error state. Therefore, as long as we are composing components of a system together, we should not apply adversarial pruning on intermediate specifications.

We still would like to simplify intermediate specifications as much as possible before and after performing parallel composition without any loss of possible implementations. This is captured in the following definition of cooperative pruning.

**Definition 16** Given a specification \( S = (Q, s_0, Act, \rightarrow) \), the result of cooperative pruning of \( S \), denoted by \( S^\forall \), is a subspecification \( S^\forall = (Q^\forall, s_0, Act, \rightarrow^\forall) \) with \( S^\forall \subseteq S \) and \( \rightarrow^\forall \subseteq \rightarrow \) such that for all specifications \( T \) composable with \( S \) it holds that 
\[
[S \parallel T]_{mod} = [S^\forall \parallel T]_{mod}
\]

Unfortunately, the best we can do, in the sense of removing states, transitions, or both, is to remove nothing, i.e., cooperative pruning is the identity transformation. We prove this with the following lemma.

**Lemma 10** Given a specification \( S = (Q^S, s_0, Act^S, \rightarrow^S) \) and its cooperatively pruned subspecification \( S^\forall \). It holds that \( S = S^\forall \).

**Proof** The idea of pruning is to remove error states and related transitions from a specification that violate the independent progress property, as all states of any
implementation of that specification need to have independent progress, see Definition 5. So, for a state \( q_{\text{imerr}} \in \text{imerr}^S \) of \( S \) (see Definition 10), it holds that 
\[
(\exists d \in \mathbb{R}_{\geq 0} : q_{\text{imerr}} \xrightarrow{d} q') \land \forall d \in \mathbb{R}_{\geq 0} \forall \sigma \in \text{Act}^S \exists q' \in Q^S : q_{\text{imerr}} \xrightarrow{d} q' \not\xrightarrow{d}.
\]

Now, consider a specification \( T = (t, t, \text{Act}^T, \rightarrow^T) \) with a single state \( t \), \( \text{Act}^T = \text{Act}^T_o \cup \{ \tau \} \) with \( \tau \notin \text{Act}^S \), and \( \rightarrow^T = \{(t, a, t) \mid a \in \text{Act}^T \} \cup \{(t, d, t) \mid d \in \mathbb{R}_{\geq 0}\} \). The unique event \( \tau \) is present to ensure that the following argument holds in case \( S \) does not have any input actions. In the composition \( S \parallel T \), it still holds that \( (q_{\text{imerr}}, t) \xrightarrow{d} (q', t) \) (see Definition 15). Since a specification is input enabled, Definition 4, we know that in the composition \( S \parallel T \) there exist an output action \( \sigma \in \text{Act}^T \) such that \( (q', t) \xrightarrow{\sigma^i} \). Thus, in the composition \( S \parallel T \), the state \( (q_{\text{imerr}}, t) \) is no longer an inconsistent state. As this holds for all \( q_{\text{imerr}} \in \text{imerr}^S \), we have that \( \text{imerr}^{S||T} = \emptyset \). And once \( \text{imerr}^{S||T} = \emptyset \), we have that \( \text{err}^{S||T}(\emptyset) = \emptyset \) and therefore \( \text{incons}^{S||T} = \emptyset \) (using the fixed-point operator \( \pi \)). Thus for this \( T \) we need to keep all states of \( S \) in \( S^T \) to ensure that \( [S \parallel T]_{\text{mod}} = [S^T \parallel T]_{\text{mod}} \).

We now switch to the symbolic representation. Parallel composition of two TIOA is defined in the following way.

**Definition 17** Given two specification automata \( A^i = (\text{Loc}^i, q^i_0, \text{Act}^i, \text{Clk}^i, E^i, \text{Inv}^i), i = 1, 2 \) where \( \text{Act}^1_o \cap \text{Act}^2_o = \emptyset \), the parallel composition of \( A^1 \) and \( A^2 \), denoted by \( A^1 \parallel A^2 \), is TIOA \( (\text{Loc}^1 \times \text{Loc}^2, (q^1_0, q^2_0), \text{Act}, \text{Clk}^1 \cup \text{Clk}^2, E, \text{Inv}) \) where \( \text{Act} = \text{Act}^1 \cup \text{Act}^2 \) with \( \text{Act}^i = (\text{Act}^i \setminus \text{Act}^i_o) \cup (\text{Act}^i \setminus \text{Act}^i_o) \) and \( \text{Act}^o = \text{Act}^1_o \cup \text{Act}^2_o \), \( \text{Inv}((q^1, q^2)) = \text{Inv}(q^1) \land \text{Inv}(q^2) \), and \( E \) is defined as

- \( ((q^1_1, q^2_1), a, \varphi^1 \land \varphi^2, c^1 \cup c^2, (q^1_2, q^2_2)) \in E \) if \( a \in \text{Act}^1 \cap \text{Act}^2 \), \( (q^1_1, a, \varphi^1, c^1, q^2_2) \in E^1 \), and \( (q^1_1, a, \varphi^2, c^2, q^2_2) \in E^2 \)
- \( ((q^1_1, q^2_1), a, \varphi^1, c^1, (q^1_2, q^2_2)) \in E \) if \( a \in \text{Act}^1 \setminus \text{Act}^2 \), \( (q^1_1, a, \varphi^1, c^1, q^2_1) \in E^1 \), and \( q^2 \in \text{Loc}^2 \)
- \( ((q^1_1, q^2_1), a, \varphi^2, c^2, (q^1_2, q^2_2)) \in E \) if \( a \in \text{Act}^2 \setminus \text{Act}^1 \), \( (q^2_1, a, \varphi^2, c^2, q^2_2) \in E^2 \), and \( q^1 \in \text{Loc}^1 \)

Figure 10 shows the parallel composition \( \text{Machine} \parallel \text{Researcher} \) where \( \text{Machine} \) and \( \text{Researcher} \) are from Figure 1. As typical for composing automata, the parallel composition of \( \text{Machine} \) and \( \text{Researcher} \) looks much more complicated that the two individual specifications. Furthermore, the actions \( \text{cof} \) and \( \text{tea} \), which were outputs in \( \text{Machine} \) and inputs in \( \text{Researcher} \), have become outputs in the combined specification.

Finally, the following theorem lifts all the results from timed input/output transition systems to the symbolic representation level. Similarly to Theorem 7, we need to take the special case from Figure 8 into account (but now consider action \( c \) to be an input for \( A^2 \)). The transition in Figure 8 (e) from \( (1, 4) \xrightarrow{a!} (2, 4) \) can be ‘removed’ with adversarial pruning by realizing that the target state \( (2, 4) \) is an inconsistent state (you can see this by noticing that no time delay, including a zero time delay, is possible).
Fig. 10: The parallel composition of the Machine and Researcher from Figure 1.

**Theorem 9** Given two specification automata $A^i = (\text{Loc}^i, l^i_0, \text{Act}^i, \text{Clk}^i, E^i, \text{Inv}^i), i = 1, 2$ where $\text{Act}_o^1 \cap \text{Act}_o^2 = \emptyset$. Then $([A^1 \parallel A^2]_{\text{sem}})^\Delta = ([A^1]_{\text{sem}} \parallel [A^2]_{\text{sem}})^\Delta$.

Before we can prove this theorem, we have to introduce several lemmas. These lemmas are almost identical to the ones in Section 3 for the conjunction. Therefore, we have omitted the proof.

**Lemma 11** Given two TIOAs $A^i = (\text{Loc}^i, l^i_0, \text{Act}^i, \text{Clk}^i, E^i, \text{Inv}^i), i = 1, 2$ where $\text{Act}_o^1 \cap \text{Act}_o^2 = \emptyset$. Then $Q[A^1\parallel A^2]_{\text{sem}} = Q[A^1]_{\text{sem}}\parallel Q[A^2]_{\text{sem}}$ and $q_0[A^1\parallel A^2]_{\text{sem}} = q_0[A^1]_{\text{sem}}\parallel q_0[A^2]_{\text{sem}}$.

**Proof** The proof is exactly the same as the proof of Lemma 3 except replacing conjunction by parallel composition.

**Lemma 12** Given two TIOAs $A^i = (\text{Loc}^i, l^i_0, \text{Act}^i, \text{Clk}^i, E^i, \text{Inv}^i), i = 1, 2$ where $\text{Act}_o^1 \cap \text{Act}_o^2 = \emptyset$. Denote $X = [A^1]\parallel [A^2]_{\text{sem}}$ and $Y = [A^1]_{\text{sem}}\parallel [A^2]_{\text{sem}}$, and let $d \in \mathbb{R}_{\geq 0}$ and $q_1, q_2 \in Q^X \cap Q^Y$. Then $q_1 \xrightarrow{d} X q_2$ if and only if $q_1 \xrightarrow{d} Y q_2$. 
Proof The proof is exactly the same as the proof of Lemma 4 except replacing conjunction by parallel composition.

Lemma 13 Given two TIOAs $A^i = (\text{Loc}^i, l_0^i, \text{Act}^i, \text{Clk}^i, E^i, \text{Inv}^i), i = 1, 2$ where $\text{Act}_o^1 \cap \text{Act}_o^2 = \emptyset$. Denote $X = [A^1 \parallel A^2]_{\text{sem}}$ and $Y = [A^1]_{\text{sem}} \parallel [A^2]_{\text{sem}},$ and let $a \in \text{Act}^1 \cap \text{Act}^2$ and $q_1, q_2 \in Q^X \cap Q^Y$. Then $q_1 \xrightarrow{a} X q_2$ if and only if $q_1 \xrightarrow{a} Y q_2$.

Proof The proof is exactly the same as the proof of Corollary 1 except replacing respectively, in $X$ and $Y$.

Lemma 14 Given two TIOAs $A^i = (\text{Loc}^i, l_0^i, \text{Act}^i, \text{Clk}^i, E^i, \text{Inv}^i), i = 1, 2$ where $\text{Act}_o^1 \cap \text{Act}_o^2 = \emptyset$. Denote $X = [A^1 \parallel A^2]_{\text{sem}}$ and $Y = [A^1]_{\text{sem}} \parallel [A^2]_{\text{sem}},$ and let $a \in \text{Act}^1 \setminus \text{Act}^2$ and $q_1, q_2 \in Q^X \cap Q^Y$, where $q_2 = (l_2^1, l_2^2, v_2).$ If $v_2 \models \text{Inv}^2(l_2),$ then $q_1 \xrightarrow{a} X q_2$ if and only if $q_1 \xrightarrow{a} Y q_2$.

Proof The proof is exactly the same as the proof of Lemma 5 except replacing conjunction by parallel composition.

Corollary 3 Given two TIOAs $A^i = (\text{Loc}^i, l_0^i, \text{Act}^i, \text{Clk}^i, E^i, \text{Inv}^i), i = 1, 2$ where $\text{Act}_o^1 \cap \text{Act}_o^2 = \emptyset$. Denote $X = [A^1 \parallel A^2]_{\text{sem}}$ and $Y = [A^1]_{\text{sem}} \parallel [A^2]_{\text{sem}},$ and let $a \in \text{Act}^1 \setminus \text{Act}^2$ and $q_1, q_2 \in Q^X \cap Q^Y$. If $q_1 \xrightarrow{a} X q_2,$ then $q_1 \xrightarrow{a} Y q_2$.

Proof The proof is exactly the same as the proof of Corollary 1 except replacing conjunction by parallel composition.

The following two lemmas consider the error states and consistent states, respectively, in $[A^1 \parallel A^2]_{\text{sem}}$ and $[A^1]_{\text{sem}} \parallel [A^2]_{\text{sem}}$. We can show that both sets are the same for $[A^1 \parallel A^2]_{\text{sem}}$ and $[A^1]_{\text{sem}} \parallel [A^2]_{\text{sem}}$.

Lemma 15 Given two TIOAs $A^i = (\text{Loc}^i, l_0^i, \text{Act}^i, \text{Clk}^i, E^i, \text{Inv}^i), i = 1, 2$ where $\text{Act}_o^1 \cap \text{Act}_o^2 = \emptyset$. Let $Q \subseteq \text{Loc}^1 \times \text{Loc}^2 \times \text{Clk}^1 \cup \text{Clk}^2 \rightarrow \mathbb{R}_{\geq 0}$. Then $\text{err}[A^1 \parallel A^2]_{\text{sem}}(Q) = \text{err}[A^1]_{\text{sem}} \parallel [A^2]_{\text{sem}}(Q)$.

Proof The proof is exactly the same as the proof of Lemma 7 except replacing conjunction by parallel composition.
Lemma 16 Given two TIOAs $A^i = (\text{Loc}^i, l^i_0, \text{Act}^i, \text{Clk}^i, E^i, \text{Inv}^i), i = 1, 2$ where $\text{Act}^1_0 \cap \text{Act}^2_0 = \emptyset$. Then $\text{cons}^{[A^1 \parallel A^2]}_{\text{sem}} = \text{cons}^{[A^1]}_{\text{sem}} [A^2]_{\text{sem}}$.

Proof The proof is exactly the same as the proof of Lemma 8 except replacing conjunction by parallel composition.

Finally, we are ready to proof Theorem 9.

Proof of Theorem 9 We will prove this theorem by showing that $([A^1 \parallel A^2]_{\text{sem}})^\Delta$ and $([A^1]_{\text{sem}} \parallel [A^2]_{\text{sem}})^\Delta$ have the same set of states, same initial state, same set of actions, and same transition relation.

It follows from Lemma 11 that $[A^1 \parallel A^2]_{\text{sem}}$ and $[A^1]_{\text{sem}} \parallel [A^2]_{\text{sem}}$ have the same state set and initial state. As $\text{cons}^{[A^1 \parallel A^2]}_{\text{sem}} = \text{cons}^{[A^1]}_{\text{sem}} [A^2]_{\text{sem}}$ from Lemma 16, it follows that $([A^1 \parallel A^2]_{\text{sem}})^\Delta$ and $([A^1]_{\text{sem}} \parallel [A^2]_{\text{sem}})^\Delta$ have the same state set and initial state. Also, observe that the semantic of a TIOA and adversarial pruning do not alter the action set. Therefore, it follows directly that $([A^1 \parallel A^2]_{\text{sem}})^\Delta$ and $([A^1]_{\text{sem}} \parallel [A^2]_{\text{sem}})^\Delta$ have the same action set and partitioning into input and output actions.

It remains to show that $([A^1 \parallel A^2]_{\text{sem}})^\Delta$ and $([A^1]_{\text{sem}} \parallel [A^2]_{\text{sem}})^\Delta$ have the same transition relation. In the remainder of the proof, we will use $v^1$ and $v^2$ to indicate the part of a valuation $v$ of only the clocks of $A^1$ and $A^2$, respectively. Also, for brevity we write $X = ([A^1] \parallel [A^2]_{\text{sem}})^\Delta$, $Y = ([A^1]_{\text{sem}} \parallel [A^2]_{\text{sem}})^\Delta$, and $\text{Clk} = \text{Clk}^1 \parallel \text{Clk}^2$ in the rest of this proof.

$(\Rightarrow)$ Assume a transition $q^X_1 \xrightarrow{a} q^X_2$ in $X$. From Definition 12 it follows that $q^X_1 \xrightarrow{a} q^X_2$ in $[A^1] \parallel [A^2]_{\text{sem}}$ and $q^X_2 \in \text{cons}$. Following Definition 3 of the semantic, it follows that there exists an edge $(l_1, a, \varphi, c, l_2) \in E^{A^1 \parallel A^2}$ with $q^X_1 = (l_1, v_1), q^X_2 = (l_2, v_2), l_1, l_2 \in \text{Loc}^{A^1 \parallel A^2}$, $v_1, v_2 \in [\text{Clk} \mapsto \mathbb{R}_{\geq 0}], v_1 \models \varphi, v_2 = v_1[r \mapsto 0]_{r \in E}$, and $v_2 \models \text{Inv}(l_2)$. Now we consider the three cases of Definition 17 of the parallel composition for TIOA.

- $a \in \text{Act}^1 \cap \text{Act}^2$. It follows directly from Lemma 13 that $q^X_1 \xrightarrow{a} q^X_2$ is a transition in $[A^1]_{\text{sem}} \parallel [A^2]_{\text{sem}}$. Since $q^X_2 \in \text{cons}$, it holds that $q^X_1 \xrightarrow{a} q^X_2$ is a transition in $Y$.

- $a \in \text{Act}^1 \setminus \text{Act}^2$. It follows directly from Corollary 3 that $q^X_1 \xrightarrow{a} q^X_2$ is a transition in $[A^1]_{\text{sem}} \parallel [A^2]_{\text{sem}}$. Since $q^X_2 \in \text{cons}$, it holds that $q^X_1 \xrightarrow{a} q^X_2$ is a transition in $Y$.

- $a \in \text{Act}^2 \setminus \text{Act}^1$. It follows directly from Corollary 3 (where we switched $A^1$ and $A^2$) that $q^X_1 \xrightarrow{a} q^X_2$ is a transition in $[A^1]_{\text{sem}} \parallel [A^2]_{\text{sem}}$. Since $q^X_2 \in \text{cons}$, it holds that $q^X_1 \xrightarrow{a} q^X_2$ is a transition in $Y$.

Now consider that $a$ is a delay $d$. It follows directly from Lemma 12 that $q^X_1 \xrightarrow{d} q^X_2$ is a transition in $[A^1]_{\text{sem}} \parallel [A^2]_{\text{sem}}$. Since $q^X_2 \in \text{cons}$, it holds that $q^X_1 \xrightarrow{d} q^X_2$ is a transition in $Y$.

We have shown that when $q^X_1 \xrightarrow{a} q^X_2$ is a transition in $X = ([A^1] \parallel [A^2]_{\text{sem}})^\Delta$, it holds that $q^X_1 \xrightarrow{a} q^X_2$ is a transition in $Y = ([A^1]_{\text{sem}} \parallel [A^2]_{\text{sem}})^\Delta$. Since the transition is arbitrarily chosen, it holds for all transitions in $X$. 


Given two specification automata $A^i = (Loc^i, l_0^i, Act^i, Clk^i, E^i, Inv^i)$, $i = 1, 2$ where $Act^1_o \cap Act^2_o = \emptyset$ and $Act^1 = Act^2$. Then $[A^1 \parallel A^2]_{sem} = [A^1]_{sem} \parallel [A^2]_{sem}$.

Proof This corollary follows directly as a special case from the proof of Theorem 9. The special case only depends on Lemmas 11 and 13, which do not require adversarial pruning to be applied.

5 Quotient

An essential operator in a complete specification theory is the one of quotienting. It allows for factoring out behavior from a larger component. If one has a large component specification $T$ and a small one $S$ then $T \setminus S$ is the specification of exactly those components that when composed with $S$ refine $T$. In other words, $T \setminus S$ specifies the work that still needs to be done, given availability of an implementation of $S$, in order to provide an implementation of $T$.

We proceed like for structural and logical compositions and start with a quotient that may introduce error states. Those errors can then pruned.
Definition 18 Given specifications $S = (Q^S, q_0^S, \text{Act}^S, \rightarrow^S)$ and $T = (Q^T, q_0^T, \text{Act}^T, \rightarrow^T)$ where $\text{Act}^S \cap \text{Act}^T = \emptyset$. The quotient of $T$ and $S$, denoted by $T \setminus S$, is a specification $(Q^T \times Q^S \cup \{u, e\}, (q_0^T, q_0^S), \text{Act}, \rightarrow)$ where $u$ is the universal state, $e$ the inconsistent state, $\text{Act} = \text{Act}^T \uplus \text{Act}^S$ with $\text{Act}^T = \text{Act}^T \cup \text{Act}^S$ and $\text{Act}^S = \text{Act}^S \setminus \text{Act}^T$, and $\rightarrow$ is defined as

1. $(q_1^T, q_1^S) \xrightarrow{a} (q_2^T, q_2^S)$ if $a \in \text{Act}^S \cap \text{Act}^T$, $q_1^T \xrightarrow{a} T q_2^T$, and $q_1^S \xrightarrow{a} S q_2^S$
2. $(q_1^T, q_1^S) \xrightarrow{a} (q_2^T, q_2^S)$ if $a \in \text{Act}^S \setminus \text{Act}^T$, $q_1^T \xrightarrow{a} T q_2^T$, and $q_1^S \xrightarrow{a} S q_2^S$
3. $(q_1^T, q_1^S) \xrightarrow{d} (q_2^T, q_2^S)$ if $d \in \mathbb{R}_{\geq 0}$, $q_1^T \xrightarrow{d} T q_2^T$, and $q_1^S \xrightarrow{d} S q_2^S$
4. $(q_1^T, q_1^S) \xrightarrow{u}$ if $a \in \text{Act}^S$, $q_1^T \xrightarrow{u} T$, and $q_1^S \xrightarrow{u}$
5. $(q_1^T, q_1^S) \xrightarrow{d}$ if $d \in \mathbb{R}_{\geq 0}$, $q_1^T \xrightarrow{d} T$, and $q_1^S \xrightarrow{d}$
6. $(q_1^T, q_1^S) \xrightarrow{e}$ if $a \in \text{Act}^S \cap \text{Act}^S$, $q_1^T \xrightarrow{a} T$, and $q_1^S \xrightarrow{a}$
7. $(q_1^T, q_1^S) \xrightarrow{a} (q_2^T, q_2^S)$ if $a \in \text{Act}^S \cap \text{Act}^T$, $T q_2^T$, and $q_1^S \xrightarrow{a} S q_2^S$
8. $(q_1^T, q_1^S) \xrightarrow{u}$ if $a \in \text{Act} \cup \mathbb{R}_{\geq 0}$
9. $u \xrightarrow{a} u$ if $a \in \text{Act}$
10. $e \xrightarrow{a} e$ if $a \in \text{Act}$

In this definition, $u$ and $e$ are fresh states such that $u$ is universal (allows arbitrary behaviour) and $e$ is inconsistent (no output-controllable behaviour can satisfy it). State $e$ disallows progress of time and has no output transitions. The universal state guarantees nothing about the behaviour of its implementations (thus any refinement with a suitable alphabet is possible), and dually the inconsistent state allows no implementations.

The first four rules are part of the standard rules of parallel composition, see Definition 15. Rules 5 and 6 capture the situation where $S$ does not allow a particular output action or delay, respectively, so the parallel composition of $S$ and the quotient also does not allow this to happen. Therefore, it technically does not matter what the quotient does after performing these transitions, hence they go to the universal state $u$. Rule 7 captures the situation that an output shared between $S$ and $T$ as causes a problem in the refinement $S \leq T$ as $T$ is blocking the output. Thus the quotient, representing the missing component put into parallel composition with $S$, needs to block $S$ from performing this output action. But the output action has become an input action in the quotient, so we redirect this output to the error state to ‘memorize’ this problem. Rule 8 complements rule 7 in the sense that it ensures that the quotient is actually input enabled by construction. Finally, rules 9 and 10 simply express what we mean by universal and error state, respectively.

Theorem 10 states that the proposed quotient operator has exactly the property that it is dual of structural composition with regards to refinement.

\footnote{This ensures that the quotient is input enabled.}
Lemma 17 For any two specifications $S$ and $T$ such that the quotient $T \setminus S$ is defined, and for any implementation $X$ over the same alphabet as $T \setminus S$, we have that $S \parallel X$ is defined, $\text{Act}_i^S \parallel X = \text{Act}_i^T$ and $\text{Act}_0^S \parallel X = \text{Act}_o^S \cup \text{Act}_o^T \cup \text{Act}_i^S \setminus \text{Act}_i^T$.

Proof We will first show that $S \parallel X$ is defined. This boils down to show that $S$ and $X$ are composable., i.e., $\text{Act}_o^S \cap \text{Act}_o^X = \emptyset$. From Definition 18 and the assumption that $X$ has the same alphabet as $T \setminus S$, it follows that $\text{Act}_o^X = \text{Act}_o^T \setminus \text{Act}_o^S \cup \text{Act}_i^S \setminus \text{Act}_i^T$. Thus it holds that $\text{Act}_o^S \cap \text{Act}_o^X = \emptyset$.

To show that $\text{Act}_i^S \parallel X = \text{Act}_i^T$, we follow Definition 15 of the parallel composition and Definition 18 of the quotient and use careful rewriting to get to this conclusion.

$$\text{Act}_i^S \parallel X = \text{Act}_i^S \setminus \text{Act}_i^X \cup \text{Act}_i^X \setminus \text{Act}_i^S$$

$$= \text{Act}_i^S \setminus (\text{Act}_o^T \setminus \text{Act}_o^S \cup \text{Act}_i^S \setminus \text{Act}_i^T) \cup (\text{Act}_i^T \cup \text{Act}_o^S) \setminus \text{Act}_i^S$$

$$= \text{Act}_i^S \setminus (\text{Act}_o^T \setminus \text{Act}_o^S \cup \text{Act}_i^S \setminus \text{Act}_i^T) \cup \text{Act}_i^T \setminus \text{Act}_o^S$$

$$= \left(\text{Act}_i^S \setminus (\text{Act}_o^T \setminus \text{Act}_o^S) \cap \text{Act}_i^S \setminus (\text{Act}_i^T)\right) \cup \text{Act}_i^T$$

$$= \left(\left(\text{Act}_i^S \cap \text{Act}_o^S \cup (\text{Act}_i^S \setminus \text{Act}_o^T)\right) \cap \text{Act}_i^S \setminus \text{Act}_i^T\right) \cup \text{Act}_i^T$$

$$= \left(\text{Act}_i^S \cap \text{Act}_o^S \cup \text{Act}_i^S \cap \text{Act}_i^T\right) \cup \text{Act}_i^T$$

$$= \left(\text{Act}_i^S \cap \text{Act}_i^T\right) \setminus \text{Act}_o^T \cup \text{Act}_i^T$$

$$= \left(\text{Act}_i^S \cap \text{Act}_i^T\right) \cup \text{Act}_i^T$$

$$= \text{Act}_i^T$$

To show that $\text{Act}_0^S \parallel X = \text{Act}_o^S \cup \text{Act}_o^T \cup \text{Act}_i^S \setminus \text{Act}_i^T$, we follow again Definition 15 of the parallel composition and Definition 18 of the quotient and use careful rewriting to get to this conclusion.

$$\text{Act}_0^S \parallel X = \text{Act}_o^S \cup \text{Act}_o^X$$

$$= \text{Act}_o^S \cup (\text{Act}_o^T \setminus \text{Act}_o^S \cup \text{Act}_i^S \setminus \text{Act}_i^T)$$

$$= \text{Act}_o^S \cup \text{Act}_o^T \cup \text{Act}_i^S \setminus \text{Act}_i^T$$

□

Theorem 10 For any two specifications $S$ and $T$ such that the quotient $T \setminus S$ is defined, and for any implementation $X$ over the same alphabet as $T \setminus S$, we have that $S \parallel X$ is defined and $S \parallel X \leq T$ iff $X \leq T \setminus S$. 
Proof. It is shown in Lemma 17 that $S \parallel X$ is defined. The alphabet pre-condition of Definition 6 is satisfied for $X \leq T \setminus S$ by definition of $X_i$ using Lemma 17 we can see that this is also the case for $S \parallel X \leq T$. So we only have to show that $S \parallel X \leq T$ if $X \leq T \setminus S$.

$(S \parallel X \leq T \Rightarrow X \leq T \setminus S)$ Since $S \parallel X \leq T$, it follows from Definition 6 of refinement that there exists a relation $R \in Q^S \times Q^T$ that witness the refinement. Note that $Q^S \times X = Q^S \times Q^X$ according to Definition 15. Construct relation $R = \{(q_i^X, \langle q_i^T, q_i^S \rangle) \in Q^X \times Q^{T \setminus S} \mid (\langle q_i^T, q_i^S \rangle, q_i^T) \in R \} \cup \{(q_i^X, u) \in Q^X \times Q^{T \setminus S} \mid q_i^X \in Q^X \}$. We will show that $R'$ witnesses $X \leq T \setminus S$. First consider the five cases of Definition 6 for a state pair $(q_i^X, \langle q_i^T, q_i^S \rangle) \in R'$.

1. $(q_i^T, q_i^S) \rightarrow_i^{T \setminus S} \langle q_2^T, q_2^S \rangle$ for some $(q_2^T, q_2^S) \in Q^{T \setminus S}$ and $i? \in Act_i^{T \setminus S} \cap Act_i^X$. By definition of $X$ it follows that $Act_i^{T \setminus S} = Act_i^X$. Consider the following five possible cases from Definition 18 of the quotient that might result in $i? \in Act_i^{T \setminus S} = Act_i^X$.

- $i? \in Act_i^T$ and $i? \in Act_i^S$. This case is actually not feasible, since Definition 18 also requires that $Act_i^S \cap Act_i^T = \emptyset$.
- $i? \in Act_i^T$ and $i? \notin Act_i^S$. In this case, it follows from Definition 18 that $q_i^T \rightarrow_i^{T \setminus T} q_2^T$ and $q_i^S \rightarrow_i^{S \setminus T} q_2^S$. Now, using $R$, the first case of Definition 6 of refinement, and the fact that $Act_i^S \parallel X = Act_i^T$ (Lemma 17) it follows that $(q_i^T, q_i^S) \rightarrow_i^{T \setminus S} (q_2^T, q_2^S)$ and $(\langle q_2^T, q_2^S \rangle, q_2^T) \in R$. From Definition 15 of parallel composition it follows that $q_1^X \rightarrow_i^{T \setminus T} q_2^X$. From the construction of $R'$ we confirm that $(q_2^X, \langle q_2^T, q_2^S \rangle) \in R'$.
- $i? \in Act_i^T$ and $i? \notin Act_i^S$. In this case, it follows from Definition 18 that $q_i^T \rightarrow_i^{T \setminus T} q_2^T$ and $q_i^S = q_2^S$. Now, using $R$, the first case of Definition 6 of refinement, and the fact that $Act_i^S \parallel X = Act_i^T$ (Lemma 17) it follows that $(q_i^T, q_i^S) \rightarrow_i^{T \setminus S} (q_2^T, q_2^S)$ and $(\langle q_2^T, q_2^S \rangle, q_2^T) \in R$. From Definition 15 of parallel composition it follows that $q_1^X \rightarrow_i^{T \setminus T} q_2^X$. From the construction of $R'$ we confirm that $(q_2^X, \langle q_2^T, q_2^S \rangle) \in R'$.
- $i? \notin Act_i^T$ and $i? \in Act_i^S$. In this case, it follows from Definition 18 that $q_i^T \rightarrow_i^{T \setminus T} q_2^T$ and $q_i^S \rightarrow_i^{S \setminus T} q_2^S$. Since $X$ is an implementation and $i? \in Act_i^X$, it follows that $q_1^X \rightarrow_i^{S \setminus T} q_2^X$ for some $q_2^X \in Q^X$ (any implementation is a specification, see Definition 5, which is input-enabled, see Definition 4). Now, using Definition 15 of parallel composition it follows that $(q_i^T, q_i^S) \rightarrow_i^{S \setminus T} (q_2^T, q_2^S)$. Using $R$ and the third case of Definition 6 of refinement, it follows that $(\langle q_2^T, q_2^S \rangle, q_2^T) \in R$. Thus from the construction of $R'$ we confirm that $(q_2^X, \langle q_2^T, q_2^S \rangle) \in R'$.
- $i? \notin Act_i^T$ and $i? \notin Act_i^S$. In this case, it follows from Definition 18 that $q_i^S \rightarrow_i^{S \setminus T} q_2^S$ and $q_i^T = q_2^T$. Since $X$ is an implementation and $i? \in Act_i^X$, it follows that $q_1^X \rightarrow_i^{S \setminus T} q_2^X$ for some $q_2^X \in Q^X$ (any implementation is a specification, see Definition 5, which is input-enabled, see Definition 4). Now, using Definition 15 of parallel composition it follows that $(q_i^T, q_i^S) \rightarrow_i^{S \setminus T} (q_2^T, q_2^S)$. Using $R$ and the forth case of Definition 6 of refinement, it follows that $(\langle q_2^T, q_2^S \rangle, q_2^T) \in R$. Thus from the construction of $R'$ we confirm that $(q_2^X, \langle q_2^T, q_2^S \rangle) \in R'$.
So, in all feasible cases we can show that $q_1^X \xrightarrow{i^2} X q_2^X$ and $(q_2^X, (q_2^T, q_2^S)) \in R'$. 

2. $(q_1^T, q_1^S) \xrightarrow{i^2} T\setminus S (q_2^T, q_2^S)$ for some $(q_2^T, q_2^S) \in Q^T\setminus S$ and $i? \in Act_i^T \setminus Act_i^X$. By definition of $X$ it follows that $Act_o^X \setminus Act_i^X = \emptyset$, so this case can be ignored.

3. $q_1^X \xrightarrow{o} X q_2^X$ for some $q_2^X \in Q^X$ and $o \in Act_o^X \cap Act_o^T \setminus S$. By definition of $X$ it follows that $Act_o^X = Act_o^T \setminus S$. Consider the following five possible cases from Definition 18 of the quotient that might result in $o \in Act_o^T \setminus S (= Act_o^S \cup Act_i^S \setminus Act_i^T)$.

- $o \in Act_o^S \setminus Act_i^T$ and $o? \in Act_i^S \setminus Act_i^T$. This case is not feasible, as an action cannot be both an output and input in $T$.
- $o \in Act_o^T \setminus Act_i^T$ and $o? \in Act_i^S \setminus Act_i^T$. This case is not feasible, as an action cannot be both an output and input in $S$.
- $o \notin Act_o^T$ and $o? \in Act_i^S \setminus Act_i^T$. It follows from Definition 4 of a specification that $S$ is input-enabled. Therefore, there is a transition $q_1^S \xrightarrow{o} S q_2^S$ for some $q_2^S \in Q^S$. Now, from Definition 15 of parallel composition it follows from $R$ and the third case of Definition 6 of refinement it follows that $q_1^T \xrightarrow{o} T q_2^T$ and $((q_2^S, q_2^X), T^2) \in R$. Now, using Definition 18 of the quotient, it follows that $(q_1^T, q_1^S) \xrightarrow{o} T\setminus S (q_2^T, q_2^S)$ and from the construction of $R'$ we confirm that $(q_2^T, (q_2^S, q_2^X)) \in R'$.

4. $q_1^X \xrightarrow{d} X q_2^X$ for some $q_2^X \in Q^X$ and $o \in Act_o^X \setminus Act_o^T \setminus S$. By definition of $X$ it follows that $Act_o^X \setminus Act_o^T \setminus S = \emptyset$, so this case can be ignored.

5. $q_1^X \xrightarrow{d} X q_2^X$ for some $q_2^X \in Q^X$ and $d \in \mathbb{R}_{>0}$. Consider two cases in $S$.

- $q_1^S \xrightarrow{d} S$. In this case, there exists some $q_2^S \in Q^S$ such that $q_1^S \xrightarrow{d} S q_2^S$. Now, from Definition 15 of parallel composition it follows that there is a transition $(q_1^S, q_1^X) \xrightarrow{d} S\setminus X (q_2^S, q_2^X)$. Using $R$ and the fifth
So for all state pairs \((q_1^S, q_2^S) \in R\). Now, using Definition 18 of the quotient, it follows that 
\((q_1^T, q_1^S) \xrightarrow{d} T \parallel S \parallel X\). And from the construction of \(R'\) we confirm that 
\((q_2^T, q_2^S) \in R'\).

\[ q_1^S \xrightarrow{d} q_1^S. \]

In this case, it follows from Definition 15 of parallel composition that there is no transition in \(S \parallel X\), i.e., 
\((q_1^S, q_1^X) \xrightarrow{d} S \parallel X\). Furthermore, from Definition 18 it follows that 
\((q_1^T, q_1^S) \xrightarrow{d} T \parallel S \parallel X\). And from the construction of \(R'\) we confirm that 
\((q_2^X, u) \in R'\).

So, in both cases we can show that 
\((q_1^T, q_1^S) \xrightarrow{d} T \parallel S \parallel X \parallel S\) and 
\((q_2^X, q_2^T) \in R'\) with \(q^T\parallel S = (q_2^T, q_2^S)\) or \(q^T\parallel S = u\). So for all state pairs 
\((q_1^X, q_1^T) \in R'\) we have shown that \(R'\) witnesses the refinement \(X \leq T \parallel S\).

Now consider the five cases of Definition 6 for a state pair \((q_1^X, u) \in R'\).

1. \(u \xrightarrow{i_1^T} T \parallel S \parallel u\) for some \(i? \in Act_i^T \parallel S \cap Act_i^X\). By definition of \(X\) it follows that 
\(Act_i^T \parallel S = Act_i^X\). Since \(X\) is an implementation and \(i? \in Act_i^X\), it follows that 
\(q_1^X \xrightarrow{i?} X \parallel q_2^X\) for some \(q_2^X \in Q^X\) (any implementation is a specification, see 
Definition 5, which is input-enabled, see Definition 4). By construction of \(R'\) it follows that 
\((q_2^X, u) \in R'\).

2. \(u \xrightarrow{i?} T \parallel S \parallel u\) for some \(i? \in Act_i^T \parallel S \setminus Act_i^X\). By definition of \(X\) it follows that 
\(Act_i^T \parallel S \setminus Act_i^X = \emptyset\), so this case can be ignored.

3. \(q_1^X \xrightarrow{o?} X \parallel q_2^X\) for some \(q_2^X \in Q^X\) and \(o? \in Act_o^X \cap Act_o^T \parallel S\). By definition of \(X\) it follows that 
\(Act_o^T \parallel S = Act_o^X\). From Definition 18 of the quotient it follows that 
\(u \xrightarrow{o?} T \parallel S \parallel u\). By construction of \(R'\) it also follows that 
\((q_2^X, u) \in R'\).

4. \(q_1^X \xrightarrow{o?} X \parallel q_2^X\) for some \(q_2^X \in Q^X\) and \(o? \in Act_o^X \setminus Act_o^T \parallel S\). By definition of \(X\) it follows that 
\(Act_o^X \setminus Act_o^T \parallel S = \emptyset\), so this case can be ignored.

5. \(q_1^X \xrightarrow{d} X \parallel q_2^X\) for some \(q_2^X \in Q^X\) and \(d \in \mathbb{R}_{\geq 0}\). From Definition 18 of the quotient it follows that 
\(u \xrightarrow{d} T \parallel S \parallel u\). By construction of \(R'\) it also follows that 
\((q_2^X, u) \in R'\).

So for all state pairs \((q_1^X, u) \in R'\) we have shown that \(R'\) witnesses the refinement 
\(X \leq T \parallel S\). Finally, since \(R\) witnesses \(S \parallel X \leq T\) it holds that 
\(((q_0^S, q_0^X), q_0^T) \in R\) (see Definition 6). Thus by construction of \(R'\) it holds that 
\(((q_0^X, q_0^S)) \in R'\). Therefore, we can now conclude that \(R'\) witnesses \(X \leq T \parallel S\).

\((S \parallel X \leq T \iff X \leq T \parallel S)\) Since \(X \leq T \parallel S\), it follows from Definition 6 of 
refinement that there exists a relation \(R \in Q^X \times Q^T \parallel S\) that witnesses the refinement. 
Note that \(Q^S \parallel X = Q^S \times Q^X\) according to Definition 15. Construct relation 
\(R' = \{(q_1^S, q_1^X), q_1^T) \in Q^X \times Q^T \parallel S \mid (q_1^X, q_1^T) \in R\}\). We will show that \(R'\) 
witnesses \(S \parallel X \leq T\). First consider the five cases of Definition 6 for a state pair 
\(((q_1^S, q_1^X), q_1^T) \in R'\).

1. \(q_1^T \xrightarrow{i?} T \parallel q_2^T\) for some \(q_2^T \in Q^T\) and \(i? \in Act_i^T \cap Act_i^S \parallel X\). From Lemma 17 it 
follows that 
\(Act_i^T = Act_i^S \parallel X\). Consider the following five possible cases from 
Definition 15 of the parallel composition that might result in \(i? \in Act_i^S \parallel X\) (= 
\(Act_i^S \setminus Act_i^X \cup Act_i^X \setminus Act_i^S\)).
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- \( i? \in \text{Act}_i^S \setminus \text{Act}_i^X \) and \( i? \in \text{Act}_i^X \setminus \text{Act}_i^S \). Since \( S \) and \( X \) are specifications and \( i? \in \text{Act}_i^S \cap \text{Act}_i^X \), it follows that \( q_1^S \rightarrow^{i?} q_2^S \) for some \( q_2^S \in Q^S \) and \( q_1^X \rightarrow^{i?} q_2^X \) for some \( q_2^X \in Q^X \) (any specification is input-enabled, see Definition 4). Therefore, using Definition 15 of parallel composition, it follows that \( (q_1^S, q_1^X) \rightarrow^{i?}_{T \setminus S}(q_2^S, q_2^X) \). Also, using Definition 18 of the quotient it follows that \( (q_1^T, q_1^S) \rightarrow^{i?}_{T \setminus T}(q_2^T, q_2^S) \). Now, using \( R \), the first case of Definition 6 of refinement, and \( Act^X = Act^T \setminus S \) by construction, it follows that \( ((q_2^S, q_2^X), q_2^T) \in R \). And from the construction of \( R' \) we confirm that \( ((q_2^S, q_2^X), q_2^T) \in R' \).

- \( i? \in \text{Act}_i^S \setminus \text{Act}_i^X \) and \( i? \in \text{Act}_i^X \setminus \text{Act}_i^S \). This case is infeasible, as an action cannot be both an output and input in \( S \).

- \( i? \in \text{Act}_i^S \setminus \text{Act}_i^X \) and \( i? \notin \text{Act}_i^X \). This case is infeasible, as \( i? \notin \text{Act}_i^S \), but from Definition 18 of the quotient it follows that \( i? \in \text{Act}_i^S \) implies that \( i? \notin Act^X \).

- \( i? \in \text{Act}_i^S \cap \text{Act}_i^X \) and \( i? \notin \text{Act}_i^S \). This case is infeasible, as an action cannot be both an output and input in \( X \).

- \( i? \notin \text{Act}_i^S \) and \( i? \in \text{Act}_i^X \). Since \( i? \in \text{Act}_i^X \setminus \text{Act}_i^S \) implies that \( i? \notin \text{Act}_i^S \), it follows that \( i? \notin Act^S \). From Definition 18 of quotient if follows that \( (q_1^T, q_1^S) \rightarrow^{i?}_{T \setminus S}(q_2^T, q_2^S) \) and \( q_1^S = q_2^S \). Now, using \( R \), the first case of Definition 6 of refinement, and \( Act^X = Act^T \setminus S \) by construction, it follows that \( q_1^X \rightarrow^{i?} q_2^X \) and \( (q_2^X, q_2^T) \in R \). Using Definition 15 of the parallel composition, it follows that \( (q_1^S, q_1^X) \rightarrow^{i?}_{S \setminus X}(q_2^S, q_2^X) \). And from the construction of \( R' \) we confirm that \( ((q_2^S, q_2^X), q_2^T) \in R' \).

So, in all feasible cases we can show that \( (q_1^S, q_1^X) \rightarrow^{i?}_{T \setminus S}(q_2^S, q_2^X) \). From Lemma 17 it follows that \( Act^S \setminus \text{Act}_i^X = \emptyset \), so this case can be ignored.

- \( (q_1^S, q_1^X) \rightarrow^{o?}_{S \setminus X}(q_2^S, q_2^X) \) for some \( q_2^S \in Q^S \) and \( o? \in \text{Act}_o^S \cap \text{Act}_i^T \). From Lemma 17 we have that \( Act^S \setminus \text{Act}_i^T = Act^S \setminus \text{Act}_i^T \). Consider the following three cases that might result in \( o? \in Act^S \setminus \text{Act}_i^T \).

- \( o? \in Act^S \). In this case we have that \( o? \in Act^T \setminus S \) by Definition 18, and thus by construction of \( X \) that \( o? \notin Act^X \). Now, using Definition 15 of the parallel composition, it follows that \( q_1^S \rightarrow^{o?} q_2^S \) and \( q_1^X \rightarrow^{o?} q_2^X \). Consider the following two cases for \( T \).
  - \( q_1^T \rightarrow^{o?} q_2^T \). In this case it follows that from Definition 18 of the quotient that \( (q_1^T, q_1^S) \rightarrow^{o?}_{T \setminus S}(q_2^T, q_2^S) \). Using \( R \), the first case of Definition 6 of refinement, and \( Act^X = Act^T \setminus S \) by construction, it follows that \( (q_2^X, (q_2^T, q_2^S)) \in R \). And from the construction of \( R' \) we confirm that \( ((q_2^S, q_2^X), q_2^T) \in R' \).
  - \( q_1^T \rightarrow^{o?} q_2^T \). In this case it follows from Definition 18 of the quotient that \( (q_1^T, q_1^S) \rightarrow^{o?}_{T \setminus S}e \). By construction of \( e \), it does not allow independent progress. But, since \( X \) is an implementation, all states in \( X \)
allow independent progress, see Definition 5\(^{10}\). Therefore, either \(X\) can delay indefinitely from state \(q_2^X\) or there exists a delay after which \(X\) can perform an output action. Neither of these options can be simulated by \(T \setminus S\) when in state \(e\). Thus \((q_2^X, e) \notin R\), i.e., \(X \notin T \setminus S\).

This contradicts with the assumption, thus this is not a feasible case.

- \(o^? \in \text{Act}^S_i\) and \(o! \in \text{Act}^T_o\). In this case we have that \(o! \in \text{Act}^T_o \setminus S\) by Definition 18, and thus by construction of \(X\) that \(o! \in \text{Act}^X_o\). Now, using Definition 15 of the parallel composition, it follows that \(q_1^S \xrightarrow{o!} q_2^S\) and \(q_1^X \xrightarrow{o!} q_2^X\). Using \(R\), the third case of Definition 6 of refinement, and \(\text{Act}^X = \text{Act}^T_o \setminus S\) by construction, it follows that \((q_1^S, q_1^X) \xrightarrow{o!} T \setminus S (q_2^S, q_2^X)\) and \((q_1^S, q_2^S, q_2^X) \in R\). Now, using Definition 18 of quotient again, it follows that \((q_1^T, q_1^T) \in R'\). And from the construction of \(R'\) we confirm that \(((q_2^S, q_2^X), q_2^T) \in R'\).

- \(o^? \notin \text{Act}^S\) and \(o! \in \text{Act}^T_o\). In this case we have that \(o! \in \text{Act}^T_o \setminus S\) by Definition 18, and thus by construction of \(X\) that \(o! \in \text{Act}^X_o\). Now, using Definition 15 of the parallel composition, it follows that \(q_1^S \xrightarrow{o!} q_2^S\) and \(q_1^X \xrightarrow{o!} q_2^X\). Using \(R\), the third case of Definition 6 of refinement, and \(\text{Act}^X = \text{Act}^T_o \setminus S\) by construction, it follows that \((q_1^S, q_1^X) \xrightarrow{o!} T \setminus S (q_2^S, q_2^X)\) and \((q_2^S, q_2^X) \in R\). Now, using Definition 18 of quotient again, it follows that \((q_1^T, q_1^T) \in R'\). And from the construction of \(R'\) we confirm that \(((q_2^S, q_2^X), q_2^T) \in R'\).

So, in all feasible cases we can show that \(q_1^S \xrightarrow{o!} q_2^S\) and \((q_2^S, q_2^X, q_2^T) \in R'\).

4. \((q_1^S, q_1^X) \xrightarrow{o!} q_2^S q_2^X\) for some \((q_2^S, q_2^X) \in Q^S||X\) and \(o! \in \text{Act}^S_o \setminus \text{Act}^T_o\).

From Lemma 17 we have that \(\text{Act}^S_o \setminus \text{Act}^T_o = \text{Act}^S_o \cup \text{Act}^T_o \cup \text{Act}^S_i \setminus \text{Act}^T_i\). So \(\text{Act}^S_o \setminus \text{Act}^T_o = (\text{Act}^S_o \cup \text{Act}^S_i \setminus \text{Act}^T_i) \setminus (\text{Act}^S_i \setminus \text{Act}^T_i) \setminus \text{Act}^T_o = \text{Act}^S_o \setminus \text{Act}^T_o \cup \text{Act}^S_i \setminus \text{Act}^T_i\). Consider the following five cases that might result in \(o! \in \text{Act}^S_o \setminus \text{Act}^T_o\).

- \(o! \in \text{Act}^S_o \setminus \text{Act}^T_o\) and \(o^? \in \text{Act}^S_i \setminus \text{Act}^T\). This case is infeasible, as an action cannot both be an output and input in \(S\).

- \(o! \in \text{Act}^S_o \setminus \text{Act}^T_o\) and \(o^? \in \text{Act}^S_i \cap \text{Act}^T\). This case is infeasible, as an action cannot both be an output and input in \(S\).

- \(o! \in \text{Act}^S_o \setminus \text{Act}^T_o\) and \(o^? \notin \text{Act}^S_i\). In this case, we have that \(o^? \in \text{Act}^S_i \setminus \text{Act}^T\) from Definition 18 of the quotient. Therefore, \(o^? \in \text{Act}^X_i\) by construction of \(X\). Now, using Definition 15 of the parallel composition, it follows that \(q_1^S \xrightarrow{o^?} q_2^S\) and \(q_1^X \xrightarrow{o^?} q_2^X\). Since Definition 18 also requires that \(\text{Act}^S_o \cap \text{Act}^T_i = \emptyset\), it follows that in this case \(o^? \notin \text{Act}^T\). Thus, from Definition 18 it follows that \((q_1^T, q_1^S) \xrightarrow{o^?} T \setminus S (q_2^T, q_2^S)\) and \(q_1^T = q_2^T\). Using \(R\), the first case of Definition 6 of refinement, and \(\text{Act}^X = \text{Act}^T_o \setminus S\) by construction, it follows that \(((q_2^S, q_2^S) \in R\). And from the construction of \(R'\) we confirm that \(((q_2^S, q_2^S), q_2^T) \in R'\).

- \(o! \in \text{Act}^S_o \setminus \text{Act}^T_o\) and \(o^? \in \text{Act}^S_i \setminus \text{Act}^T\). This case is infeasible, as an action cannot both be an output and input in \(S\).

---

\(^{10}\)This is the reason why \(X\) is assumed to be an implementation and not just a specification.
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- \( o \notin \text{Act}_o^S \) and \( o? \in \text{Act}_i^S \ \setminus \ \text{Act}^T \). In this case, we have that \( o! \in \text{Act}_o^{T \setminus S} \) from Definition 18 of the quotient. Therefore, \( o! \in \text{Act}_o^X \) by construction of \( X \). Now, using Definition 15 of the parallel composition, it follows that \( q_1^X \xrightarrow{o!} q_2^X \) and \( q_1^X \xrightarrow{o?} q_2^X \). Using \( R \), the fourth case of Definition 6 of refinement, \( \text{Act}^X = \text{Act}^{T \setminus S} \) by construction, and \( o \notin \text{Act}^T \), it follows that \( (q_2^X, (q_2^X, q_2^T)) \in R \) and \( q_1^T = q_2^T \). And from the construction of \( R' \) we confirm that \((q_2^S, q_2^X, q_2^T) \in R' \).

So, in all feasible cases we can show that \( o \notin \text{Act}^T \), \( q_1^T = q_2^T \), and \((q_2^S, q_2^X, q_2^T) \in R' \).

5. \((q_1^S, q_1^X) \xrightarrow{d} q_2^X \) for some \( q_2^S \in Q^{S'} \) and \( d \in \mathbb{R}_{\geq 0} \). It follows from Definition 15 of the parallel composition that \( q_1^S \xrightarrow{d} q_2^S \) and \( q_1^X \xrightarrow{d} q_2^X \). Using \( R \) and the fifth case of Definition 6 of refinement it follows that \( (q_1^T, q_1^T) \xrightarrow{d} q_2^T \) for some \( q_2^T \in Q^{T'} \) and \( (q_2^S, q_2^T) \in R \). Now, by Definition 18 of the quotient it follows that \( q_1^T \xrightarrow{d} q_2^T \) and \( q_1^S \xrightarrow{d} q_2^S \). And from the construction of \( R' \) we confirm that \((q_2^S, q_2^X, q_2^T) \in R' \).

So for all state pairs \((q_1^S, q_1^X, q_1^T) \in R' \) we have shown that \( R' \) witnesses the refinement \( S \parallel X \leq T \). Finally, since \( R \) witnesses \( X \leq T \) it holds that \((q_0^S, (q_0^X, q_0^T)) \in R \) (see Definition 6). Thus by construction of \( R' \) it holds that \((q_0^S, q_0^X, q_0^T) \in R' \). Therefore, we can now conclude that \( R' \) witnesses \( S \parallel X \leq T \).

□

Quotienting for TIOA is defined in the following way.

Definition 19 Given specification automata \( S = (\text{Loc}^S, l_0^S, \text{Act}^S, \text{Clk}^S, E^S, \text{Inv}^S) \) and \( T = (\text{Loc}^T, l_0^T, \text{Act}^T, \text{Clk}^T, E^T, \text{Inv}^T) \) where \( \text{Act}^S \cap \text{Act}^T = \emptyset \). The quotient of \( T \) and \( S \), denoted by \( T \setminus S \), is a specification automaton \((\text{Loc}^T \times \text{Loc}^S \cup \{l_u, l_e\}, (l_0^T, l_0^S), \text{Act}, \text{Clk}^T \uplus \text{Clk}^S \uplus \{x_{\text{new}}\}, E, \text{Inv}) \) where \( l_u \) is the universal state, \( l_e \) the inconsistent state, \( \text{Act} = \text{Act}_i \uplus \text{Act}_o \) with \( \text{Act}_i = \text{Act}_i^T \uplus \text{Act}_i^S \), and \( \text{Act}_o = \text{Act}_o^T \setminus \text{Act}_o^S \setminus \text{Act}_i^S \), \( \text{Inv}(l_0^T, l_0^S) = \text{Inv}(l_0^T) \), \( \text{Inv}(l_0^T) = \text{Inv}(l_0^T) = x_{\text{new}} \leq 0 \) and \( E \) is defined as

1. \((l_1^T, l_1^S), a \xrightarrow{\varphi^T} \\text{Inv}(l_1^T)[r \rightarrow 0]_{r \in E^T} \xrightarrow{\varphi^S} \\text{Inv}(l_1^S)[r \rightarrow 0]_{r \in E^S} \), \( c^T \cup c^S \). \((l_1^T, a, \varphi^T, c^T, l_2^T) \) \( \in E \) if \( a \in \text{Act}^S \cap \text{Act}^T \), \((l_1^T, a, \varphi^T, c^T, l_2^T) \) \( \in E^T \), and \((l_1^S, a, \varphi^S, c^S, l_2^S) \) \( \in E^S \).

2. \((l_1^T, l_1^S), a \xrightarrow{\varphi^S} \\text{Inv}(l_1^T) \land \text{Inv}(l_1^S)[r \rightarrow 0]_{r \in E^S} \), \( c^S \). \((l_1^T, a, \varphi^S, c^S, l_2^S) \) \( \in E^S \) if \( a \in \text{Act}^S \setminus \text{Act}^T \), \( l_2^T \in \text{Loc}^T \), and \((l_1^S, a, \varphi^S, c^S, l_2^S) \) \( \in E^S \).

3. \((l_1^T, l_1^S), a \xrightarrow{-G S} 0, l_u) \in E \) if \( a \in \text{Act}^S \), \( l_2^T \in \text{Loc}^T \), and \( \text{G}_S = \bigvee \{\varphi^S \land \text{Inv}(l_2^T) \land \text{Inv}(l_2^S)[r \rightarrow 0]_{r \in E^S} \big| (l_2^T, a, \varphi^S, c^S, l_2^S) \in E^S \} \).

4. \((l_1^T, l_1^S), a \xrightarrow{-\text{Inv}(l_2^S)} (0, l_u) \in E \) if \( a \in \text{Act}, l_2^T \in \text{Loc}^T \), and \( l_2^S \in \text{Loc}^S \).

5. \((l_1^T, l_1^S), a \xrightarrow{\varphi^T \land \text{Inv}(l_1^T)[r \rightarrow 0]_{r \in E^T} \land \neg G_T} l_u, l_e) \in E \) if \( a \in \text{Act}^S \cap \text{Act}_o^T \), \((l_1^T, a, \varphi^T, c^S, l_2^S) \) \( \in E^S \), and \( G_T = \bigvee \{\varphi^T \land \text{Inv}(l_2^T)[r \rightarrow 0]_{r \in E^T} \big| (l_1^T, a, \varphi^T, c^S, l_2^S) \in E^S \} \).

\(^{11}\) Only the target invariant of \( T \) matters. \( \text{Inv}(l_2^S) \) is used to force the complementary edge to the universal state (which depends on \( S \), see rules 5 and 6 in Definition 18 of quotient for TIOA).
6. \( ((l_1^T, l_2^S), a, \neg G_S \land \neg G_T, \emptyset, (l_1^T, l_2^S)) \in E \) if \( a \in \text{Act}_S \cap \text{Act}_T \), \( G_S = \bigvee \{ \varphi^S \land \text{Inv}(l_2^S) \triangleright 0 \}_{r \in E_S} \) \( \triangleright 0 \), \( (l_1^T, a, \varphi^S, c^T, l_2^S) \in E_S \}, \) and \( G_T = \bigvee \{ \varphi^T \land \text{Inv}(l_2^T) \triangleright 0 \}_{r \in E_T} \) \( \triangleright 0 \), \( (l_1^T, a, \varphi^T, c^T, l_2^T) \in E_T \) \( \}\).

7. \( ((l_1^T, l_2^S), l_{\text{new}}, \neg \text{Inv}(l_1^T) \land \text{Inv}(l_2^T), \{ x_{\text{new}} \}, l_e) \in E \) if \( l_1^T \in \text{Loc}_T \) and \( l_2^S \in \text{Loc}_S \).

8. \( ((l_1^T, l_2^S), l_{\text{new}}, \text{Inv}(l_1^T) \lor \neg \text{Inv}(l_2^T), \emptyset, (l_1^T, l_2^S)) \in E \) if \( l_1^T \in \text{Loc}_T \) and \( l_2^S \in \text{Loc}_S \)

9. \( ((l_1^S, l_2^T), a, \varphi^T \land \text{Inv}(l_2^T) \triangleright 0 \), \( \text{Inv}(l_2^T) \lor \text{Inv}(l_2^S), c^T, (l_1^T, l_2^S) \in E \) if \( a \in \text{Act}_T \setminus \text{Act}_S \), \( l_2^S \in \text{Loc}_S \), and \( (l_1^S, a, \varphi^T, c^T, l_2^S) \in E_T \) \( \}\).

10. \( (l_a, a, T, \emptyset, l_a) \in E \) if \( a \in \text{Act}_i \)

11. \( (l_e, a, x_{\text{new}} = 0, \emptyset, l_e) \in E \) if \( a \in \text{Act}_i \)

and the conjunction of an empty set equals false \( (\emptyset = F) \).

**Definition 20** Given specifications \( S = (Q^S, q_0^S, \text{Act}_S, \rightarrow_S) \) and \( T = (Q^T, q_0^T, \text{Act}_T, \rightarrow_T) \). \( S \) and \( T \) are bisimilar, denoted by \( S \simeq T \), iff there exists a bisimulation relation \( R \subseteq Q^S \times Q^T \) containing \( (q_0^S, q_0^T) \) such that for each pair of states \( (s, t) \in R \) it holds that

1. whenever \( s \xrightarrow{a} s' \) for some \( s' \in Q^S \) and \( a \in \text{Act}_S \cap \text{Act}_T \), then \( s \xrightarrow{a} t' \) and \( (s', t') \in R \) for some \( t' \in Q^T \).
2. whenever \( s \xrightarrow{a} s' \) for some \( s' \in Q^S \) and \( a \in \text{Act}_S \setminus \text{Act}_T \), then \( (s', t) \in R \)
3. whenever \( t \xrightarrow{a} t' \) for some \( t' \in Q^T \) and \( a \in \text{Act}_T \cap \text{Act}_S \), then \( s \xrightarrow{a} s' \) and \( (s', t') \in R \) for some \( s' \in Q^S \)
4. whenever \( t \xrightarrow{a} t' \) for some \( t' \in Q^T \) and \( a \in \text{Act}_T \setminus \text{Act}_S \), then \( (s, t') \in R \)
5. whenever \( s \xrightarrow{d} s' \) for some \( s' \in Q^S \) and \( d \in \mathbb{R}_{\geq 0} \), then \( s \xrightarrow{d} t' \) and \( (s', t') \in R \) for some \( t' \in Q^T \)
6. whenever \( t \xrightarrow{d} t' \) for some \( t' \in Q^T \) and \( d \in \mathbb{R}_{\geq 0} \), then \( s \xrightarrow{d} s' \) and \( (s', t') \in R \) for some \( s' \in Q^S \)

Two specification automata \( A \) and \( B \) are bisimular, denoted by \( A \simeq B \), iff \( [A]_{\text{sem}} \simeq [B]_{\text{sem}} \).

Finally, the following theorem lifts all the results from timed input/output transition systems to the symbolic representation level.

**Theorem 11** Given specification automata \( S = (\text{Loc}_S, l_0^S, \text{Act}_S, \text{Clk}_S, E^S, \text{Inv}^S) \) and \( T = (\text{Loc}_T, l_0^T, \text{Act}_T, \text{Clk}_T, E^T, \text{Inv}^T) \) where \( \text{Act}_S \cap \text{Act}_T = \emptyset \). Then \( ([T \setminus S]_{\text{sem}})^\Delta \simeq ([T]_{\text{sem}} \setminus [S]_{\text{sem}})^\Delta \).

First observe that \( [T \setminus S]_{\text{sem}} \) and \( [T]_{\text{sem}} \setminus [S]_{\text{sem}} \) have different state and action sets. For example, \( [T \setminus S]_{\text{sem}} \) has a set of error states \( \{(l_e, v) \mid v \in \}

\footnote{Location invariant \( \neg \text{Inv}(l_0^S) \) is added to this transition to avoid nondeterminism caused by rule 4. This problem is not present in Definition 18 of the quotient for TIOTS, as there we can directly refer to the delay action \( d \) in rule 5.}
Timed I/O Automata

\[ [\text{Clk}^{T\setminus S} \mapsto \mathbb{R}_{\geq 0}] \], while \([T/\eqS]\setminus [S/\eqS]\) only has a single error state \(e\). Or \([T/\eqS]\setminus [S/\eqS]\) contains the input action \(i_{\text{new}}\) which \([T/\eqS]\setminus [S/\eqS]\) lacks. This makes the proof of Theorem 11 much more tedious that those of theorems in previous sections. Therefore, we first introduce several definitions and lemmas to show that, when considering bisimulation, we can simplify \([T/\eqS]\setminus [S/\eqS]\) until we have a bijective mapping of the states between the simplified \([T/\eqS]\setminus [S/\eqS]\) and \([T/\eqS]\setminus [S/\eqS]\).

Definition 21 Given a TIO Ts \(S = (Q, q_0, \mathcal{A}, \rightarrow)\) and equivalence relation \(\sim\) on the set of states \(Q\). The \(\sim\)-quotient \(S\), denoted by \(S/\sim\), is a specification \((\{Q\}/\sim, \{q_0\}/\sim, \mathcal{A}, \rightarrow/\sim)\) where \(\{Q\}/\sim\) is the set of all equivalence classes of \(Q\) and \(\rightarrow/\sim\) being defined as \([(q_1, a, q_2)]\rightarrow \in \rightarrow/\sim \text{ if } (q_1, a, q_2) \in \rightarrow \text{ for some } q_1 \in [q_1] \text{ and } q_2 \in [q_2]\).

Lemma 18 Given specification automata \(S = (L^{S}, l_0^{S}, \mathcal{A}^{S}, \text{Clk}^{S}, E^{S}, \text{Inv}^{S})\) and \(T = (L^{T}, l_0^{T}, \mathcal{A}^{T}, \text{Clk}^{T}, E^{T}, \text{Inv}^{T})\) where \(\mathcal{A}^{S} \cap \mathcal{A}^{T} = \emptyset\). Let \(V_0 = \{v \in [\text{Clk}^{T\setminus \text{S}} \mapsto \mathbb{R}_{\geq 0}] \mid v(x_{\text{new}}) = 0\}\), \(V_0 = [\text{Clk}^{T\setminus \text{S}} \mapsto \mathbb{R}_{\geq 0}]\), and \(\sim = \{(q_1, q_2) \mid q_1, q_2 \in \{l_e\} \times V_0 \cup \{(q, q) \mid q \in \{l_e\} \times V_0\} \cup \{(q_1, q_2) \mid q_1, q_2 \in \{l_u\} \times [\text{Clk}^{T\setminus S} \mapsto \mathbb{R}_{\geq 0}]\} \cup \{(l(l(v_1), (l(v_2))) \mid l \in L^{T\setminus S} \setminus \{l_e, l_u\}, v_1, v_2 \in [\text{Clk}^{T\setminus S} \mapsto \mathbb{R}_{\geq 0}], \forall c \in [\text{Clk}^{T\setminus S}]\setminus [x_{\text{new}}], v_1(c) = v_2(c)\}. Then \([T/\eqS]\setminus [S/\eqS] \simeq [T/\eqS]\setminus [S/\eqS]/\sim\).

Proof It follows directly from the definition of \(\sim\) that it is reflexive, symmetric, and transitive, thus it is an equivalence relation. Now, observe from Definition 21 that an equivalence quotient of a TIO Ts does not alter the action set, i.e., \(\mathcal{A}^{[T/\eqS]\setminus [S/\eqS]}/\sim = \mathcal{A}^{[T/\eqS]\setminus [S/\eqS]/\sim}\). Let \(R = \{(q, [q]_\sim) \mid q \in [T/\eqS]\setminus [S/\eqS]\}\). We will show that \(R\) is a bisimulation relation. First, observe that \((q_0, [q_0]_\sim) \in R\). Consider a state pair \((q_1, [r_1]_\sim) \in R\). We have to check whether the six cases from Definition 20 of bisimulation hold.

1. \(q_1 \xrightarrow{a} [T/\eqS]\setminus [S/\eqS] q_2, q_2 \in \{q\} [T/\eqS]\setminus [S/\eqS], \text{ and } a \in \mathcal{A}^{[T/\eqS]\setminus [S/\eqS]} \setminus \mathcal{A}^{[T/\eqS]\setminus [S/\eqS]/\sim}\). By the definition of an equivalence class and Definition 21 it follows immediately that \([q_1]_\sim \xrightarrow{a} [T/\eqS]\setminus [S/\eqS]/\sim [q_2]_\sim\). By construction of \(R\) it follows that \((q_2, [q_2]_\sim) \in R\).

2. \(q_1 \xrightarrow{a} [T/\eqS]\setminus [S/\eqS] q_2, q_2 \in \{q\} [T/\eqS]\setminus [S/\eqS], \text{ and } a \in \mathcal{A}^{[T/\eqS]\setminus [S/\eqS]} \setminus \mathcal{A}^{[T/\eqS]\setminus [S/\eqS]/\sim}\). This case is infeasible, since \(\mathcal{A}^{[T/\eqS]\setminus [S/\eqS]} = \mathcal{A}^{[T/\eqS]\setminus [S/\eqS]/\sim}\).

3. \([r_1]_\sim \xrightarrow{a} [T/\eqS]\setminus [S/\eqS]/\sim [r_2]_\sim, [r_2]_\sim \in \{q\} [T/\eqS]\setminus [S/\eqS]/\sim, \text{ and } a \in \mathcal{A}^{[T/\eqS]\setminus [S/\eqS]/\sim} \cap \mathcal{A}^{[T/\eqS]\setminus [S/\eqS]/\sim}}\). By construction of \(R\), we have to show that \(\forall q_1 \in [r_1]_\sim \exists q_2 \in \{q\} [T/\eqS]\setminus [S/\eqS]/\sim : q_1 \xrightarrow{a} [T/\eqS]\setminus [S/\eqS] q_2, q_2 \in [r_2]_\sim, \text{ and } (q_2, [r_2]_\sim) \in R\). Consider the following four cases based on the construction of \(\sim\):

- \([r_1]_\sim = \{q \mid q \in \{l_e\} \times V_0\}\). In this case, let \(q_1 = (l_e, v_1) \in [r_1]_\sim\) for some \(v_1 \in V_0\). From Definition 3 of the semantic of a TIOA it follows that \([T/\eqS]\setminus [S/\eqS]\) is in location \(l_e\). From Definition 19 of the quotient it follows that the only possible transition in \(T/\eqS\) is \((l_e, a, x_{\text{new}} = 0, 0, l_e)\). Furthermore, since \([r_1]_\sim \xrightarrow{a} [T/\eqS]\setminus [S/\eqS]/\sim [r_2]_\sim\), it holds that \(\exists r_1, r_2 \in [q] [T/\eqS]\setminus [S/\eqS] : r_1 \xrightarrow{a} [T/\eqS]\setminus [S/\eqS]/\sim [r_2]_\sim\).

\(\text{Recall that an equivalent class is defined as } [q]_\sim = \{r \in Q \mid q \sim r\}.\)
Following Definition 3 and the above observation, it holds that $r_1 = (l_e, v_1')$ and $r_2 = (l_e, v_2')$ for some $v_1, v_2 \in [\text{Clk} T \backslash S \mapsto \mathbb{R}_{\geq 0}]$, $v_1 \models x_{\text{new}} = 0$, and $v_1' = v_2'$. From $v_1' \models x_{\text{new}} = 0$ it follows that $v_1' (x_{\text{new}}) = 0$ and $v_1', v_2' \in V_0$, and from $v_1' = v_2'$ that $[r_2]_\sim = [r_1]_\sim$. Thus we can conclude that $q_1 \xrightarrow{a} [T \backslash S]_{\text{sem}} q_2$ with $q_2 \in [r_2]_\sim$. By construction of $R$ it follows that $(q_2, [r_2]_\sim) \in R$.

- $[r_1]_\sim = \{ q \mid q \in \{ l_e \} \times V_{>0} \}$. This case is trivial, since $[r_1]_\sim = \{ q_1 \}$. Therefore, if $[r_1]_\sim \xrightarrow{a} [T \backslash S]_{\text{sem}}/[r_2]_\sim$, $\exists q_2 \in [r_2]_\sim$ such that $q_1 \xrightarrow{a} [T \backslash S]_{\text{sem}} q_2$.

In this case, since $[r_1]_\sim \xrightarrow{a} [T \backslash S]_{\text{sem}}/[r_2]_\sim$, it holds that $\exists r_1, r_2 \in Q[T \backslash S]_{\text{sem}} : r_1 \xrightarrow{a} [T \backslash S]_{\text{sem}} r_2$. Following Definition 3 of the semantic of a TIOA it follows that $[T \backslash S]_{\text{sem}}$ is in location $l_u$. From Definition 19 of the quotient it follows that the only possible transition in $T \backslash S$ is $(l_u, a, T, 0, l_u)$. Furthermore, since $[r_1]_\sim \xrightarrow{a} [T \backslash S]_{\text{sem}}/[r_2]_\sim$, it holds that $\exists r_1, r_2 \in Q[T \backslash S]_{\text{sem}} : r_1 \xrightarrow{a} [T \backslash S]_{\text{sem}} r_2$. Following Definition 3 and the above observation, it holds that $r_1 = (l_u, v_1')$ and $r_2 = (l_u, v_2')$ for some $v_1, v_2 \in [\text{Clk} T \backslash S \mapsto \mathbb{R}_{\geq 0}]$, $v_1' \models \top$, and $v_1' = v_2'$. From $v_1' = v_2'$ it follows that $[r_2]_\sim = [r_1]_\sim$. Thus we can conclude that $q_1 \xrightarrow{a} [T \backslash S]_{\text{sem}} q_2$ with $q_2 \in [r_2]_\sim$. By construction of $R$ it follows that $(q_2, [r_2]_\sim) \in R$.

In this case, since $[r_1]_\sim \xrightarrow{a} [T \backslash S]_{\text{sem}}/[r_2]_\sim$, it holds that $\exists r_1, r_2 \in Q[T \backslash S]_{\text{sem}} : r_1 \xrightarrow{a} [T \backslash S]_{\text{sem}} r_2$. Following Definition 3 of the semantic of a TIOA, it holds that $(l_1, a, \varphi, c, l_2) \in E T \backslash S$, $r_1 = (l_1, v_1)$, $r_2 = (l_2, v_2)$, $l_1, l_2 \in \text{Loc}(T \backslash S)$, $v_1, v_2 \in [\text{Clk} T \backslash S \mapsto \mathbb{R}_{\geq 0}]$, $v_1 \models \varphi$, $v_2 = v_1[r \mapsto 0]_{r \in c}$, and $v_2 \models \text{Inv}(l_2)$. From the construction of $\sim$, it follows that for any state $(l_1', v_1') \in [r_1]_\sim$ it holds that $l_1' = l_1$, $l_1 \neq l_2$, and $\forall c \in \text{Clk} T \backslash S \setminus \{ x_{\text{new}} \} : v_1'(c) = v_1(c)$. Since $x_{\text{new}} \notin \text{Clk} T \cup \text{Clk} S$ and none of the possible rules for this location from Definition 19 of the quotient for TIOA use $x_{\text{new}}$ in its guard, it follows that $v_1' \models \varphi$. Furthermore, no matter whether $x_{\text{new}} \in c$ or not, we have for $v_2' = v_1'[r \mapsto 0]_{r \in c}$ that $\forall c \in \text{Clk} T \backslash S \setminus \{ x_{\text{new}} \} : v_2'(c) = v_2(c)$. Now consider the following three options for the target location $l_2$.

- If $l_2 = (l_1, l_S)$ with $l_1 \in \text{Loc}(T)$ and $l_S \in \text{Loc}(S)$, then $\text{Inv}(l_2) = T$. Thus $v_1' \models \text{Inv}(l_2)$.
- If $l_2 = l_u$, then $\text{Inv}(l_2) = T$. Thus $v_2' \models \text{Inv}(l_2)$.
- If $l_2 = l_c$, then $\text{Inv}(l_2) = x_{\text{new}} = 0$. Also, $c = \{ x_{\text{new}} \}$, thus $v_2(x_{\text{new}}) = v_2(x_{\text{new}}) = 0$. Thus $v_2' \models \text{Inv}(l_2)$.

Therefore, we can conclude that $(l_1', v_1') \xrightarrow{a} [T \backslash S]_{\text{sem}} (l_2, v_2')$, $(l_2, v_2') \in [r_2]_\sim$, and by construction of $R$ that $(l_2, v_2'), [r_2]_\sim \in R$. Since we picked any state $(l_1', v_1') \in [r_1]_\sim$, the conclusion holds for all states $q_1 \in [r_1]_\sim$.

4. $[r_1]_\sim \xrightarrow{a} [T \backslash S]_{\text{sem}}/[r_2]_\sim$, $[r_2]_\sim \in Q[T \backslash S]_{\text{sem}}/[r_2]_\sim$, and $a \in \text{Act}(T \backslash S)_{\text{sem}}/[r_2]_\sim$. This case is infeasible, since $\text{Act}(T \backslash S)_{\text{sem}} = \text{Act}(T \backslash S)_{\text{sem}}/[r_2]_\sim$.

5. $q_1 \xrightarrow{d} [T \backslash S]_{\text{sem}} q_2$, $q_2 \in Q[T \backslash S]_{\text{sem}}$, and $d \in \mathbb{R}_{\geq 0}$. By the definition of an equivalence class and Definition 21 it follows immediately that $[q_1]_\sim \xrightarrow{a} [T \backslash S]_{\text{sem}}/[q_2]_\sim$. By construction of $R$ it follows that $(q_2, [q_2]_\sim) \in R$.

6. $[r_1]_\sim \xrightarrow{d} [T \backslash S]_{\text{sem}}/[r_2]_\sim$, $[r_2]_\sim \in Q[T \backslash S]_{\text{sem}}/[r_2]_\sim$, and $d \in \mathbb{R}_{\geq 0}$. By construction of $R$, we have to show that $\forall q_1 \in [r_1]_\sim \exists q_2 \in Q[T \backslash S]_{\text{sem}} : q_1 \xrightarrow{a} [T \backslash S]_{\text{sem}}/[q_2]_\sim$. This case is infeasible, since $\text{Act}(T \backslash S)_{\text{sem}} = [T \backslash S]_{\text{sem}}/[r_2]_\sim$. Therefore, we can conclude that $(l_1', v_1') \xrightarrow{a} [T \backslash S]_{\text{sem}} (l_2, v_2')$, $(l_2, v_2') \in [r_2]_\sim$, and by construction of $R$ that $(l_2, v_2'), [r_2]_\sim \in R$. Since we picked any state $(l_1', v_1') \in [r_1]_\sim$, the conclusion holds for all states $q_1 \in [r_1]_\sim$.
where all states consisting of the error location and a valuation where $u(x_{\text{new}}) > 0$ are removed, as these states are never reachable.
Definition 22  Given specification automata $S = (\text{Loc}^S, l_0^S, \text{Act}^S, \text{Clk}^S, E^S, \text{Inv}^S)$ and $T = (\text{Loc}^T, l_0^T, \text{Act}^T, \text{Clk}^T, E^T, \text{Inv}^T)$ where $\text{Act}_S^0 \cap \text{Act}_T^0 = \emptyset$. Let $V_0 = \{ u \in [\text{Clk}^T \backslash s \mapsto \mathbb{R}_{\geq 0}] | u(x_{\text{new}}) = 0 \}$, $V_{\geq 0} = [\text{Clk}^T \backslash s \mapsto \mathbb{R}_{\geq 0}] \setminus V_0$, and $\sim = \{ (q_1, q_2) | q_1, q_2 \in \{ l_e \} \times V_0 \cup \{ (q, q) | q \in \{ l_e \} \times V_{\geq 0} \} \cup \{ (q_1, q_2) | q_1, q_2 \in \{ l_u \} \times [\text{Clk}^T \backslash s \mapsto \mathbb{R}_{\geq 0}] \} \cup \{ ((l, v_1), (l, v_2)) | l \in \text{Loc}^T \setminus \{ l_e, l_u \}, v_1, v_2 \in [\text{Clk}^T \mapsto \mathbb{R}_{\geq 0}], \forall c \in \text{Clk}^T \setminus S \} \times \{ x_{\text{new}}, v_1(c) = v_2(c) \}$. The reduced $\sim$-quotient of $[T \setminus S]_{\text{sem}}$, denoted by $[T \setminus S]_{\text{sem}}^\rho$, is defined as TIONS $(Q^\rho, q_0^\rho, \text{Act}^T \setminus S, \rightarrow^\rho)$ where $Q^\rho = Q[T \setminus S]_{\text{sem}}^\rho / \sim \cap \{ q \} \times \{ l_e \} \times V_{\geq 0}$, $q_0^\rho = q_0[T \setminus S]_{\text{sem}}^\rho / \sim$, and $\rightarrow^\rho = \rightarrow[T \setminus S]_{\text{sem}}^\rho / \sim \cap \{ (q_1, a, q_2) | q_1, q_2 \in Q, a \in \text{Act}^T \setminus S \}$.

Lemma 19  Given specification automata $S = (\text{Loc}^S, l_0^S, \text{Act}^S, \text{Clk}^S, E^S, \text{Inv}^S)$ and $T = (\text{Loc}^T, l_0^T, \text{Act}^T, \text{Clk}^T, E^T, \text{Inv}^T)$ where $\text{Act}_S^0 \cap \text{Act}_T^0 = \emptyset$. Then $[T \setminus S]_{\text{sem}} \simeq [T \setminus S]_{\text{sem}}^\rho$.

Proof  Since bisimulation relation is an equivalence relation, it follows from Lemma 18 that it suffice to show that $[T \setminus S]_{\text{sem}}^\rho \simeq [T \setminus S]_{\text{sem}}^\rho$. We will show that $R$ is a bisimulation relation. First, observe that $(q_0, q_0) \in R$ by definition of $[T \setminus S]_{\text{sem}}^\rho$. Instead of checking all six cases of bisimulation (Definition 20), we will show that $q_1 \xrightarrow{a}[T \setminus S]_{\text{sem}}^\rho q_2$ for any $a \in \text{Act}^T \setminus S \cup \mathbb{R}_{\geq 0}$ where $q_1 \in Q[T \setminus S]_{\text{sem}}^\rho$ and $q_2 \in \{ l_e \} \times V_{\geq 0}$ (i.e., $q_2 \notin Q[T \setminus S]_{\text{sem}}^\rho$). Only rules 5, 7, and 11 of Definition 19 of the quotient for TIOA have target location $l_e$, and thus could become $q_2$ in the semantic of it. But notice that all three cases have clock reset $c = \{ x_{\text{new}} \}$. Therefore, any state $(l_e, u)$ reached after taking a transition matching one of these three rules has a valuation $u(x_{\text{new}}) = 0$. Thus $(l_e, u) \notin \{ l_e \} \times V_{\geq 0}$ and $q_1 \xrightarrow{a}[T \setminus S]_{\text{sem}}^\rho q_2$. Therefore, all reachable state pairs by bisimulation remains within $R$. \hfill $\square$

Lemma 20  Given specification automata $S = (\text{Loc}^S, l_0^S, \text{Act}^S, \text{Clk}^S, E^S, \text{Inv}^S)$ and $T = (\text{Loc}^T, l_0^T, \text{Act}^T, \text{Clk}^T, E^T, \text{Inv}^T)$ where $\text{Act}_S^0 \cap \text{Act}_T^0 = \emptyset$. Let $f : Q[T \setminus S]_{\text{sem}} \rightarrow Q[T \setminus S]_{\text{sem}}$ be defined as

- $f((((l^T, l^S), v), \sim)) = (((l^T, v^T), (l^S, v^S))$ for any $v \in (\text{Clk}^T \setminus S)_{\text{sem}} \times \mathbb{R}_{\geq 0}$), $l^T \in \text{Loc}^T$, $v^T \in (\text{Clk}^T \times \mathbb{R}_{\geq 0})$, $l^S \in \text{Loc}^S$ and $v^S \in (\text{Clk}^S \times \mathbb{R}_{\geq 0})$ such that $\forall x \in \text{Clk}^T : v(x) = v^T(x)$ and $\forall x \in \text{Clk}^S : v(x) = v^S(x)$.

- $f(((l_u, v), \sim)) = u$ for any $v \in (\text{Clk}^T \setminus S)_{\text{sem}} \times \mathbb{R}_{\geq 0}$.

- $f(((l_e, v), \sim)) = e$ for any $v \in V_0$.

Then $f$ is a injective function.

Proof  It follows directly from the definition that $f$ is injective. We only have to show that $f$ is surjective, where the last two cases are again trivial by definition of $f$. Thus we only have to show that any state $(((l^T, v^T), (l^S, v^S))$ maps to only a single state $[((l^T, l^S), v)]_\sim$ in $[T \setminus S]_{\text{sem}}^\rho$. For this, note that $\sim$ in Definition 22 contains $\{ ((l, v_1), (l, v_2)) | l \in \text{Loc}^T \setminus S \setminus \{ l_e, l_u \}, v_1, v_2 \in [\text{Clk}^T \mapsto \mathbb{R}_{\geq 0}], \forall c \in \text{Clk}^T \setminus S \} \times$
Lemma 22 Given specification automata $S = (\text{Loc}^S, l^S_0, \text{Act}^S, \text{Clk}^S, E^S, \text{Inv}^S)$ and $T = (\text{Loc}^T, l^T_0, \text{Act}^T, \text{Clk}^T, E^T, \text{Inv}^T)$ where $\text{Act}^S \cap \text{Act}^T = \emptyset$. Then $[\text{Loc}^S \setminus \{\text{Clk}^T\}]_{\text{sem}}$ is a bisimulation relation for $([\text{Loc}^S]_{\text{sem}})\Delta \simeq ([\text{Loc}^T]_{\text{sem}})\Delta$.

Proof First, observe from Definition 12 that adversarial pruning does not alter the action set. Therefore, together with Definition 22 of the reduced quotient it follows that $([\text{Loc}^S]_{\text{sem}})\Delta \simeq ([\text{Loc}^T]_{\text{sem}})\Delta$ have the same action set. From the proof of Lemma 21 it follows that $R = \{(q, [q]_\sim) \mid q \in Q([\text{Loc}^S]_{\text{sem}})\}$ is a bisimulation relation for $[\text{Loc}^S \setminus \{\text{Clk}^T\}]_{\text{sem}}$.
have the same action set and partitioning into input and output actions, except given specification automata is also a bisimulation relation showing Definition 12, we can immediately conclude that $R = \{(q, [q]_\sim) \mid q \in Q(T)_{\text{sem}}^\Delta\}$ is also a bisimulation relation showing $[T \setminus S]_{\text{sem}}^\Delta \simeq [T \setminus S]_{\text{sem}}^\Delta$.

**Lemma 23** Given specification automata $S = (L^S, I^S_0, Act^S, Clk^S, E^S, Inv^S)$ and $T = (L^T, I^T_0, Act^T, Clk^T, E^T, Inv^T)$ where $Act^S_0 \cap Act^T_1 = \emptyset$, then $\text{imerr}[T \setminus S]_{\text{sem}}^\Delta \subseteq \text{imerr}[T]_{\text{sem}} \setminus S_{\text{sem}}$ and $\text{imerr}[T \setminus S]_{\text{sem}}^\Delta \subseteq \text{imcons}[T \setminus S]_{\text{sem}}$.

**Proof.** First, observe that the semantic of a TIOA and the reduced quotient do not alter the action set. Therefore, it follows directly that $[T \setminus S]_{\text{sem}}^\Delta$ and $[T]_{\text{sem}} \setminus S_{\text{sem}}$ have the same action set and partitioning into input and output actions, except that $[T \setminus S]_{\text{sem}}$ has an additional input event $i_{\text{new}}$, i.e., $Act[T \setminus S]_{\text{sem}} \cup \{i_{\text{new}}\} = Act[T]_{\text{sem}} \setminus S_{\text{sem}}$.

It follows from Lemma 20 that there is a bijective function $f$ relating states from $[T \setminus S]_{\text{sem}}$ and $[T]_{\text{sem}} \setminus S_{\text{sem}}$ together. Therefore, we can effectively say that they have the same state set (up to relabeling), i.e., $Q[T \setminus S]_{\text{sem}} = Q[T]_{\text{sem}}$. For brevity, in the rest of this proof we write $X = [T \setminus S]_{\text{sem}}$, $Y = [T]_{\text{sem}} \setminus S_{\text{sem}}$. From Definition 18 of the quotient for TIOTS, it follows immediately that $e$ is an error state, since only $d = 0$ time delay is possible without any transition labeled with output actions. Thus $e \in \text{imerr}[T]_{\text{sem}} \setminus S_{\text{sem}}$. This shows that $\text{imerr}[T \setminus S]_{\text{sem}} \subseteq \text{imerr}[T]_{\text{sem}} \setminus S_{\text{sem}}$.

From Definition 18 of the quotient for TIOTS, it follows that state $e$ is an immediate error state and that states in $\{(l, v) \in Q[T \setminus S]_{\text{sem}} \mid v(x_{\text{new}}) = 0\}$ are immediate error states, as only states with location $l_e$ have an invariant other than $T$. From Lemma 20, we have that $\forall q \in f(q) = e$ with $e \in Q[T]_{\text{sem}} \setminus S_{\text{sem}}$. From Definition 18 of the quotient for TIOTS, it follows immediately that $e$ is an error state, since only $d = 0$ time delay is possible without any transition labeled with output actions. Thus $e \in \text{imerr}[T]_{\text{sem}} \setminus S_{\text{sem}}$. This shows that $\text{imerr}[T \setminus S]_{\text{sem}} \subseteq \text{imerr}[T]_{\text{sem}} \setminus S_{\text{sem}}$.

In case there would be a $d' < d$ such that $v^T + d' \models \text{Inv}(I^T)$, we can first delay $d'$ in $[T]_{\text{sem}} \setminus S_{\text{sem}}$ such that the reached state can no longer delay.
Lemma 24 Given specification automata $S = (\text{Loc}^S, i_0^S, \text{Act}^S, \text{Clk}^S, E^S, \text{Inv}^S)$ and $T = (\text{Loc}^T, i_0^T, \text{Act}^T, \text{Clk}^T, E^T, \text{Inv}^T)$ where $\text{Act}^S \cap \text{Act}^T = \emptyset$. Denote $X = [T \setminus S]^{\text{sem}}$ and $Y = [T]_{\text{sem}} \setminus [S]_{\text{sem}}$, and let $d \in \mathbb{R}_{\geq 0}$ and $q_1, q_2 \in Q^X \cap Q^Y$ with $q_1 = (T^1, i^S, v)$ for some $v \in (\text{Clk}^T \uplus \text{Clk}^S \rightarrow \mathbb{R}_{\geq 0})$. If $v \not\models \neg \text{Inv}(T^1) \land \text{Inv}(i^S)$, then $q_1 \xrightarrow{d} X q_2$ if and only if $q_1 \xrightarrow{d} Y q_2$.

Proof It follows from Lemma 20 that there is a bijective function $f$ relating states from $[T \setminus S]^{\text{sem}}$ and $[T]_{\text{sem}} \setminus [S]_{\text{sem}}$ together. Therefore, we can effectively say that they have the same state set (up to relabeling), i.e., $Q^{[T \setminus S]}_{\text{sem}} = Q^{[T]_{\text{sem}} \setminus [S]_{\text{sem}}}$. For brevity, in the rest of this proof we write we write $\text{Clk} = \text{Clk}^T \uplus \text{Clk}^S$, and $v^S$ and $v^T$ to indicate the part of a valuation $v$ of only the clocks of $S$ and $T$, respectively. Note that $x_{\text{new}} \not\models \text{Clk}$, but $x_{\text{new}} \models \text{Clk}^X$.

From Definition 19 of the quotient for TIOA it follows that $\text{Inv}((i^T, i^S)) = T$. Therefore, with Definition 3 of the semantic and Definition 22 of the $\sim$-reduced quotient of $[[T]_{\text{sem}}]$ it follows that $q_1 \xrightarrow{d} X q_2$ is possible for any $d \in \mathbb{R}_{\geq 0}$ and any valuation $v$. Thus $q_1 \xrightarrow{d} Y q_2$ implies $q_1 \xrightarrow{d} X q_2$.

It remains to show the other way around. Observe from Definition 18 of the quotient for TIOTS that there are two cases involving a delay (actually three, but we do not consider the universal location in this lemma). So a delay is only possible from $q_1$ if either $q_1^{[T]_{\text{sem}}} \xrightarrow{d} q_2^{[T]_{\text{sem}}} \wedge q_1^{[S]_{\text{sem}}} \xrightarrow{d} q_2^{[S]_{\text{sem}}}$ or $q_1^{[S]_{\text{sem}}} \xrightarrow{d} q_2^{[S]_{\text{sem}}}$. So a delay is not possible if $q_1^{[T]_{\text{sem}}} \xrightarrow{d} q_2^{[T]_{\text{sem}}} \wedge q_1^{[S]_{\text{sem}}} \xrightarrow{d} q_2^{[S]_{\text{sem}}}$. It follows from Definition 3 of the semantic that $q_1^{[T]_{\text{sem}}} = (T^1, v^T)$ and $v^T + d \not\models \text{Inv}(T^1)$ or $\exists d' \in \mathbb{R}_{\geq 0}, d' < d : v^T + d' \not\models \text{Inv}(T^1)$; similarly we have that $q_1^{[S]_{\text{sem}}} = (i^S, v^S)$, $v^S + d \models \text{Inv}(i^S)$, and $\forall d' \in \mathbb{R}_{\geq 0}, d' < d : v^S + d' \models \text{Inv}(i^S)$. Without loss of generality, we can state that $d' = 0.15$, so $v^T + 0.15 \not\models \text{Inv}(T^1)$, which simplifies to $v^T \not\models \text{Inv}(T^1)$. We have also that $v^S + 0.15 \models \text{Inv}(i^S)$. Combining this information, we have that $v \not\models \neg \text{Inv}(T^1) \land \text{Inv}(i^S)$, where we used the fact that $\text{Clk}^T \cap \text{Clk}^S = \emptyset$. But this contradicts with the assumption in the lemma. Thus we can conclude that if $v \not\models \neg \text{Inv}(T^1) \land \text{Inv}(i^S)$, then $q_1 \xrightarrow{d} X q_2$ implies $q_1 \xrightarrow{d} Y q_2$. 

\footnote{In case there would be a $d' > 0$ such that $v^T + d' \models \text{Inv}(T^1)$, we can first delay $d'$ in $[T]_{\text{sem}} \setminus [S]_{\text{sem}}$ such that the reached state can no longer delay.}
Lemma 25  Given specification automata $S = (\text{Loc}^S, l_0^S, \text{Act}^S, \text{Clk}^S, E^S, \text{Inv}^S)$ and $T = (\text{Loc}^T, l_0^T, \text{Act}^T, \text{Clk}^T, E^T, \text{Inv}^T)$ where $\text{Act}^S \cap \text{Act}^T = \emptyset$. Then $\text{cons}[T\setminus S]^p = \text{cons}[T\setminus S]^p = \text{cons}[T\setminus S]^p$.

Proof  We will proof this by using the $\Theta$ operator. First, observe that the semantic of a TIOA and the reduced quotient do not alter the action set. Therefore, it follows directly that $[T\setminus S]^p$ and $[T]_\text{sem} \setminus [S]_\text{sem}$ have the same action set and partitioning into input and output actions, except that $[T\setminus S]^p$ has an additional input event $i_{\text{new}}$, i.e., $\text{Act}[T\setminus S]^p \cup \{i_{\text{new}}\} = \text{Act}[T]_\text{sem} \setminus [S]_\text{sem}$.

It follows from Lemma 20 that there is a bijective function $f$ relating states from $[T\setminus S]^p$ and $[T]_\text{sem} \setminus [S]_\text{sem}$ together. Therefore, we can effectively say that they have the same state set (up to relabeling), i.e., $Q^{[T\setminus S]^p} = Q^{[T]_\text{sem} \setminus [S]_\text{sem}}$. For brevity, in the rest of this proof we write we write $X = [T\setminus S]^p$, $Y = [T]_\text{sem} \setminus [S]_\text{sem}$, $\text{Clk} = \text{Clk}^T \uplus \text{Clk}^S$, and $v^S$ and $v^T$ to indicate the part of a valuation $v$ of only the clocks of $S$ and $T$, respectively. Note that $x_{\text{new}} \notin \text{Clk}$, but $x_{\text{new}} \in \text{Clk}^X$.

We will show for any postfixed point $P$ of $\Theta$ that $\Theta[T\setminus S]^p \subseteq \Theta[T]_\text{sem} \setminus [S]_\text{sem} \subseteq \Theta[T\setminus S]^p$. (The $X \subseteq Y$) Consider a state $q^X \in P$. Because $P$ is a postfixed point of $\Theta^X$, it follows that $q^X \in \Theta^X(P)$. From the definition of $\Theta$, it follows that $q^X \in \text{err}^X(P)$ and $q^X \in \{q_1 \in Q^X \mid \forall d \geq 0 : [\forall q_2 \in Q^X : q_1 \overset{d}{\rightarrow} X q_2 \Rightarrow q_2 \in P \land \forall i ? \in Act_i^X : \exists q_3 \in P : q_2 \overset{i?}{\rightarrow} X q_3] \lor [\exists d' \leq d \land \forall q_2, q_3 \in P \land \exists l \in \text{Act}^X : q_1 \overset{d'}{\rightarrow} X q_2 \land q_2 \overset{\ell}{\rightarrow} X q_3 \land \forall i ? \in \text{Act}_i^X : \exists q_4 \in P : q_2 \overset{i?}{\rightarrow} X q_4]\}$.

Consider a $d \in \mathbb{R}_{\geq 0}$. Then the left-hand side or the right-hand side of the disjunction is true (or both).

- Assume the left-hand side is true, i.e., $\forall q_2 \in Q^X : q^X \overset{d}{\rightarrow} X q_2 \Rightarrow q_2 \in P \land \forall i ? \in Act_i^X : \exists q_3 \in P : q_2 \overset{i?}{\rightarrow} X q_3$. Pick a $q_2 \in Q^X$. The implication is true when $q^X \overset{d}{\rightarrow} X q_2$ or $q^X \overset{d}{\rightarrow} X q_2 \land q_2 \in P \land \forall i ? \in Act_i^X : \exists q_3 \in P : q_2 \overset{i?}{\rightarrow} X q_3$.

  - Consider the first case. This case is only applicable if $q^X = (l_e, v)$, since in Definition 19 of the quotient for TIOA only location $l_e$ has an invariant other than $T$. But then $q^X \in \text{inv}^X(P)$. This contradicts with the fact that $q^X \in \Theta(P)$ implies that $q^X \in \text{err}^X(P)$. Thus this case is infeasible.

  - Consider the second case. From Definition 3 of the semantic of a TIOA and Definition 22 of the ~-reduced quotient of $[T\setminus S]_\text{sem}$ it follows that $v_1 + d = \text{Inv}(T\setminus S)(l_1)$ for $q^X = (l_1, v_1)$, $q_2 = (l_1, v_1 + d)$, $l_1 \in \text{Loc}(T\setminus S)$, and $v_1 \in [\text{Clk} \mapsto \mathbb{R}_{\geq 0}]$. Since $q^X \in \text{err}^X(P)$, we have that $l_1 \neq l_e$, thus $\text{Inv}(T\setminus S)(l_1) = T$. Now, pick $i \in Act_i^X$ and $q_3 \in Q^X$ such that $q_2 \overset{i?}{\rightarrow} X q_3$ and $q_3 \in P$. From Definition 3 of the semantic of a TIOA it follows that $(l_1, i?, \varphi, e, l_3) \in E^T\setminus S$, $q_3 = (l_3, v_3)$, $v_1 + d \models \varphi$, $v_3 = v_1 + d[v \mapsto 0]$, and $v_3 \models \text{Inv}(T\setminus S)(l_3)$.

  From Lemma 24 it follows that $q^X \overset{d}{\rightarrow} Y q_2$ if $v \not\models \neg \text{Inv}(l^T) \land \text{Inv}(l^S)$. In case that $v \models \neg \text{Inv}(l^T) \land \text{Inv}(l^S)$, we have from Definitions 19, 3, and 22 that $q^X \overset{i_{\text{new}}}{\rightarrow} X e$. But since $e \in \text{err}^X(P)$, it follows that $e \notin P$. Therefore, this case is infeasible. Thus we have that $q^X \overset{d}{\rightarrow} Y q_2$ in $Y$. 
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Now, consider the eleven cases from Definition 19 of quotient of TIOAs. Remember that \( \text{Act}_T^S = \text{Act}_{T_1}^T \cup \text{Act}_T^S \cup \{ \text{new} \} \).

1. \( i? \in \text{Act}_T^S \cap \text{Act}_T, l_1 = (l_1^T, l_1^T_1), l_3 = (l_3^T, l_3^T_1), \varphi = \varphi_T \land \text{Inv}(l_3^T_1)[r \mapsto 0]_{r \in \text{enc}} \land \varphi^S \land \text{Inv}(l_1^T_1) \land \text{Inv}(l_3^T_1)[r \mapsto 0]_{r \in \text{enc}}, c = c_T \land c^S, (l_1^T, i, \varphi_T, c_T, l_3^T_1) \in E^T, \) and \((l_1^T, i, \varphi^S, c^S, l_3^T_1) \in E^S). Since \( v_1 + d \models \varphi \), it holds that \( v_1 + d \models \text{Inv}(l_1^T_1) \), \( v_1 + d \models \text{Inv}(l_3^T_1)[r \mapsto 0]_{r \in \text{enc}}, v_1 + d \models \varphi^S, v_1 + d \models \text{Inv}(l_3^T_1)[r \mapsto 0]_{r \in \text{enc}} \), and \( v_1 + d \models \text{Inv}(l_3^T)[r \mapsto 0]_{r \in \text{enc}} \). Therefore, \( v_1^T = v_1 + d \). Thus, we can simulate a transition in \( S \). Combining all information about \( v_1 \), there follows that \((l_1^T, v_1^T + d) \models (l_3^T, v_3^T) \) in \([S]_{\text{sem}}\).

Now, from Definition 18 it follows that \((l_1^T, v_1^T + d, l_1^T, v_1^T + d) = (l_1^T, v_1^T + d) \models \varphi \). Since \( v_1 + d \models \varphi \) and \( \text{Clk}^S \cap \text{Clk}^T = \emptyset \), it follows from Definition 3 that \( \varphi \models \text{Inv}(l_3^T_1)[r \mapsto 0]_{r \in \text{enc}} \) and \( \varphi^S \models \text{Inv}(l_3^T)[r \mapsto 0]_{r \in \text{enc}} \). Therefore, \( v_3^S = v_1^S \). Thus, we can simulate a transition in \( Y \). Also, observe now that \( q_2^Y \) and \( q_3^S = q_3^Y \).

2. \( i? \in \text{Act}_T^S \setminus \text{Act}_T, l_1 = (l_1^T, l_1^T), l_3 = (l_3^T, l_3^T), \varphi = \varphi^S \land \text{Inv}(l_3^T) \land \text{Inv}(l_3^T)[r \mapsto 0]_{r \in \text{enc}}, c = c_T, c^S, l_1^T \in \text{Loc}^T, \) and \((l_1^T, i?, \varphi, c^S, l_3^T) \in E^S). Since \( v_1 + d \models \varphi \) and \( \text{Clk}^S \cap \text{Clk}^T = \emptyset \), it holds that \( v_1^T + d \models \varphi^S, v_1^T + d \models \text{Inv}(l_3^T_1), \) and \( v_1^T + d \models \text{Inv}(l_3^T)[r \mapsto 0]_{r \in \text{enc}} \). Therefore, \( v_3^S = v_1^S \). Thus, we can simulate a transition in \( Y \). Also, observe now that \( q_2^Y \) and \( q_3^S = q_3^Y \).

3. \( i! \in \text{Act}_T^S, l_1 = (l_1^T, l_1^T), l_3 = l_u, \varphi = \neg G_S, c = \emptyset, l_1^T \in \text{Loc}^T, \) and \( G_S = \{ \varphi \land \text{Inv}(l_3^T_1)[r \mapsto 0]_{r \in \text{enc}} \mid (l_1^T, a, \varphi, c^S, l_3^T) \in E^S \}. \)

Since \( v_1 + d \models \varphi \) and \( \text{Clk}^S \cap \text{Clk}^T = \emptyset \), it holds that \( v_1^T + d \models \neg G_S \). Therefore, \( v_1^T + d \not\models G_S, \) which indicates that \((l_1^T, a, \varphi^S, c^S, l_3^T) \in E^S, v_1^T + d \not\models \varphi^S \land \text{Inv}(l_3^T)[r \mapsto 0]_{r \in \text{enc}} \). This means that \( v_1^S \neq d \models \varphi^S \) or \( v_1^S + d \not\models \text{Inv}(l_3^T)[r \mapsto 0]_{r \in \text{enc}} \) or both, where the second option is equivalent to \( v_1^T + d \not\models \text{Inv}(l_3^T) \). From Definition 3 we can conclude that \((l_1^T, v_1^T + d) \models (l_3^T, v_3^T) \) in \([S]_{\text{sem}}\). From Definition 3 it also follows that \((l_1^T, v_1^T + d) \models Q^T_{\text{sem}}\). Now, following Definition 18, we have transition \((l_1^T, l_1^T, l_1^T, v_1^T + d) = (l_1^T, l_1^T, v_1^T + d) = q_2^Y \).
$Y u = q_3^Y$ in $Y$. Thus we can simulate a transition in $Y$. Also, observe now that $q_2 = q_2^Y$ and $q_3 = q_3^Y$ (where $(l_u, v_3)$ is mapped into $u$ by $f$ from Lemma 20).

4. $i? \in \Act^S \cup \Act^T$, $l_1 = (l_1^T, l_1^S)$, $l_3 = l_e$, $\varphi = \neg \Inv(l_1^S)$, $c = \emptyset$, $l_1^T \in \Loc^T$, and $l_3^S \in \Loc^S$. (If $i? = i_{new}$, this case is trivial, see item 8 and 10 below.) Since $v_1 + d \models \varphi$ and $\Clk^S \cap \Clk^T = \emptyset$, it holds that $v_1^S + d \models \neg \Inv(l_1^S)$. Therefore, $v_1^Y + d \not\models \Inv(l_1^S)$. Since we delayed into state $q_2^Y$, it must hold that the delay was according to rule 6 of Definition 18 of the quotient for TIOTS. Therefore, $q_2^Y = u \in P$. From Definition 18 it also follows that $u = q_2^Y i? \rightarrow Y u = q_3^Y$ in $Y$. Thus we can simulate a transition in $Y$. Also, observe now that $q_3 = q_3^Y$ (where $(l_u, v_3)$ is mapped into $u$ by $f$ from Lemma 20).

5. $i! \in \Act^o_0 \cap \Act^o_T$, $l_1 = (l_1^T, l_1^S)$, $l_3 = l_e$, $\varphi = \varphi^S \land \Inv(l_1^S) \models 0)_{r \in e^S} \land \neg \G_T$, $c = \{x_{new}\}$, $(l_1^T, a, \varphi ^T, c^T, l_3^T) \in E^S$, and $G_T = \bigwedge \{\varphi^T \land \Inv(l_1^T) r \rightarrow 0)_{r \in e^T} \land \bigwedge (l_1^T, a, \varphi_T^T, c^T, l_3^T) \in E^T\}$. Since $v_1 + d \models \varphi$, it holds that $v_1 + d \models \neg \G_S$ and $v_1 + d \models \neg G_T$. Because $\Clk^S \cap \Clk^T = \emptyset$, it holds that $v_1^T + d \models \neg \G_S$ and $v_1^T + d \models \neg \G_T$. This indicates that $v_1^S + d \not\models \G_S$ and $v_1^T + d \not\models \G_T$, which implies that $v_1^S + d \not\models \varphi^S \land \Inv(l_1^S) \models 0)_{r \in e^S}$ and $\bigwedge (l_1^T, a, \varphi_T^T, c^T, l_3^T) \in E^T$, $v_1^T + d \not\models \varphi^T \land \Inv(l_1^T) \models 0)_{r \in e^T}$. This means that $v_1^S + d \not\models \varphi^S$ or $v_1^T + d \not\models \Inv(l_1^T) \models 0)_{r \in e^T}$ or both for $S$, and $v_1^T + d \not\models \varphi^T$ or $v_1^T + d \not\models \Inv(l_1^T) \models 0)_{r \in e^T}$ or both for $T$, where the second option for both $S$ and $T$ is equivalent to $v_1^S + d(r \rightarrow 0)_{r \in e^S} \not\models \Inv(l_1^S)$ and $v_1^T + d(r \rightarrow 0)_{r \in e^T} \not\models \Inv(l_1^T)$, respectively. It follows from Definition 3 that $(l_1^S, v_1^S + d) \xrightarrow{i!} [S]_{sem}$ and $(l_1^T, v_1^T + d) \xrightarrow{i!} [T]_{sem}$.

7. $a = i_{new}$, $l_1 = (l_1^T, l_1^S)$, $l_3 = l_e$, $\varphi = \neg \Inv(l_1^T) \land \Inv(l_1^S)$, $c = \{x_{new}\}$, $l_1^T \in \Loc^T$, and $l_1^S \in \Loc^S$. Since the target location is the error location, it holds that $q_3 \not\in P$. Thus this case is not feasible.

8. $a = i_{new}$, $l_1 = (l_1^T, l_1^S)$, $l_3 = l_e$, $\varphi = \Inv(l_1^T) \lor \neg \Inv(l_1^S)$ and $c = \emptyset$. First note that $i_{new} \notin \Act^T$. Now, since $c = \emptyset$, it follows that $v_3 = v_1 + d$. Therefore, $q_2 = q_3$. Since $q_3 \in P$, it follows $q_2 \in P$. Since $q_2 = q_2^Y$, it follows that $q_2^Y \in P$.

9. $i? \in \Act^T \setminus \Act^S$, $l_1 = (l_1^T, l_1^S)$, $l_3 = (l_3^T, l_3^S)$, $\varphi = \varphi^T \land \Inv(l_1^T) \models 0)_{r \in e^T} \land \Inv(l_1^S)$, $c = c^T$, $l_1^S \in \Loc^S$, and $(l_1^T, ?i?, \varphi_T^T, c^T, l_3^T) \in E^T$. Since $v_1 + d \models \varphi$ and $\Clk^S \cap \Clk^T = \emptyset$, it holds that $v_1^T + d \models \varphi^T$ and $v_1^T + d \models \Inv(l_1^T) \models 0)_{r \in e^T}$. Since $v_3 = v_1 + d(r \rightarrow 0)_{r \in e^T} \models c = c^T$, it holds that $v_3^T = v_1^T + d(r \rightarrow 0)_{r \in e^T}$, $v_3^S = v_1^S + d$, and $v_3^T \models \Inv(l_1^T)$. Combining all information above about $T$, it follows...
from Definition 3 that \((l_1^T, v_1^T + d) \rightarrow l_2^T\) in \([T]_{\text{sem}}\). From Definition 3 it also follows that \((l^S, v_1^S + d) \in Q^{[l^S]_{\text{sem}}}\). Therefore, following Definition 18 it follows that \(((l_1^T, v_1^T + d), (l^S, v_1^S + d)) = (l_1^T, v_1^T + d) = q_2^Y \rightarrow q_3^Y (l_2^T, v_3^T), (l^S, v_1^S + d)) = (l_3^T, v_3^T) = q_3^Y\) in \(Y\). Thus, we can simulate a transition in \(Y\). Also, observe now that \(q_2 = q_2^Y\) and \(q_3 = q_3^Y\).

10. \(i? \in A \cup A^T, l_1 = l_u, l_3 = l_e, \varphi = T, c = \emptyset\). Since \(q_1^X = q_3^Y\), it follows from Definition 18 of the quotient for TIOTS that \(Y\) delayed within state \(u\) as well, i.e., \(q_2^X = q_2^Y\). Therefore, using Definition 18 again, we have that there exists a transition \(q_2^Y = u \rightarrow q_3^Y\) in \(Y\). Thus, we can simulate a transition in \(Y\). Also, observe now that \(q_2 = q_2^Y\) and \(q_3 = q_3^Y\).

11. \(a \in A \cup A^T, l_1 = l_e, l_3 = l_e, \varphi = x_{\text{new}} = 0, c = \emptyset\). Since the target location is the error location, it holds that \(q_3^X \notin P\). Thus this case is not feasible.

So, in all feasible cases we have that \(q_2^Y \rightarrow q_3^Y\) is a transition in \(Y\) if \(i? \neq i_{\text{new}}\). When \(i? = i_{\text{new}}\), we have shown explicitly that \(q_2^Y \in P\). As the analysis above is independent of the particular \(i?\), \(q_2^Y \rightarrow q_3^Y\) is a transition in \(Y\) for all \(i? \in A_i^T\). Furthermore, all feasible cases show that \(q_2^Y, q_3^Y \in P\) directly, or because \(q_2^Y = q_2\) or \(q_3^Y = q_3\).

So, in both cases we have that for \(q_1^X \rightarrow q_2^Y \Rightarrow q_2^Y \in P \land \forall i? \in A_i^T : q_3^Y \in P \land q_2^Y \rightarrow q_3^Y\). As \(q_2\) is chosen arbitrarily, it holds for all \(q_2 \in Q^X = Q^Y\).

Therefore, the left-hand side is true.

• Assume the right-hand side is true, i.e., \(\exists d' \leq d \land \exists q_2, q_3 \in P \land \exists o! \in A_o^X : q_1^X \rightarrow q_2^Y \land q_3^Y \rightarrow q_4^X \land \forall i? \in A_i^T : q_4^X \in P : q_2^Y \rightarrow q_4^X\).

Following Definition 3 of the semantic of a TIOA and Definition 22 of the \(\sim\)-reduced quotient of \([T \setminus S]_{\text{sem}}\), we have that \(q_1^X = (l_1, v_1), q_2 = (l_1, v_1 + d'), q_3 = (l_3, v_3), q_4 = (l_4, v_4), l_1, l_3, l_4 \in \text{Loc}^T \setminus S, v_1, v_3, v_4 \in [\text{Clk} \mapsto \mathbb{R}_{\geq 0}], v_1 + d' = \text{Inv}^T \setminus S(l_1), \exists (l_1, o!, \varphi, c, l_3) \in E^T \setminus S, v_1 + d' \models \varphi, v_3 = v_1 + d'[\forall r \in e, v_3 \models \text{Inv}^T \setminus S(l_3)\). First, focus on the delay transition.

From Lemma 24 it follows that \(q_1^X \rightarrow q_2^Y\) if \(v \models \neg \text{Inv}(l^T) \land \text{Inv}(l^S)\). In case that \(v \models \neg \text{Inv}(l^T) \land \text{Inv}(l^S)\), we have from Definitions 19, 3, and 22 that \(q_1^X \rightarrow q_2^Y\). But since \(e \in \text{err}^X(T)\), it follows that \(e \notin P\). Since \(i_{\text{new}}\) is an input action, it must hold that \(q_2 \notin P\) (see analysis above in the proof). Therefore, this case is infeasible. Thus we have that \(q_1^X \rightarrow q_2^Y\).

Now consider the output transition labeled with \(o!\). Remember that \(A_o^T \setminus S = A_o^T \setminus A_o^T \cup A_o^S \setminus A_o^T\). We have to consider the eleven cases from Definition 19 of the quotient for TIOA. We can use the exact same argument as before (where now rules 3, 5, and 6 have become infeasible) to show that \(q_2 \rightarrow q_3\) is a transition in \(Y\) for all feasible cases. As the analysis is independent of the particular \(o!\), we can conclude that \(q_1^X \rightarrow q_2^Y \land q_2 \rightarrow q_3^Y\) with \(q_2, q_3 \in P\).

Finally, consider the input transitions labeled with \(i?\). Using the same argument as before, we can show that \(q_2 \rightarrow q_4\) in \(X\) is also a transition in \(Y\), and \(q_4 \in P\).
Therefore, we can conclude that $q^X \xrightarrow{d'} Y q_2 \land q_2 \xrightarrow{\text{ol}_Y} Y q_3 \land \forall i? \in \Act_i^Y : \exists q_4 \in P : q_2 \xrightarrow{\iota^Y_i} Y q_4$ with $q_2, q_3, q_4 \in P$. Thus, the right-hand side is true.

Thus, we have shown that when the left-hand side is true for $q^X$ in $X$, it is also true for $q^X$ in $Y$; and that when the right-hand side is true for $q^X$ in $X$, it is also true for $q^X$ in $Y$. Thus, $q^X \in \Theta^Y(P)$. Since $q^X \in P$ was chosen arbitrarily, it holds for all states in $P$. Once we choose $P$ to be the fixed-point of $\Theta^X$, we have that $\Theta^X(P) \subseteq \Theta^Y(P)$.  

$(\Theta^Y(P) \subseteq \Theta^X(P))$ Consider a state $q^Y \in P$. Because $P$ is a postfixed point of $\Theta^Y$, it follows that $p \in \Theta^X(Y)$. From the definition of $\Theta$, it follows that $q^Y \in \text{err}^Y(P)$ and $q^Y \in \{q \in \mathcal{Q}^Y \mid \forall d \geq 0 : (\forall q_2 \in \mathcal{Q}_3^Y : q \xrightarrow{d} Y q_2 \Rightarrow q_2 \in P \land \forall i? \in \Act_i^Y : \exists q_3 \in P : q_2 \xrightarrow{i^Y_i} Y q_3 \} \lor [\exists d' \leq d \land \exists q_2, q_3 \in P \land \exists \text{ol}_i \in \Act^Y : q \xrightarrow{d'} Y q_2 \land q_2 \xrightarrow{\text{ol}_Y} Y q_3 \land \forall i? \in \Act_i^Y : \exists q_4 \in P : q_2 \xrightarrow{\iota^Y_i} Y q_4\}$. Now we focus on the second part of the definition of $\Theta$.

Consider a $d \in \mathbb{R}_{\geq 0}$. Then the left-hand side or the right-hand side of the disjunction is true (or both).

- Assume the left-hand side is true, i.e., $\forall q_2 \in \mathcal{Q}^Y : q^Y \xrightarrow{d} Y q_2 \Rightarrow q_2 \in P \land \forall i? \in \Act_i^Y : \exists q_3 \in P : q_2 \xrightarrow{i^Y_i} Y q_3$. Pick a $q_2 \in \mathcal{Q}^Y$. The implication is true when $q^Y \xrightarrow{d} Y q_2$ or $q^Y \xrightarrow{d} Y q_2 \land q_2 \in P \land \forall i? \in \Act_i^Y : \exists q_3 \in P : q_2 \xrightarrow{i^Y_i} Y q_3$.
  
  - Consider the first case. From Lemma 24 it follows that $q^Y \xrightarrow{d} Y$ if $v \models \neg \text{Inv}(l^1) \land \text{Inv}(l^3)$ with $q^Y = (l_1, v_1)$. Now we have from Definitions 19, 3, and 22 that $q^Y \xrightarrow{i_{\text{new}}^Y} X$. But since $e \in \text{err}^Y(P)$, it follows that $e \notin P$. Since $i_{\text{new}}$ is an input action, it must hold that $(l_1, v_1) \notin P$ for any valuation $v$ (see analysis above in the proof). Therefore, $q^Y \xrightarrow{d} X$. Thus the implication also holds for $q_2$ in $X$.

  - Consider the second case. From Definition 19 of the quotient for TIOA it follows that $\text{Inv}(l^1) \land \text{Inv}(l^3) = T$. Therefore, with Definition 3 of the semantic and Definition 22 of the $\sim$-reduced quotient of $[T \setminus S]_{\text{sem}}$ it follows that $q^Y \xrightarrow{d} X q_2$. Now, pick an $i? \in \Act_i^Y$ with its corresponding $q_3$ according to the implication. Remember that $\Act_i^Y = \Act_i^X \cup \Act_i^0$. We have to consider the ten cases from Definition 18.

1. $i? \in \Act^S \cap \Act^T$, $q_2^Y = (q_2^T)_{\text{sem}}, q_2^S_{\text{sem}}), q_3^Y = (q_3^T)_{\text{sem}}, q_3^S_{\text{sem}}), [q_2^T]_{\text{sem}} \xrightarrow{i?} [T]_{\text{sem}} q_3^T_{\text{sem}}$, and $q_2^S_{\text{sem}} \xrightarrow{i?} [S]_{\text{sem}} q_3^S_{\text{sem}}$. From Definition 3 of semantic it follows that there exists an edge $(l_2^T, i, \varphi^T, c^T, l_3^T) \in E^T$ with $q_2^T_{\text{sem}} = (l_2^T, v_2^T, q_3^T_{\text{sem}} = (l_3^T, v_3^T), l_2^T, l_3^T \in \text{Loc}^T, v_2^T, v_3^T \in [\text{Clk}^T \mapsto \mathbb{R}_{\geq 0}], v_2^T \models \varphi^T, v_3^T \models v_2^T[r \mapsto 0]_{r \in e^T},$ and $v_3^T \models \text{Inv}^T(l_3^T)$. Similarly, it follows from the same definition that there exists an edge $(l_2^S, i, \varphi^S, c^S, l_3^S) \in E^S$ with $q_2^S_{\text{sem}} = (l_2^S, v_2^S, q_3^S_{\text{sem}} = (l_3^S, v_3^S), l_2^S, l_3^S \in \text{Loc}^S, v_2^S, v_3^S \in [\text{Clk}^S \mapsto \mathbb{R}_{\geq 0}], v_2^S \models \varphi^S, v_3^S = v_2^S[r \mapsto 0]_{r \in e^S},$ and $v_3^S \models \text{Inv}^S(l_3^S)$. Based on Definition 19 of the quotient for TIOA, we need to consider the following two cases.

* $v_2^S \models \text{Inv}(l_2^S)$. In this case, there exists an edge $(l_2^T, l_2^S, i, \varphi^T \land \text{Inv}(l_2^T)[r \mapsto 0]_{r \in e^T} \land \varphi^S \land \text{Inv}(l_2^S) \land \text{Inv}(l_2^T)[r \mapsto 0]_{r \in e^S}, c^T \cup$
c^S, (l^S_2, l^S_3)) in T \ S. Let v_i, i = 1, 2 be the valuations that combines the one from T with the one from S, i.e. \forall r \in Ck^T : v_i(r) = v^T_i(r) and \forall r \in Ck^S : v_i(r) = v^S_i(r). Because Ck^T \cap Ck^S = \emptyset, it holds that v_2 \models \varphi^T, v_2 \models \varphi^S, and v_2 \models Inv(l^S_2), thus v_2 \models \varphi^T \land \varphi^S \land Inv(l^S_2); v_3 = v_2[r \mapsto 0]_{r \in \text{c}_S^T \cup \text{c}_S}; and v_3 \models Inv^T(l^S_3) and v_3 \models Inv^S(l^S_3), thus v_3 \models Inv^T(l^S_3) \land Inv^S(l^S_3).

From Definition 3 it now follows that ((l^T_2, l^S_2), v_2) \rightarrow ((l^T_2, l^S_3), v_3) is a transition in \sem{[T \ S]} sem. Because Ck^T \cap Ck^S = \emptyset, we can rearrange the states into ((l^T_2, l^S_2), v_2) = ((l^T_2, v^S_2), (l^T_2, v^S_2)) = q_2 Y and ((l^T_2, l^S_3), v_3) = ((l^T_2, v^S_3), (l^T_3, l^S_3)) = q_3 Y. Thus, q_2 \rightarrow q_3 Y is a transition in \sem{[T \ S]} sem = Y. Also, observe now that q_2 Y = q_2 Y and q_3 Y = q_3 Y.

* v^S_2 \not\models Inv(l^S_2). In this case, state q_2 = (l^T_2, v^S_2, l^S_2) cannot be reached by delaying into it, since v_2 \not\models Inv(l^S_2) implies with Definition 3 of the semantic that vq^{S}\sem \in Q^{S}\sem we have v^S_2 \not\rightarrow q^{S}\sem^q_2 q^{S}\sem.

From Definition 18 we have that in this case q_2 Y \not\rightarrow^t Y u, and q_2 Y \not= u. Thus this case is infeasible.

2. i! \in Act^S \setminus Act^T, q_2 Y = (q[T_2] sem, q_2 [S] sem, q_3) = (q[T_2] sem, q_2 [S] sem), q[T_2] sem \in Q[T_2] sem, and q_2 [S] sem \rightarrow i! \rightarrow [S] sem q_2 [S] sem. From Definition 3 of semantic it follows that there exists an edge (l^S_2, i!, \varphi^S, e^S, l^S_3) \in E^S with q_2 [S] sem = (l^S_2, v^S_2), q_3) \in \sem{[T \ S]} sem, and q_2 [S] sem \rightarrow i! \rightarrow [S] sem q_2 [S] sem. From the same definition, it follows that q[T_2] sem = (l^T_2, v^T_2) for some l^T_2 \in Loc^T and v^T_2 \in [Ck^T \mapsto \mathbb{R} \geq 0]. Based on Definition 19 of the quotient for TIOA, we need to consider the following two cases.

* v^S_2 \models Inv(l^S_2). In this case, there exists an edge ((l^T_2, l^S_2), a, \varphi^S \land Inv(l^S_2)) in T \ S. Let v_3 = 1, 2 be the valuations that combines the one from T with the one from S, i.e. \forall r \in Ck^T : v_3(r) = v^T_3(r) and \forall r \in Ck^S : v_3(r) = v^S_3(r). Because Ck^T \cap Ck^S = \emptyset, it holds that v_2 \models \varphi^S, and v_2 \models Inv(l^S_2), thus v_2 \models \varphi^S \land Inv(l^S_2); v_3 = v_2[r \mapsto 0]_{r \in \text{c}_S}; and v_3 \models Inv^S(l^S_3).

Since Inv((l^T_2, l^S_3)) = T by definition T \ S, we have that v_3 \models Inv((l^T_2, l^S_3)). From Definition 3 it now follows that ((l^T_2, l^S_2), v_2) \rightarrow ((l^T_2, l^S_3), v_3) is a transition in \sem{[T \ S]} sem. Using Definition 22 of the reduced ~-quotient of \sem{[T \ S]} sem and Lemma 20, we can rearrange the states into ((l^T_2, l^S_2), v_2) = ((l^T_2, v^S_2), (l^T_2, v^S_2)) = q_2 Y and ((l^T_2, l^S_3), v_3) = ((l^T, v^S_3), (l^T_3, l^S_3)) = q_3 Y, and we can show that q_2 \rightarrow q_3 Y is a transition in \sem{[T \ S]} sem = X. Also, observe now that q_2 X = q_2 Y and q_3 X = q_3 Y.

* v^S_2 \not\models Inv(l^S_2). In this case, state q_2 = (l^T_2, v^S_2, l^S_2) cannot be reached by delaying into it, since v_2 \not\models Inv(l^S_2) implies with Definition 3 of the semantic that vq^{S}\sem \in Q^{S}\sem we have q^{S}\sem \rightarrow [S] sem q^{S}\sem. From Definition 18 we have that in this case q_2 Y \not\rightarrow^t Y u, and q_2 Y \not= u. Thus this case is infeasible.
3. \(i? \in \text{Act}^T \setminus \text{Act}^S\), \(q^Y_2 = (q^{T|\text{sem}}_2, q^{S|\text{sem}}_2), q^Y_3 = (q^{T|\text{sem}}_3, q^{S|\text{sem}}_3), q^{S|\text{sem}}_3 \in Q^{S|\text{sem}}, \) and \(q^{T|\text{sem}}_2 \rightarrow_i q^{T|\text{sem}}_3 \). From Definition 3 of semantic it follows that there exists an edge \(\left(\left(l^T_2, q^Y_2\right), \varphi^T, c^T, l^T_3\right) \in E^T\) with \(q^{T|\text{sem}}_2 = \left(l^T_2, v^T_2\right), q^{T|\text{sem}}_3 = \left(l^T_3, v^T_3\right), l^T_2, v^T_2, l^T_3, v^T_3 \in \text{Loc}^T\), and \(v^T_2 \models \text{Inv}^T(l^T_3)\).

From the same definition, it follows that \(q^{S|\text{sem}}_3 = (l^S, v^S)\) for some \(l^S \in \text{Loc}^S\) and \(v^S \in \{\text{Clk}^S \rightarrow \mathbb{R}_{\geq 0}\} \). Based on Definition 19 of the quotient for TIOA, we need to consider the following two cases.

* \(v^S_2 \models \text{Inv}^T(l^T_2)\). In this case, there exists an edge \(\left(\left(l^T_2, l^T_3\right), i?, \varphi^T \land \text{Inv}^S(l^S_2) \right) \in \text{Inv}^T(l^T_3)\) in \(T \setminus S\). Let \(v_1, i = 1, 2\) be the valuations that combines the one from \(T\) with the one from \(S\), i.e. \(\forall r \in \text{Clk}^T: v_1(r) = v^T_1(r)\) and \(\forall r \in \text{Clk}^S: v_1(r) = v^S_1(r)\). Because \(\text{Clk}^T \cap \text{Clk}^S = \emptyset\), it holds that \(v_2 \models \varphi^T\), and \(v_2 \models \text{Inv}^T(l^T)\). Thus \(v_3 = v_2[r \rightarrow 0]_{r \in c^T}\) and \(v_3 \models \text{Inv}^T(l^T_3)\).

Since \(\text{Inv}(\left(l^T_2, l^T_3\right)) = \top\) by definition \(T \setminus S\), we have that \(v_3 \models \text{Inv}(\left(l^T_2, l^T_3\right))\). From Definition 3 it now follows that \(\left(\left(l^T_2, l^T_3\right), v^T_2\right) \rightarrow_i \left(\left(l^T_3, l^T_3\right), v^T_3\right)\) is a transition in \(\left[T \setminus S\right]_{\text{sem}}\). Using Definition 22 of the reduced \(\sim\)-quotient of \(\left[T \setminus S\right]_{\text{sem}}\) and Lemma 20, we can rearrange the states into \(\left(\left(l^T_2, l^T_3\right), v^T_2\right) = \left(\left(l^T_2, v^T_2\right), \left(l^T_3, v^T_3\right)\right) = (l^T_2, v^T_2, l^T_3, v^T_3)\) and \(\left(\left(l^T_3, l^T_3\right), v^T_3\right) = (l^T_3, v^T_3)\), and we can show that \(v^Y_2 \rightarrow_i \top v^Y_3\) is a transition in \(\left[T \setminus S\right]_{\text{sem}}\) if \(Y = X\). Also, observe now that \(q^{Y}X = q^{Y}Y\) and \(q^{X}X = q^{X}Y\).

* \(v^S_2 \not\models \text{Inv}^T(l^T_2)\). In this case, state \(q^Y_2 = (l^T_2, v^T_2, l^T_2, v^S_2)\) cannot be delayed into it, since \(v^Y_2 \not\models \text{Inv}^T(l^T_2)\) implies with Definition 3 of the semantic that \(\forall v^S \in Q^{S|\text{sem}}\) we have \(q^{Y}S = q^{Y}S = q^{Y}S = q^{Y}S\). From Definition 18 we have that in this case \(q^Y \rightarrow_i Y u\) and \(q^Y \not\models u\). Thus this case is infeasible.

4. \(d \in \mathbb{R}_{\geq 0}\), \(q^Y_2 = (q^{T|\text{sem}}_2, q^{S|\text{sem}}_2), q^Y_3 = (q^{T|\text{sem}}_3, q^{S|\text{sem}}_3), q^{T|\text{sem}}_2 \rightarrow_d q^{T|\text{sem}}_3 \rightarrow_i q^{T|\text{sem}}_3, q^{S|\text{sem}}_2 \rightarrow_d q^{S|\text{sem}}_3 \rightarrow_i q^{S|\text{sem}}_3\). This case is infeasible, since \(i\not\equiv d\).

5. \(i! \in \text{Act}^S\), \(q^Y_2 = (q^{T|\text{sem}}_2, q^{S|\text{sem}}_2), q^Y_3 = u, q^{T|\text{sem}}_2 \rightarrow_i q^{T|\text{sem}}_3 \rightarrow_i q^{T|\text{sem}}_3, q^{S|\text{sem}}_2 \rightarrow_i q^{S|\text{sem}}_3 \rightarrow_i q^{S|\text{sem}}_3\). From Definition 3 of semantic it follows that \(q^{T|\text{sem}}_3 = (l^T, v^T)\) and \(q^{S|\text{sem}}_3 = (l^S, v^S)\). There are two reasons why \(q^{S|\text{sem}}_3 \rightarrow_i q^{S|\text{sem}}_3\), there might be no edge in \(E^S\) labeled with action \(i!\) from location \(l^S\) or none of the edges labeled with \(i!\) from \(l^S\) are enabled. An edge \(\left(l^S, i!, \varphi, c, l'^S\right) \in E^S\) is not enabled if \(v^S \not\models \varphi\) or \(v^S \models \varphi \land \text{Inv}^S(l'^S)\) (or both), which can also be written as \(v^S \not\models \varphi \land \text{Inv}^S(l'^S)\). Looking at the third rule in Definition 19 of the quotient for TIOA, we have that \(\left(\left(l^T, i!, \varphi, c, l'^S\right) \in E^S\right)\) and \(v^S \not\models \varphi \land \text{Inv}^S(l'^S)\). Because \(\text{Clk}^T \cap \text{Clk}^S = \emptyset\), it holds that \(v \models \neg G_S\).

Now, since \(\text{Inv}(l_u) = \top\) and no clocks are reset, it holds that \(v[r \rightarrow 0]_{r \in \emptyset} = v \models \text{Inv}(l_u)\). From Definition 3 it now follows that \(\left(\left(l^T, l^S\right), v\right) \rightarrow_i (l_u, v_3)\) is a transition in \(\left[T \setminus S\right]_{\text{sem}}\). From
the state label renaming function \( f \) from Lemma 20 we have that
\[
q_3^Y = f((l_u, v_3)) = u = q_3^Y \text{ and } q_2^Y = q_2^Y.
\]
And from Definition 22 of the reduced \( \sim \)-quotient of \( [T\setminus S]_{sem} \) we have that
\[
q_2^Y \xrightarrow{\sim} q_3^Y \text{ is a transition in } [T\setminus S]_{sem}.\]
6. \( d \in \mathbb{R}_{\geq 0} \), \( q_2^Y = (q[T]_{sem}, q[S]_{sem}) \), \( q_3^Y = u \), \( q[T]_{sem} \in Q[T]_{sem} \), and
\[
q[S]_{sem} \xrightarrow{d} [S]_{sem}.\]
This case is infeasible, since \( i? \neq d \).
7. \( i! \in Act^S \cap Act^T \), \( q_2^Y = (q[T]_{sem}, q[S]_{sem}) \), \( q_3^Y = e \), \( q[T]_{sem} \xrightarrow{a} [T]_{sem} \), and
\[
q[S]_{sem} \xrightarrow{a} [S]_{sem}.\]
Since the target location is the error location, it holds that \( q_3 \notin P \). Thus this case is not feasible.
8. \( i! \in Act^S \cap Act^T \), \( q_2^Y = (q[T]_{sem}, q[S]_{sem}) \), \( q_3^Y = (q[T]_{sem}, q[S]_{sem}) \),
\( q[T]_{sem} \xrightarrow{i!} [T]_{sem} \), and \( q[S]_{sem} \xrightarrow{i!} [S]_{sem} \). From Definition 3 of semantic it follows that
\( q[T]_{sem} = (l^T, v^T) \) and \( q[S]_{sem} = (l^S, v^S) \). There are two reasons why \( q[T]_{sem} \xrightarrow{i!} [T]_{sem} \); there might be no edge in \( E_T \)
notated with action \( i! \) from location \( l^T \) or none of the edges labeled with \( i! \) from \( l^T \) are enabled. An edge \( (l^T, i!, \varphi, c, l^T) \in E_T \) is not enabled if \( v^T \neq \varphi \) or \( v^T[r \mapsto 0] \in \mathbb{R} \) (or both). We can also be written as \( v^T \neq \varphi \land Inv(l^T)[r \mapsto 0] \in \mathbb{R} \). We have the exact same reasoning explaining \( q[S]_{sem} \xrightarrow{i!} [S]_{sem} \). Looking at the sixth rule in Definition 19 of the quotient for TIOA, we have that
\( ((l^T, l^S), i?, \neg G_T \land \neg G_S, \emptyset, (l^T, l^S)) \in E_T \setminus S \), \( v^T = \neg G_T \), \( v^S = \neg G_S \), and \( v[r \mapsto 0] \in \emptyset = v \). Because \( Clk^T \cap Clk^S = \emptyset \), it holds that
\( v = \neg G_T \land \neg G_S \).

Since \( Inv((l^T, l^S)) = T \) by definition of \( T\setminus S \), we have that \( v = \neg Inv((l^T, l^S)) \). From Definition 3 it now follows that
\( ((l^T, l^S), v) \xrightarrow{i?} ((l^T, l^S), v) \) is a transition in \( [T\setminus S]_{sem} \). Using Definition 22 of the reduced \( \sim \)-quotient of \( [T\setminus S]_{sem} \) and Lemma 20, we can rearrange the states into
\( ((l^T, l^S), v) = ((l^T, v^T), (l^S, v^S)) = q_2^Y = q_3^Y \), and we can show that
\( q_2^Y \xrightarrow{i?} q_3^Y \) is a transition in \( [T\setminus S]_{sem} \). Also, observe now that \( q_2^Y = q_2^Y \) and \( q_3^X = q_3^X \).

9. \( i \in Act^T \cup Act^S \cup \mathbb{R}_{\geq 0} \), \( q_2^Y = u \), \( q_3^Y = u \). There are two cases how \( q_2^Y = u \) could have been reached by a delay.
* \( q_Y = u \). In this case, it follows directly from Definition 19 that
\( (l_u, i?, T, \emptyset, l_u) \in E_{T\setminus S} \). Since any valuation satisfies a true guard and by definition of \( T\setminus S \) that \( Inv(l_u) = T \), we have with
Definition 3 of semantic that \( (l_u, v) \xrightarrow{i?} (l_u, v) \) is a transition in \( [T\setminus S]_{sem} \). From the state label renaming function \( f \) from Lemma 20 we have that
\( q_2^X = q_2^Y \) and \( q_3^X = f((l_u, v)) = u = q_3^Y \).
And from Definition 22 of the reduced \( \sim \)-quotient of \( [T\setminus S]_{sem} \)
we have that \( q_2^Y \xrightarrow{i?} q_3^Y \) is a transition in \( [T\setminus S]_{sem} \).
* \( q_Y = (l^T, v^T, l^S, v^S) \in Q_Y \) with \( v^S + d \not\equiv Inv(l^S) \). In this case, it follows from Definitions 19, 3, and 22 that
\( q_Y \xrightarrow{d} (l^T, l^S, v^T, v^S + d) \) in \( X \). Furthermore, it follows directly from Definition 19 that
\( ((l^T, l^S), i?, \neg Inv(l^S), \emptyset, l_u) \in E_{T\setminus S} \). Since \( v^S + d \not\equiv Inv(l^S) \), we have
\( v^S + d \not\equiv Inv(l^S) \). By definition of \( T\setminus S \) we have that
\( Inv(l_u) = T \), thus \( v^S + d[r \mapsto 0] \in \emptyset = v + d \not\equiv Inv(l_u) \). Now, with Definition 3 of semantic we it follows that \( (l_u, v + \)
Thus, we have shown that when the left-hand side is true for output actions, except that $q_2^Y \overset{i_2}{\rightarrow} q_3^Y$ is a transition in $[T \setminus S]_{sem}$. From the state label renaming function $f$ from Lemma 20 we have that $q_3^X = f((l_u, v + d)) = u = q_3^Y$. And from Definition 22 of the reduced $\sim$-quotient of $[T \setminus S]_{sem}$ we have that $q_2^Y \overset{i_2}{\rightarrow} q_3^Y$ is a transition in $[T \setminus S]_{sem} = X$.

10. $a \in Act_i^T \cup Act_o^S$, $q_2^Y = e$, $q_3^Y = e$. Since the target location is the error location, it holds that $q_3 \notin P$. Thus this case is not feasible.

Thus, in all feasible cases we can show that $q_2^Y \overset{i_2}{\rightarrow} q_3^Y$ implies $q_2^Y \overset{i_2}{\rightarrow} X q_3^Y$. Since we have chosen an arbitrarily $i? \in Act_i^X$, it holds for all $i? \in Act_i^X$.

It remains to be shown that $q_2 \overset{i_{new}}{\rightarrow} X q_3$ and $q_3 \in P$, since $i_{new} \notin Act_i^Y$.

We only have to consider five cases from Definition 19 that involve $i_{new}$ (rule 4, 7, 8, 10, and 11). Using the same arguments as in these cases when we were considering $\Theta^X(P) \subseteq \Theta^X(P)$ we can conclude that $q_3 \in P$ in all feasible cases for $i_{new}$. Thus the implication also holds for $q_2$ in $X$.

Thus, in both cases the implication holds. Therefore, we can conclude that $q^Y \overset{d'}{\rightarrow} X q_2 \Rightarrow q_2 \in P \land \forall i? \in Act_i^X : \exists q_3 \in P : q_2 \overset{i_2}{\rightarrow} X q_3$. As $q_2$ is chosen arbitrarily, it holds for all $q_3 \in Q^X = Q^Y$. Therefore, the left-hand side is true.

- Assume the right-hand side is true, i.e., $\exists d' \leq d \land \exists q_3 \in P \land \exists o! \in Act_o^Y : q^d' q_2 \in X q_3 \land \forall i? \in Act_i^X : \exists q_3 \in P : q_2 \overset{i_2}{\rightarrow} Y q_4$. First, focus on the delay. From Definition 19 of the quotient for TIOA it follows that $Inv((i^T, i^S)) = T$. Therefore, with Definition 3 of the semantic and Definition 22 of the $\sim$-reduced quotient of $[T \setminus S]_{sem}$ it follows that $q^Y \overset{d'}{\rightarrow} X q_2$.

Now, consider the output transition labeled with $o!$. Remember that $Act_o^X = Act_o^T \setminus Act_o^S \cup Act_i^S \setminus Act_i^T$. We have to consider the ten cases from Definition 18. We can use the exact same argument as before (where now rules 5, 7, and 8 have become infeasible) to show that $q_2 \overset{o!}{\rightarrow} X q_3$ is a transition in $X$ for all feasible cases. Since we have chosen an arbitrarily $o! \in Act_o^Y$, it holds for all $o! \in Act_o^Y$. Therefore, we can conclude that $q^Y \overset{d'}{\rightarrow} X q_2 \land q_2 \overset{o!}{\rightarrow} X q_3$ with $q_2, q_3 \in P$.

Finally, consider the input transitions labeled with $i?$. Using the same argument as before, we can show that $q_2 \overset{i_2}{\rightarrow} q_4$ in $Y$ is also a transition in $X$, and $q_4 \in P$.

Therefore, we can conclude that $q^Y \overset{d'}{\rightarrow} X q_2 \land q_2 \overset{o!}{\rightarrow} X q_3 \land \forall i? \in Act_i^X : \exists q_4 \in P : q_2 \overset{i_2}{\rightarrow} X q_4$ with $q_2, q_3, q_4 \in P$. Thus, the right-hand side is true.

Thus, we have shown that when the left-hand side is true for $q^Y$ in $Y$, it is also true for $q^Y$ in $X$; and that when the right-hand side is true for $q^Y$ in $Y$, it is also true for $q^Y$ in $X$. Thus, $q^Y \in \Theta^X(P)$. Since $q^Y \in P$ was chosen arbitrarily, it holds for all states in $P$. Once we choose $P$ to be the fixed-point of $\Theta^Y$, we have that $\Theta^Y(P) \subseteq \Theta^X(P)$.

Finally, we are ready to prove Theorem 11.

**Proof of Theorem 11** First, observe that the semantic of a TIOA and adversarial pruning do not alter the action set. Therefore, it follows directly that $(|T \setminus S|)_{sem}$ and $(S_{sem} \setminus S_{sem})_{sem}$ have the same action set and partitioning into input and output actions, except that $(|T \setminus S|)_{sem}$ has an additional input event $i_{new}$, i.e., $Act[T \setminus S]_{sem} \cup \{i_{new}\} = Act[T]_{sem} \setminus S_{sem}$.  
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Now, it follows from Lemma 22 that it suffice to show that \((\s![T\setminus S]\sem)_\Delta \simeq (\s![T\setminus S]\sem)_\Delta\). It follows from Lemma 20 that there is a bijective function \(f\) relating states from \([T\setminus S]\sem\) and \([T]\sem\ sem\) together. Therefore, we can effectively say that they have the same state set (up to relabeling), i.e., \(Q[T\setminus S]_\sem = Q[T\setminus S]_\sem\). For brevity, in the rest of this proof we write we write \(X = [T\setminus S]_\sem\), \(Y = [T]\sem\ sem\), \(Clk = Clk^T \cup Clk^S\), and \(v^S\) and \(v^T\) to indicate the part of a valuation \(v\) of only the clocks of \(T\) and \(S\), respectively. Note that \(x_{new} \notin Clk\), but \(x_{new} \in Clk^X\).

Let \(A = \{q \in \s!^{X}\Delta | q = ((l_1^T, l_1^S), v), v \notin Inv(l_1^S)\}. \) Let \(R \subseteq \s!^{X}\Delta \times \s!^{Y}\Delta\) such that \(R = \{(q, u) | q \in A\} \cup \{(\s!^{X}\Delta \setminus A \times \s!^{Y}\Delta | q^{X} = q^{Y}\} \). We will show that \(R\) is a bisimulation relation. First, observe that

Let \(Y\) be the quotient of \(\s!\). We have to show for feasible each case that we can simulate a transition in \(X\). From Definition 3 it follows that \(v^T\) and \(v^S\). Because \(\s!\Delta\) it holds that \(v^T_1 \Rightarrow v^T_1, v^S_1 \Rightarrow v^S_1, v^T_1 \Rightarrow v^T_1, v^S_1 \Rightarrow v^S_1\). Therefore, \(v^T_2 \Rightarrow v^T_2, v^S_2 \Rightarrow v^S_2\).

Combining all information about \(T\), we have that \((l_1^T, a, \phi, c, l_2^T, l_2^S) \in \s!\). Therefore, from Definition 3 it follows that \((l_1^T, v^T_1) \Rightarrow (l_2^T, v^T_2)\) in \([T]_\sem\). Combining all information about \(S\), we have that \((l_1^S, a, \phi, c, l_2^S) \in \s!\). Therefore, from Definition 3 it follows that \((l_1^S, v^S_1) \Rightarrow (l_2^S, v^S_2)\) in \([S]_\sem\).

Now, from Definition 18 it follows that \((l_1^T, v^T_1), (l_1^S, v^S_1) = (l_1^T, l_1^S, v_1) \Rightarrow (l_2^T, v^T_2), (l_2^S, v^S_2) = (l_2^T, l_2^S, v_2) \Rightarrow (l_1^T, l_1^S, v_1) = q^{Y} \Rightarrow (l_2^T, l_2^S, v_2)\) in \(Y\). Thus, we can simulate a transition in \(Y\). Also, observe now that \(q^{X}_1 = q^{X}_1\) and \(q^{X}_2 = q^{X}_2\).

2. \(a \in Act^S \setminus Act^T, l_1 = (l_1^T, l_1^S), l_2 = (l_2^T, l_2^S), \phi = \phi^S \& Inv(l_1^S) \& Inv(l_2^S)[r \Rightarrow 0]_{r \in e^S}, c = c^S, l_1^T \in Loc^T, \) and \((l_1^T, a, \phi, c, l_2^S) \in \s!\). Since \(v^S_1 \Rightarrow v^S_1, v^S_1 \Rightarrow v^S_1, v^T_1 \Rightarrow v^T_1, v^T_1 \Rightarrow v^T_1\). Since \(v^T_2 = v_1 \Rightarrow v^T_2 \Rightarrow v^T_2\) and \(c \Rightarrow c\), it holds that \(v^T_2 = v^T_2, v^S_2 \Rightarrow v^S_2, v^S_2 \Rightarrow Inv(l_2^S)\). Combining all information above about \(S\), it follows from Definition 3 that \((l_1^T, l_1^S) \Rightarrow (l_2^T, l_2^S)\) in
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\[ [S]_{\text{sem}} \] From Definition 3 it also follows that \( (l_T, v_1^T) \in Q^{[T]_{\text{sem}}} \). Therefore, following Definition 18 it holds that \( ((l_T, v_1^T), (l_S, v_1^S)) = (l_T, l_1^S, v_1) = q_1 \xrightarrow{Y} (l_T, v_1^T), (l_T^2, v_2^T) = (l_T, l_2^S, v_2) = q_Y \) in \( Y \). Thus, we can simulate a transition in \( Y \). Also, observe now that \( q_1 = q_Y \) and \( q_2 = q_Y \).

3. \( a \in \text{Act}_S \), \( l_1 = (l_T, l_1^S), l_2 = l_u, \varphi = \lnot G_S \land c = 0, l_T \in \text{Loc}_T \), and \( G_S = \bigvee \{ \varphi^S \land \text{Inv}(l_2^S)[r \rightarrow 0]_{r \in c} \mid (l_1^S, a, \varphi^S, c^S, l_2^S) \in E^S \} \). Since \( v_1 \models \varphi \) and \( \text{Clk}_S \cap \text{Clk}_T = \emptyset \), it holds that \( v_1 \not\models -G_S \). Therefore, \( v_1 \not\models G_S \), which indicates that \( \forall (l_1^S, a, \varphi^S, c^S, l_2^S) \in E^S : v_1 \not\models \varphi^S \land \text{Inv}(l_2^S)[r \rightarrow 0]_{r \in c} \). This means that \( v_1 \not\models \varphi^S \) or \( v_1 \not\models \text{Inv}(l_2^S)[r \rightarrow 0]_{r \in c} \) or both, where the second option is equivalent to \( v_1 \not\models \text{Inv}(l_2^S) \). Following Definition 3, we can conclude that \( (l_1^S, v_1^S) \xrightarrow{a} (l_2^S, v_2^S) \in [S]_{\text{sem}} \). From Definition 3 it also follows that \( (l_T, v_1^T) \in Q^{[T]_{\text{sem}}} \). Now, following Definition 18, we have transition \( ((l_T, v_1^T), (l_1^S, v_1^S)) = (l_T, l_1^S, v_1) = q_1 \xrightarrow{Y} u = q_2 \) in \( Y \). Thus we can simulate a transition in \( Y \). Also, observe now that \( q_1 = q_Y \) and \( q_2 = q_Y \) (where \( (l_u, v_2) \) is mapped into \( u \) by \( f \) from Lemma 20).

4. \( a \in \text{Act}_S \cup \text{Act}_T \), \( l_1 = (l_T, l_1^S), l_2 = l_u, \varphi = \lnot \text{Inv}(l_2^S), c = 0 \), \( l_T \in \text{Loc}_T \), and \( l_1^S \in \text{Loc}_S \). Since \( v_1 \models \varphi \) and \( \text{Clk}_S \cap \text{Clk}_T = \emptyset \), it holds that \( v_1 \not\models \lnot \text{Inv}(l_2^S) \). Therefore, \( v_1 \not\models \text{Inv}(l_2^S) \). Since \( (q_1, v_1^S) \in R \) and \( v_1 \not\models \lnot \text{Inv}(l_2^S) \), it follows that \( q_1 = q_Y \). From Definition 18 it follows that \( u = q_1 \xrightarrow{Y} u = q_2 \) in \( Y \). Thus we can simulate a transition in \( Y \). Also, observe now that \( q_2 = q_Y \) (where \( (l_u, v_2) \) is mapped into \( u \) by \( f \) from Lemma 20).

5. \( a \in \text{Act}_S \cap \text{Act}_T \), \( l_1 = (l_1^T, l_1^S), l_2 = l_e, \varphi = \lnot G_S \land \lnot G_T, c = 0 \), \( G_S = \bigvee \{ \varphi^S \land \text{Inv}(l_2^S)[r \rightarrow 0]_{r \in c} \mid (l_1^S, a, \varphi^S, c^S, l_2^S) \in E^S \} \), \( G_T = \bigvee \{ \varphi^T \land \text{Inv}(l_2^T)[r \rightarrow 0]_{r \in c} \mid (l_1^T, a, \varphi^T, c^T, l_2^T) \in E^T \} \). Since the target location is the error location, it holds that \( q_2 \not\in \text{const}X \). Thus this case is not feasible.

6. \( a \in \text{Act}_S \cap \text{Act}_T \), \( l_1 = l_2 = (l_1^T, l_1^S), \varphi = \lnot G_S \land \lnot G_T, c = 0 \), \( G_S = \bigvee \{ \varphi^S \land \text{Inv}(l_2^S)[r \rightarrow 0]_{r \in c} \mid (l_1^S, a, \varphi^S, c^S, l_2^S) \in E^S \} \), \( G_T = \bigvee \{ \varphi^T \land \text{Inv}(l_2^T)[r \rightarrow 0]_{r \in c} \mid (l_1^T, a, \varphi^T, c^T, l_2^T) \in E^T \} \). Since \( v_1 \models \varphi \), it holds that \( v_1 \not\models -G_S \) and \( v_1 \not\models -G_T \). Because \( \text{Clk}_S \cap \text{Clk}_T = \emptyset \), it holds that \( v_1 \not\models G_S \) and \( v_1 \not\models G_T \). This indicates that \( v_1 \not\models G_S \) and \( v_1 \not\models G_T \), which implies that \( \forall (l_1^T, a, \varphi^T, c^T, l_2^T) \in E^T : v_1 \not\models \varphi^T \land \text{Inv}(l_2^T)[r \rightarrow 0]_{r \in c} \) and \( \forall (l_1^S, a, \varphi^S, c^S, l_2^S) \in E^S : v_1 \not\models \varphi^S \land \text{Inv}(l_2^S)[r \rightarrow 0]_{r \in c} \). This means that \( v_1 \not\models \varphi^S \) or \( v_1 \not\models \text{Inv}(l_2^S) \) or both for \( S \) and \( v_1 \not\models \varphi^T \) or \( v_1 \not\models \text{Inv}(l_2^T) \) or both for \( T \), where the second option for both \( S \) and \( T \) is equivalent to \( v_1 \not\models \text{Inv}(l_2^S) \) and \( v_1 \not\models \text{Inv}(l_2^T) \) respectively. It follows from Definition 3 that \( (l_1^S, v_1^S) \xrightarrow{a} (l_2^S, v_2^S) \in [S]_{\text{sem}} \) and \( (l_1^T, v_1^T) \xrightarrow{a} (l_2^T, v_2^T) \in [T]_{\text{sem}} \). Now, following Definition 18, we have transition \( ((l_1^T, v_1^T), (l_1^S, v_1^S)) = (l_T, l_1^S, v_1) = q_1 \xrightarrow{Y} (l_T, l_2^S, v_2) = q_Y \) in \( Y \). Thus we can simulate a transition in \( Y \).

7. \( a = i_{\text{new}} \), \( l_1 = (l_T, l_1^S), l_2 = l_e, \varphi = \lnot \text{Inv}(l_T) \land \text{Inv}(l_2^S), c = \{ x_{\text{new}} \} \), \( l_T \in \text{Loc}_T \), and \( \varphi \in \text{Act}_S \). This case is infeasible, since \( i_{\text{new}} \notin \text{Act}_Y \), thus \( i_{\text{new}} \notin \text{Act}_X \cap \text{Act}_Y \).

8. \( a = i_{\text{new}} \), \( l_1 = l_2 = (l_1^T, l_1^S), \varphi = \text{Inv}(l_T) \lor \lnot \text{Inv}(l_1^S) \) and \( c = 0 \). This case is infeasible, since \( i_{\text{new}} \notin \text{Act}_Y \), thus \( i_{\text{new}} \notin \text{Act}_X \cap \text{Act}_Y \).

9. \( a \in \text{Act}_T \cup \text{Act}_S \), \( l_1 = (l_1^T, l_1^S), l_2 = l_1^S, \varphi = \varphi^T \land \text{Inv}(l_2^T)[r \rightarrow 0]_{r \in c} \land \text{Inv}(l_2^S), c = c^T, l_2 \in \text{Loc}_S \), and \( (l_1^T, a, \varphi^T, c^T, l_2^T) \in E^T \). Since \( v_1 \models \varphi \) and \( \text{Clk}_S \cap \text{Clk}_T = \emptyset \), it holds that \( v_1 \models \varphi^T \) and \( v_1 \models \text{Inv}(l_2^T)[r \rightarrow 0]_{r \in c} \).
Since \( v_2 = v_1[r \mapsto 0] \) and \( c = c^T \), it holds that \( v_2^T = v_1^T[r \mapsto 0] \) and \( v_2 = v_1^T \). Combining all information above about \( T \), it follows from Definition 3 that \( (l_1^T, v_1^T) \xrightarrow{a} (l_2^T, v_2^T) \) in \( [T]_{\text{sem}} \). From Definition 3 it also follows that \( (l_1^S, v_1^S) \in Q[S]_{\text{sem}} \). Therefore, following Definition 18 it follows that \( (l_1^T, v_1^T), (l_1^S, v_1^S) \) = \( (l_1^T, l_1^S, v_1) = q_1^Y \xrightarrow{a} Y ((l_2^T, v_2^T), (l_2^S, v_2^S)) = (l_2^T, l_2^S, v_2) = q_2^Y \) in \( Y \). Thus, we can simulate a transition in \( Y \). Also, observe now that \( q_1^X = q_1^T \) and \( q_2^X = q_2^T \).

10. \( a \in Act^S \cup Act^T \), \( l_1 = l_u, l_2 = l_v, \varphi = T, c = \emptyset \). From the construction of the bismulation relation \( R \), we know that if \( q_1^X = f((l_u, v_1)) = u \) for some valuation \( v_1 \), then \( q_1^X = u \). From Definition 18 it follows directly that there exists a transition \( q_1^Y = u \xrightarrow{a} Y q_2^Y \) in \( Y \). Thus, we can simulate a transition in \( Y \). Also, observe now that \( q_1^X = q_1^T \) and \( q_2^X = q_2^T \).

11. \( a \in Act^S \cup Act^T \), \( l_1 = l_e, l_2 = l_e, \varphi = x_{\text{new}} = 0, c = \emptyset \). Since the source and target locations are the error location, it holds that \( q_1^X, q_2^X \notin \text{cons } X \). Thus this case is not feasible.

In all feasible cases we can show that \( q_1^Y = q_1^X \) or \( q_1^Y = u \) and \( q_2^Y = q_2^X \). Since \( q_1^X, q_2^X \in \text{cons } \) and \( u \in \text{cons } \) by construction of \( u \), it follows from Lemma 25 that \( q_1^X, q_2^X \in \text{cons } \). Therefore, we can conclude that \( q_1^Y \xrightarrow{a} q_2^Y \). And from the construction of the bismulation relation \( R \) it follows that \( (q_2^X, q_2^Y) \in R \).

- \( q_1^X \xrightarrow{a} q_2^X, q_2^Y \in Q^X \), and \( a = i_{\text{new}} \). From Definition 12 of adversarial pruning we have that \( q_1^X \xrightarrow{a} q_2^X \) and \( q_1^X, q_2^X \in \text{cons } \). Following Definition 3 of the semantic, it follows that there exists an edge \( (l_1, a, \varphi, c, l_2) \in E^T \setminus S \) with \( q_1^X = (l_1, v_1), q_2^X = (l_2, v_2), l_1, l_2 \in \text{Loc } T \setminus S, v_1, v_2 \in [\text{Clk} \mapsto \mathbb{R}_{\geq 0}], v_1 = \varphi, v_2 = v_1[r \mapsto 0] \) and \( v_2 = \text{Inv } (l_2) \). There are three cases from Definition 19 of the quotient for \( TIOA \) that apply here.

1. \( l_1 = (l_1^T, l_1^S), l_2 = l_e, \varphi = \neg \text{Inv } (l_1^T) \wedge \text{Inv } (l_1^S), c = \{ x_{\text{new}} \}, l_1^T \in \text{Loc } T, q^S \in \text{Loc } S \). Since the target location is the error location, it holds that \( q_2^X \notin \text{cons } \). Thus this case is not feasible.

2. \( l_1 = l_2 = (l_1^T, l_1^S), \varphi = \text{Inv } (l_1^T) \lor \neg \text{Inv } (l_1^S) \) and \( c = \emptyset \). Since \( c = \emptyset \), it follows that \( v_2 = v_1 \). Therefore, \( q_1^X = q_2^X \). Following the second case of Definition 20 and knowing that \( (q_1^X, q_1^Y) \in R \), it follows immediately that \( (q_2^X, q_1^Y) \in R \). Since \( q_1^X \in \text{cons } \), it follows from the construction of \( R \) and Lemma 25 that \( q_1^Y = q_1^X \) and thus \( q_1^Y \in \text{cons } \).

3. \( l_1 = l_2, l_2 = l_e, \varphi = x_{\text{new}} \) and \( c = \emptyset \). Since the source and target locations are the error location, it holds that \( q_1^X, q_2^X \notin \text{cons } X \). Thus this case is not feasible.

- \( Y \xrightarrow{a} q_2^X, q_2^Y \in Q^Y, \) and \( a \in Act^Y \cap Act^X \). Combining Definitions 12, 18 and 19 it follows that \( a \in Act^S \cup Act^T \). From Definition 12 of adversarial pruning we have that \( q_1^Y \xrightarrow{a} q_2^Y \) and \( q_1^X \in \text{cons } \). Now, consider the ten cases from Definition 18 of the quotient of \( TIOA \). We have to show for each feasible case that we can simulate a transition in \( X \), that the involved states in \( X \) are consistent, and that the resulting state pair is again in the bismulation relation \( R \).

1. \( a \in Act^S \cup Act^T \), \( Y \xrightarrow{a} q_2^X, q_2^Y \in Q^Y, \) and \( a \in Act^S \cup Act^T \). From Definition 12 of semantic it follows that there exists an edge \( (l_1^T, a, \varphi, c, l_2^T) \in E^T \) with \( q_1^Y \xrightarrow{a} Y q_2^Y \)

2. need to consider the following two cases.

- \( v_3^S \models Inv(l_1^S) \). In this case, there exists an edge \(((l_1^S, a, \varphi^S) \in E^S, (l_2^S, \varphi^S, c^S, l_3^S) \in E^S) \) such that \( q_1^S \models (l_1^S, a, \varphi^S, c^S, l_3^S) \) and \( q_2^S \models (l_2^S, \varphi^S, c^S, l_3^S) \). It follows that there exists an edge \((l_1^S, a, \varphi^S, c^S, l_3^S) \in E^S\) with \( q_1^S \models q_2^S \), leading to \( q_1^S \models Inv(l_1^S) \).

Similarly, it follows from the same definition that there exists an edge \(((l_1^S, a, \varphi^S, c^S, l_3^S) \in E^S, (l_2^S, \varphi^S, c^S, l_3^S) \in E^S) \) such that \( q_1^S \models q_2^S \), leading to \( q_1^S \models Inv(l_1^S) \).

Based on Definition 19 of the quotient for TIOA, we need to consider the following two cases.

- \( v_3^S \models Inv(l_1^S) \). In this case, there exists an edge \(((l_1^S, a, \varphi^S, c^S, l_3^S) \in E^S, (l_2^S, \varphi^S, c^S, l_3^S) \in E^S) \) such that \( q_1^S \models q_2^S \), leading to \( q_1^S \models Inv(l_1^S) \).

2. \( a \in Act^S \setminus Act^T, q_1^Y \models q_2^Y \models q_3^Y \models \). Based on Definition 19 of the quotient for TIOA, we need to consider the following two cases.

- \( v_3^S \models Inv(l_1^S) \). In this case, there exists an edge \(((l_1^S, a, \varphi^S, c^S, l_3^S) \in E^S, (l_2^S, \varphi^S, c^S, l_3^S) \in E^S) \) such that \( q_1^S \models q_2^S \), leading to \( q_1^S \models Inv(l_1^S) \).

Since \( Inv((l_1^T, l_2^S)) = T \) by definition \( T \setminus S \), we have that \( v_2 \models Inv((l_1^T, l_2^S)) \). From Definition 3 it now follows that \( ((l_1^S, l_2^S), v_1) \models ((l_1^S, l_2^S), v_2) \) is a transition in \( [T \setminus S]_{sem} \). Using Definition 22 of the reduced \( \sim \)-quotient of \( [T \setminus S]_{sem} \) and Lemma 19, we can rearrange the states into \((l_1^S, l_2^S), v_1) = (l_1^S, l_2^S), v_1 = v_2 \) and \((l_1^S, l_2^S), v_2) = (l_1^S, l_2^S), v_2 \), and we can show that \( q_1^X = q_1^Y \) and \( q_2^X = q_2^Y \).
\[ v_1^S \not\in Inv(l_1^S). \] From the construction of \( R \), it follows that 
\((l_1^T, l_1^S, v_1, u) \in R \), i.e. \( q_1^T = u \). This contradicts with the start of this case that \( q_2^Y = (q_2^T)_{\text{sem}}, q_1^S_{\text{sem}} \). Thus this case is infeasible.

3. \( a \in Act^T \setminus Act^S \), \( q_1^Y = (q_1^T)_{\text{sem}}, q_2^Y = (q_2^T)_{\text{sem}}, q_1^S_{\text{sem}} \in Q[1]^S_{\text{sem}}, \) and \( q_1^T_{\text{sem}} \xrightarrow{a} (l_1^T, q_1^S_{\text{sem}}). \) From Definition 3 of semantic it follows that there exists an edge \((l_1^T, a, \varphi^T, l_2^T) \in E^T \) with \( q_1^T_{\text{sem}} = (l_1^T, v_1^T), q_2^T_{\text{sem}} = (l_2^T, v_2^T), l_1^T, l_2^T \in \text{Loc}^T, v_1^T, v_2^T \in [\text{Clk}^T \mapsto \mathbb{R}_{\geq 0}], v_1^T = \varphi^T, v_2^T = v_1^T[r \mapsto 0]_{r \in c}, \) and \( v_2^T \models Inv(l_2^T) \). From the same definition, it follows that \( q_1^S_{\text{sem}} = (l^S, v_2^S) \) for some \( l^S \in \text{Loc}^S \) and \( v_2^S \in [\text{Clk}^S \mapsto \mathbb{R}_{\geq 0}] \). Based on Definition 19 of the quotient for TIOA, we need to consider the following two cases.

\[ v_1^S \models Inv(l_1^S). \] In this case, there exists an edge \((l_1^T, l_1^S, v_1) \xrightarrow{a} (l_2^T, l_2^S, v_2) \) in \( T \setminus S \). Let \( v_1, i = 1, 2 \) be the valuations that combines the one from \( T \) with the one from \( S \), i.e. \( \forall r \in \text{Clk}^T : v_1(r) = v_1^T(r) \) and \( \forall r \in \text{Clk}^S : v_1(r) = v_1^S(r) \). Because \( \text{Clk}^T \cap \text{Clk}^S = \emptyset \), it holds that \( v_1 \models \varphi^T \), and \( v_1 \models Inv(l^S) \), thus \( v_1 \models \varphi^T \land Inv(l^S) ; v_2 = v_1[r \mapsto 0]_{r \in c} \), and \( v_2 \models Inv(l_2^T) \).

Since \( Inv((l_1^T, l_1^S)) \subseteq T \) by definition \( T \setminus S \), we have that \( v_2 \models Inv((l_2^T, l_2^S)) \). From Definition 3 it now follows that \((l_1^T, l_1^S, v_1) \xrightarrow{a} (l_2^T, l_2^S, v_2) \) is a transition in \( [T \setminus S]_{\text{sem}} \). Using Definition 22 of the reduced \( \sim \)-quotient of \( [T \setminus S]_{\text{sem}} \) and Lemma 20, we can rearrange the states into \((l_1^T, v_1^T) = ((l_1^T, v_1^T), (l_1^S, v_1^S)) = q_1^Y \), and \((l_2^T, l_2^S, v_2) = ((l_2^T, v_2^T), (l_2^S, v_2^S)) = q_2^Y \), and we can show that \( q_1^Y \xrightarrow{a} q_2^Y \) is a transition in \( [T \setminus S]_{\text{sem}} \). Also, observe now that \( q_1^X = q_1^T \) and \( q_2^X = q_2^T \).

\[ v_1^S \not\models Inv(l_1^S). \] From the construction of \( R \), it follows that 
\((l_1^T, v_1, u) \in R \), i.e. \( q_1^Y = u \). This contradicts with the start of this case that \( q_2^Y = (q_2^T)_{\text{sem}}, q_1^S_{\text{sem}} \). Thus this case is infeasible.

4. \( d \in \mathbb{R}_{\geq 0} \), \( q_1^Y = (q_1^T)_{\text{sem}}, q_2^Y = (q_2^T)_{\text{sem}}, q_1^S_{\text{sem}} \in Q[1]^S_{\text{sem}}, \) and \( q_2^S_{\text{sem}} \xrightarrow{d} q_2^S_{\text{sem}} \). This case is infeasible, since \( a \neq d \) (delays will be treated later in the proof).

5. \( a \in Act^S \), \( q_1^Y = (q_1^T)_{\text{sem}}, q_2^Y = u, q_2^T_{\text{sem}} \in Q[1]^T_{\text{sem}}, \) and \( q_1^S_{\text{sem}} \xrightarrow{a} q_1^S_{\text{sem}} \). From Definition 3 of semantic it follows that \( q_1^T_{\text{sem}} = (l^T, v^T) \) and \( q_1^S_{\text{sem}} = (l^S, v^S) \). There are two reasons why \( q_1^S_{\text{sem}} \xrightarrow{a} q_2^S_{\text{sem}} \): there might be no edge in \( E^S \) labeled with action \( a \) from location \( l^S \) or none of the edges labeled with \( a \) from \( l^S \) are enabled. An edge \((l^S, a, c, l^S') \in E^S \) is not enabled if \( v^S \not\models \varphi \) or \( v^S[r \mapsto 0]_{r \in c} \in Inv(l^S) \) (or both), which can also be written as \( v^S \not\models \varphi \land Inv(l^S)[r \mapsto 0]_{r \in c} \). Looking at the third rule in Definition 19 of the quotient for TIOA, we have that \((l^T, l^S, a, \neg G_S, \emptyset, u) \in E^T \setminus S \) and \( v^S \not\models G_S \), or \( v^S \models \neg G_S \). Because \( \text{Clk}^T \cap \text{Clk}^S = \emptyset \), it holds that \( v \models \neg G_S \).

Now, since \( Inv(l_u) = T \) and no clocks are reset, it holds that \( v[r \mapsto 0]_{r \in c} = v \models Inv(l_u) \). From Definition 3 it now follows that \((l^T, l^S, v) \xrightarrow{a} (l_u, v) \) is a transition in \( [T \setminus S]_{\text{sem}} \). From the state label renaming function \( f \) from Lemma 20 we have that \( q_2^Y = f((l_u, v)) = (u, q_1^Y) \).
And from Definition 22 of the reduced $\sim$-quotient of $[T \setminus S]_{\text{sem}}$ we have that $q_Y^Y \xrightarrow{a} q_Y^Y$ is a transition in $[T \setminus S]_{\text{sem}}^a = X$. 

6. $d \in \mathbb{R}_{\geq 0}$, $q_Y^Y = (q[Y]_{\text{sem}}, q[S]_{\text{sem}})$, $q_Y^Y = u$, $q[Y]_{\text{sem}} \in Q[T]_{\text{sem}}$, and $q[S]_{\text{sem}} \xrightarrow{d} [S]_{\text{sem}}$. This case is infeasible, since $a \neq d$ (delays will be treated later in the proof).

7. $a \in \text{Act}_o^S \cap \text{Act}_o^T$, $q_Y^Y = (q[T]_{\text{sem}}, q[S]_{\text{sem}})$, $q_Y^Y = e$, $q[T]_{\text{sem}} \xrightarrow{a} [T]_{\text{sem}}$, and $q[S]_{\text{sem}} \xrightarrow{a} [S]_{\text{sem}}$. Since the target state is the error state, it holds that $q_Y^Y \notin \text{cons}^Y$. Thus this case is not feasible.

8. $a \in \text{Act}_o^S \cap \text{Act}_o^T$, $q_Y^Y = (q[T]_{\text{sem}}, q[S]_{\text{sem}})$, $q_Y^Y = (q[T]_{\text{sem}}, q[S]_{\text{sem}})$, $q[T]_{\text{sem}} \xrightarrow{a} [T]_{\text{sem}}$, and $q[S]_{\text{sem}} \xrightarrow{a} [S]_{\text{sem}}$. From Definition 3 of semantic it follows that $q[T]_{\text{sem}} = (T, v^T)$ and $q[S]_{\text{sem}} = (S, v^S)$. There are two reasons why $q[T]_{\text{sem}} \xrightarrow{a} [T]_{\text{sem}}$: there might be no edge in $E_T$ labeled with action $a$ from location $l^T$ or none of the edges labeled with $a$ from $l^T$ are enabled. An edge $(l^T, a, \varphi, c, l^T') \in E_T$ is not enabled if $v^T \not\models \varphi$ or $v^T[r \rightarrow 0]r \not\in \varphi \not\models \text{Inv}(l^T)$ (or both), which can also be written as $v^T \not\models \varphi \land \text{Inv}(l^T)[r \rightarrow 0]r \not\models v$. We have the exact same reasoning explaining $q[S]_{\text{sem}} \xrightarrow{a} [S]_{\text{sem}}$. Looking at the sixth rule in Definition 19 of the quotient for TIOA, we have that $(l^T, l^S, a, \neg G_T \land \neg G_S, \emptyset, (l^T, l^S)) \in E_T \setminus S$, $v^T \models \neg G_T$, $v^S \models \neg G_S$, and $v[r \rightarrow 0]r \models v$. Because $\text{Clk}^T \cap \text{Clk}^S = \emptyset$, it holds that $v \models \neg G_T \land \neg G_S$.

Since $\text{Inv}(l^T, l^S) = T$ by definition of $T \setminus S$, we have that $v \models \text{Inv}(l^T, l^S)$. From Definition 3 it now follows that $(l^T, l^S, v) \xrightarrow{a} (l^T, l^S, v)$ is a transition in $[T \setminus S]_{\text{sem}}$. Using Definition 22 of the reduced $\sim$-quotient of $[T \setminus S]_{\text{sem}}$ and Lemma 20, we can rearrange the states into $(l^T, l^S, v) = ((l^T, v^T), (l^S, v^S)) = q_Y^Y = q_Y^Y$, and we can show that $q_Y^Y \xrightarrow{a} q_Y^Y$ is a transition in $[T \setminus S]_{\text{sem}} = X$. Also, observe now that $q_Y^Y$ and $q_Y^Y$ are the two options for $q_Y^Y$ for the pair $(q_Y^Y, u) \in R$.

- $q_Y^X = u (= (l_u, v))$. In this case, it follows directly from Definition 19 that $(l_u, a, T, \emptyset, l_u) \in E_T \setminus S$. Since any valuation satisfies a true guard and by definition of $T \setminus S$ that $\text{Inv}(l_u) = T$, we have with Definition 3 of semantic that $(l_u, v) \xrightarrow{a} (l_u, v)$ is a transition in $[T \setminus S]_{\text{sem}}$. From the state label renaming function $f$ from Lemma 20 we have that $q_Y^X = q_Y^Y$ and $q_Y^X = f((l_u, v)) = u = q_Y^Y$. And from Definition 22 of the reduced $\sim$-quotient of $[T \setminus S]_{\text{sem}}$ we have that $q_Y^Y \xrightarrow{a} q_Y^Y$ is a transition in $[T \setminus S]_{\text{sem}}^a = X$.

- $q_Y^X = (l^T, l^S, v) \in Q[X^a]$ with $v \not\models \text{Inv}(l^S)$. In this case, it follows directly from Definition 19 that $(l_u, a, \neg \text{Inv}(l^S), \emptyset, l_u) \in E_T \setminus S$. Since $v \not\models \text{Inv}(l^S)$, we have $v \models \neg \text{Inv}(l^S)$. By definition of $T \setminus S$ we have that $\text{Inv}(l_u) = T$, thus $v[r \rightarrow 0]r \not\models v \models \text{Inv}(l_u)$. Now, with Definition 3 of semantic we it follows that $(l_u, v) \xrightarrow{a} (l_u, v)$ is a transition in $[T \setminus S]_{\text{sem}}$. From the state label renaming function $f$ from Lemma 20 we have that $q_Y^X = f((l_u, v)) = u = q_Y^Y$. And from Definition 22 of the reduced $\sim$-quotient of $[T \setminus S]_{\text{sem}}$ we have that $q_Y^Y \xrightarrow{a} q_Y^Y$ is a transition in $[T \setminus S]_{\text{sem}}^a = X$. 

Timed I/O Automata
10. \( a \in \text{Act}^T \cup \text{Act}^S \), \( q_1^Y = e \), \( q_2^Y = e \). Since the source and target states are the error state, it holds that \( q_1^Y, q_2^Y \not\in \text{cons}^Y \). Thus this case is not feasible.

In all feasible cases we can show that \( q_1^X = q_1^Y \) or \( q_1^X = ((l_1^T, l_1^S), v) \) with \( v \not\in \text{Inv}(l_1^S) \) and \( q_2^X = q_2^Y \). Since \( q_1^Y, q_2^Y \in \text{cons}^Y \) and \( ((l_1^T, l_1^S), v) \in Q^X \) by construction of \( R \), it follows from Lemma 25 that \( q_1^X, q_2^X \in \text{cons}^X \). Therefore, we can conclude that \( q_1^X \xrightarrow{a} X^\Delta q_2^X \). And from the construction of the bisimulation relation \( R \) it follows that \((q_2^X, q_2^Y) \in R \).

- \( q_1^Y \xrightarrow{a} Y^\Delta q_2^Y \), \( q_2^Y \in Q^Y \), and \( a \in \text{Act}^Y \setminus \text{Act}^X \). This case is infeasible, as \( \text{Act}^X = \text{Act}^Y \cup \{i_{\text{new}}\} \).

- \( q_1^X \xrightarrow{d} X^\Delta q_2^X \), \( q_2^X \in Q^X \), and \( d \in \mathbb{R}_{\geq 0} \). From Definition 12 of adversarial pruning we have that \( q_1^X \xrightarrow{d} X^\Delta q_2^X \) and \( q_1^X, q_2^X \in \text{cons}^X \). Following Definition 3 of the semantic and Definition 22 of the reduced \( \sim \)-quotient of \([T]^\setminus S\)\_sem, it follows that \( q_1^X = (l_1, v_1) \) and \( q_2^X = (l_1, v_1 + d) \) with \( l_1 \in \text{Loc}^T \setminus S \), \( v_1 \in [\text{Clk} \mapsto \mathbb{R}_{\geq 0}] \), \( v_1 + d \models \text{Inv}(l_1) \), and \( \forall d' \in \mathbb{R}_{\geq 0}, d' < d : v_1 + d' \models \text{Inv}(l_1) \). Since \( q_1^X \in \text{cons}^X \), it follows that \( l_1 = (l_1^T, l_1^S) \) or \( l_1 = l_u \). Therefore, from Definition 19 of the quotient for TIQA, we have that \( \text{Inv}(l_1) = \emptyset \). Note that we do not directly get information about whether the valuation \( v_1 + d \) satisfy the location invariant in \( T \) or \( S \).

Now consider first the simple case where \( l_1 = l_u \). From Definition 18 of the quotient for TIQA, it follows directly that \( u \xrightarrow{d} Y u \). And note with Lemma 20 that \( q_2^X = f((l_u, v_1 + d)) = u = q_2^Y \) and thus \((q_2^X, q_2^Y) \in R \).

Now consider the case where \( l_1 = (l_1^T, l_1^S) \). We have to consider whether delays are possible in \([T]^\text{sem} \) and \([S]^\text{sem} \) in order to show that \( Y \) can follow the delay and that the resulting state pair is in the bisimulation relation \( R \).

- \( q_1^T \xrightarrow{\text{sem}} d \xrightarrow{\text{sem}} q_2^T \) and \( q_1^S \xrightarrow{\text{sem}} d \xrightarrow{\text{sem}} q_2^S \). In this case, it follows from Definition 3 of the semantic that \( q_1^T \xrightarrow{\text{sem}} (l_1^T, v_1^T) \), \( \forall c \in \text{Clk}^T : v_1^T(c) = v_1(c) \), \( q_2^T \xrightarrow{\text{sem}} (l_1^T, v_1^T + d) \), \( v_1^T + d \models \text{Inv}(l_1^T) \), and \( \forall d' \in \mathbb{R}_{\geq 0}, d' < d : v_1^T + d' \models \text{Inv}(l_1^T) \); similarly we have that \( q_1^S \xrightarrow{\text{sem}} (l_1^S, v_1^S) \), \( \forall c \in \text{Clk}^S : v_1^S(c) = v_1(c) \), \( q_2^S \xrightarrow{\text{sem}} (l_1^S, v_1^S + d) \), \( v_1^S + d \models \text{Inv}(l_1^S) \), and \( \forall d' \in \mathbb{R}_{\geq 0}, d' < d : v_1^S + d' \models \text{Inv}(l_1^S) \). From Definition 18 of the quotient for TIQA, it follows that \( (q_1^T, q_1^S) \xrightarrow{d} (q_2^T, q_2^S) \). Observe with Lemma 20 that \( q_1^Y = (q_1^T, q_1^S) \xrightarrow{\text{sem}} (l_1^T, l_1^S, v_1) = q_1^X \) and \( q_2^Y = (q_2^T, q_2^S) \xrightarrow{\text{sem}} (l_1^T, l_1^S, v_2) = q_2^X \). Thus \((q_2^X, q_2^Y) \in R \).

- \( q_1^T \xrightarrow{\text{sem}} d \xrightarrow{\text{sem}} q_2^T \) and \( q_1^S \xrightarrow{\text{sem}} d \xrightarrow{\text{sem}} q_2^S \). In this case, it follows from Definition 3 of the semantic that \( q_1^T \xrightarrow{\text{sem}} (l_1^T, v_1^T) \), \( \forall c \in \text{Clk}^T : v_1^T(c) = v_1(c) \), \( q_2^T \xrightarrow{\text{sem}} (l_1^T, v_1^T + d) \), \( v_1^T + d \models \text{Inv}(l_1^T) \), and \( \forall d' \in \mathbb{R}_{\geq 0}, d' < d : v_1^T + d' \models \text{Inv}(l_1^T) \); similarly we have that \( q_1^S \xrightarrow{\text{sem}} (l_1^S, v_1^S) \), \( \forall c \in \text{Clk}^S : v_1^S(c) = v_1(c) \), and \( \exists d' \in \mathbb{R}_{\geq 0}, d' < d : v_1^S + d' \not\models \text{Inv}(l_1^S) \). We have to consider two cases.

* \( v_1^S \models \text{Inv}(l_1^S) \). Since \( \text{Clk}^T \cap \text{Clk}^S = \emptyset \), \( v_1 \models \text{Inv}(l_1^S) \). Since \( q_1^X, q_1^Y \in R \) and \( v_1^S \models \text{Inv}(l_1^S) \), we have that \( q_1^Y = q_1^X \). From Definition 18 of the quotient for TIQA, it follows that \( q_1^Y = ((l_1^T, v_1^T), (l_1^S, v_1^S)) \xrightarrow{d} \).
\[ Y_u = q_2^Y. \] From the construction of \( R \) we have that \( q_2^X \in A \), thus we can confirm that \((q_1^T, q_2^Y) \in R\).

**•** \( q_1^Y \not\in Inv(l_1^T) \). Again, since \( \text{Clk}^T \cap \text{Clk}^S = \emptyset \), \( v_1 \not\in Inv(l_1^T) \). Since \((q_1^X, q_1^T) \in R \) and \( q_1^Y \not\in Inv(l_1^S) \), we have that \( q_1^Y \in A \), thus \( q_1^Y = u \).

From Definition 18 of the quotient for TIOTS, it follows that \( u \xrightarrow{d} Y_u \).

And by construction of \( R \) it follows that \((q_2^X, q_2^Y) \in R \).

\[- q_1^T \xrightarrow{\text{sem}} q_2^T \xrightarrow{\text{sem}} q_2^T \text{ and } q_1^S \xrightarrow{\text{sem}} q_2^S \text{. This case follows the exact same reasoning as the one above, since Definition 18 of the quotient for TIOTS does not care whether a delay \( d \) is possible in \([T]\text{sem} \) once it is not possible in \([S]\text{sem} \).\]

\[- q_1^T \xrightarrow{\text{sem}} q_2^T \xrightarrow{\text{sem}} q_2^T \text{ and } q_1^S \xrightarrow{\text{sem}} q_2^S \xrightarrow{\text{sem}} q_2^S \text{. In this case, it follows directly from Definition 18 of the quotient for TIOTS that there is no delay possible in \( Y \), i.e., \((q_1^T, q_1^S) \xrightarrow{\text{sem}} q_1^T, q_1^S \text{.}\]

from Definition 3 of the semantic that \( q_1^T \xrightarrow{\text{sem}} (l_1^T, v_1^T), \forall c \in \text{Clk}^T : v_1^T(c) = v_1(c), \forall d' \in \mathbb{R}_{\geq 0}, d' \leq d : v_1^T + d' \not= \text{Inv}(l_1^T) \). Finally, we have that \( q_1^S \xrightarrow{\text{sem}} (l_1^S, v_1^S), \forall c \in \text{Clk}^S : v_1^S(c) = v_1(c), q_1^S \xrightarrow{\text{sem}} (l_1^S, v_1^S + d), v_1^S + d \not= \text{Inv}(l_1^S), \forall d' \in \mathbb{R}_{\geq 0}, d' < d : v_1^S + d' \not= \text{Inv}(l_1^S). \]

Without loss of generality, we can assume that \( v_1^T + 0 \not= \text{Inv}(l_1^T) \), which simplifies to \( v_1^T \not= \text{Inv}(l_1^T) \). Combining this information, we have that \( v_1 \not= \text{Inv}(l_1^T) \land \text{Inv}(l_1^T) \), where we used the fact that \( \text{Clk}^T \cap \text{Clk}^S = \emptyset \). Now, using Definition 19 of the quotient for TIOA and Definition 3 of the semantics, we have that \((l_1^T, l_1^S, v_1) \xrightarrow{\text{sem}} \text{Inv}(l_1^T, l_1^S, v_1) = q_1^X \not= \text{cons}^X \). This contradicts with our assumption that \( q_1^X \in \text{cons}^X \). Therefore, this case is infeasible.

In all feasible cases we can show that \((q_2^X, q_2^Y) \in R \). Since \( q_1^X, q_2^X \in \text{cons}^X \) and \( A \subset Q^{X \Delta} \) by construction of \( R \), it follows from Lemma 25 that \( q_1^Y, q_2^Y \in \text{cons}^Y \).

Therefore, we can conclude that \( q_1^Y \xrightarrow{d} Y^\Delta q_2^Y \).

\[- q_1^T \xrightarrow{\text{sem}} q_2^T \text{ and } q_1^S \xrightarrow{\text{sem}} \text{cons}^S \xrightarrow{\text{sem}} \text{inv}^S \xrightarrow{\text{sem}} \text{cons}^S \text{.}\]

\[- q_1^T \xrightarrow{\text{sem}} q_2^T \text{ and } q_1^S \xrightarrow{\text{sem}} \text{cons}^S \xrightarrow{\text{sem}} \text{inv}^S \xrightarrow{\text{sem}} \text{cons}^S \text{.}\]

In case there would be a \( d' < d \) such that \( v_1^T + d' \not= \text{Inv}(l_1^T) \), we can use the first case to simulate the delay \( d' \) in \( Y \).
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\[(l_1^S, v_1^S), \text{ and } \exists d' \in \mathbb{R}_{\geq 0}, d' \leq d : v_1^S + d' \not\models Inv(l_1^S).\]

Now, from Definition 19 of the quotient for TIOA we have that \(Inv((l_1^S, l_1^T)) = T\) in \(T\setminus S\), thus using Definitions 3 and 22 we have \(q_1^X = (l_1^S, l_1^T, v_1) \xrightarrow{d} X(l_1^S, l_1^T, v_1 + d) = q_2^X\). We have to consider two cases to show that \((q_2^X, q_2^Y) \in R\).

\* \(v_1^S \models Inv(l_1^S)\). In this case \(q_1^X \notin A\) and \(q_2^X \in A\). Therefore, \((q_2^X, q_2^Y) \in R\).

\* \(v_1^S \not\models Inv(l_1^S)\). In this case \(q_1^X, q_2^X \in A\). From the construction of \(R\) it follows that any state from \(A\) can only be related to state \(u\) in \(Y\), but \(q_1^Y = (q_1^{[T]_{\text{sem}}}, q_1^{[S]_{\text{sem}}})\). This contradiction renders this case infeasible.

\(- q_1^Y = u\) and \(q_2^Y = u\). From Definition 19 of the quotient for TIOA, it follows directly that \((l_u, v) \xrightarrow{d} X(l_u, v)\) for any \(v \in [\text{Clk} \mapsto \mathbb{R}_{\geq 0}]\). And note with Lemma 20 that \(q_1^X, q_2^X \in \text{cons}^X\) and \(A \subseteq Q^X\Delta\) by construction of \(R\), it follows from Lemma 25 that \(q_1^X, q_2^X \in \text{cons}^X\).

Therefore, we can conclude that \((q_2^X, q_2^Y) \in R\).

In all feasible cases we can show that \((q_2^X, q_2^Y) \in R\) that all the six cases of bisimulation hold. Since we have chosen an arbitrary state pair from \(R\), it holds for all state pairs in \(R\). This concludes the proof. \(\square\)

6 Tool implementation

In parallel with writing this paper and proving all the theorems in it we are also implementing the theory in an updated tool. This process also helps with an extra layer of sanity check for the theory.

The tool consists of two major parts: the GUI and the verification engine jEcdar. Figure 11 shows a screenshot of the GUI for Ecdar version 2.4. The verification engine developed along with the GUI is written in Java and is called jEcdar and can be used both from the GUI and through a command line interface. The tool can be found at http://ecdar.net.

Fig. 11: Screenshot of the GUI of Ecdar 2.4
7 Conclusion

We have proposed a complete game-based specification theory for timed systems, in which we distinguish between a component and the environment in which it is used. To the best of our knowledge, our contribution is the first game-based approach to support both refinement, consistency checking, logical and structural composition, and quotient. Our results have been implemented in the ECDAR toolset.

One could also investigate whether our approach can be used to perform scheduling of timed systems (see [1, 26, 27] for examples). For example, the quotient operation could perhaps be used to synthesize a scheduler for such problem.
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