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An e-mail arrives from the Smart Water Infrastruc-
tures Lab at Aalborg University: ‘I think we found 
something you can add to the questionnaire’. Puz-
zled, but intrigued, I (Jonas) arrange a meeting. A 
couple of weeks later, my colleagues—an engineer-
ing PhD student and a professor and ‘maker of al-
gorithms’ (as he likes to call himself) with doctoral 
degrees in mathematics and engineering—introduce 
me to the basics of ‘game theory’.

The engineers and I are colleagues in a cross-dis-
ciplinary and engineering-led project, Smart Wa-
ter Infrastructures (SWIft), which works to optimise 
water flows and management by developing algo-
rithms and automation technologies without com-
promising data security and privacy. From its onset, 
ethnographic observations about the socio-technical 
aspects of such systems were seen as vital to the proj-
ect. The hope was that these insights would help fos-
ter a sense of ownership, expertise, and trust in au-

tomation among water utility personnel in Denmark 
and integrate actual utility practices that would en-
rich the technical research.

With game theory as a shared frame of reference, 
my colleagues were suggesting that I collect empir-
ical data about decision-making processes at wa-
ter utility companies, which they could then model 
into their predictive algorithms. They were trying to 
reach across the methodological and epistemological 
divide between our disciplines, and I saw game the-
ory as an invitation to create a shared space of prac-
tice in which ethnography could contribute to their 
development of algorithms. But how might we trans-
form the ethnographic richness of my data-material 
into the kind of contribution that the engineers were 
imagining? And how could game theory produc-
tively engage with and contribute to their epistemic 
practices, without compromising the ethnographic 
quality of my work?
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Abstract: Based on our experiences from ongoing collaborations with computational engi-
neers over the course of six years and two interdisciplinary research projects, with this arti-
cle we suggest that the building of collaborations between anthropology and computational 
sciences that alter disciplinary boundaries and bridge epistemic differences can be accom-
plished through three levels of engagement: a shared research project, becoming involved in 
each other’s theoretical universes, and crafting physical spaces for shared intellectual practice. 
Taking an empirical point of departure in our colleagues’ attempt to cross the methodological 
and epistemic divide between engineering and anthropology through game theory, we intro-
duce how the distinction between the ideal, the real and the actual serves not only as a model of 
our collaborations but also as a generalisable model for future collaborations across anthropol-
ogy and computational sciences.
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This article presents reflections on cross-disci-
plinary collaboration between us—Jonas, Adrienne 
and Astrid (three anthropologists)—and computa-
tional engineers during two consecutive research 
projects. Both projects aimed to optimise resources in 
electronic and digital systems by automating them, 
while simultaneously developing methods that se-
cure dataflows and privacy. Our colleagues are math-
ematicians specialising in cryptography and engi-
neers working in the field of systems, control, and 
automation. For practical reasons, we refer to them 
as computational engineers throughout this article.

Some Background

These research collaborations began in 2017 with the 
formulation of the first research project (SECURE)2 
and run until 2024, when the second project (SWIft) 
ends. Both projects are engineering-centred and led. 
The SECURE project (2018–2021) worked to further 
develop optimised and secure computation through 
a cryptographic method called Secure Multiparty 
Computation (MPC). The second project is the ongo-
ing SWIft project (2021–2024) from which the open-
ing vignette originates. SWIft focuses on the develop-
ment of smart water infrastructures for more efficient 
water management at water utilities while also em-
ploying secure computational methods. ‘Smart’ is the 
idiom used by our engineering colleagues to refer to 
technologies that are responsive and somewhat au-
tomated, based on the computation of large datasets.

In this article, we show how participating in 
cross-disciplinary research projects with computa-
tional engineering is not enough to make fruitful 
collaborations happen. It takes the crafting of extra- 
ordinary spaces of shared practice, and new concep-
tualisations to actually alter disciplinary boundaries. 
We argue that an altering of disciplinary boundaries 
in collaborations between anthropologists and engi-
neers can happen when there is (1) a shared project, 
(2) a practice of engaging with one another’s theoret-
ical universes, and (3) physical spaces for shared in-
tellectual practice. The research is still ongoing, and 
so is our thinking about these shared modes of col-
laboration. For this reason, what follows will focus 
on how the first two elements of this triplet have led 
us to experiment with designing the third. For now, 
let us simply clarify that when referring to physical 
spaces, we mean both regular meetings, seminars, 
conference participation, workshops, or laboratory 
experiments. By design, they allow for ongoing con-
versations and co-creation across disciplines, which 

can lead to a curiosity about and engagement with 
each other’s theoretical logics. This triplet for collab-
oration, we suggest, is not only a model of our teams’ 
cross-disciplinary collaborations but also holds the 
potential to become a model for (Geertz 1973: 93) 
practice in teams working across anthropology and 
computational engineering.

In his influential study of religion as a model of 
and a model for reality, Clifford Geertz defines reli-
gion as a system of symbols that provides its practi-
tioners not only with a symbolic representation—or 
a model of—the general order of reality but also with 
a blueprint—or a model for—practice (Geertz 1973: 
90–93, 127). To explain, Geertz refers to the example 
of a dam: A theory of hydraulics, he suggests, helps 
us understand how dams work. It acts as a model of 
reality. But hydraulic theory also assists the construc-
tion of a dam. In this case, theory serves as a model 
for reality (ibid.). Geertz emphasises the analytical 
richness of moving back and forth between those 
two perspectives—the symbolic and practical—in 
the interpretation of ethnographic phenomena (ibid.: 
121–123). Similarly, we suggest a blueprint for how 
to collectively ‘tack back and forth’ (Helmreich 2009; 
Mannov et al. 2020) between a different set of mod-
els of and for practice, namely, what Mannov et al. 
refer to as the ideal, the real and the actual (2020). As 
we shall see, this framework has helped us articulate 
and collectively navigate the complexity that ethno-
graphic insights from actual empirical settings bring 
into a cryptographic world that is otherwise popu-
lated by theoretical ideal models, against which imag-
ined real case-scenarios are measured.

By drawing on our collaborations with computa-
tional engineers in the SECURE and SWIft projects, 
we do not only wish to respond to this Special Is-
sue’s call for ‘productive interferences’ in cross-disci-
plinary endeavours. We also wish to make an inter-
vention into how anthropologists and computational 
engineers might think and work together by means 
of applying the relation between ideal, real, and actual 
as a blueprint for the crafting of physical spaces for 
shared intellectual practice.

With the growth of ‘ubiquitous computing’ (Dour-
ish and Bell 2011; Mackenzie 2017) anthropologists 
and other social science and humanities scholars have 
studied the social life of big data and computing in 
a variety of contexts. Some have addressed the risks 
that AI, big data, and automation pose to the sus-
tainability of social lives (boyd and Crawford 2012; 
Dourish 2016; Fisch 2013; Irani et al 2010; Lowrie 
2018; Lustig et al. 2016; Mackenzie 2015; Richards and 
Hartzog 2019; Seaver 2018; Taylor 2017; Zuboff 2015). 
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Others have attended to the practices and logics of 
data scientists in different contexts (Lowrie 2018; 
Breslin 2022). Knox and Walford highlight ‘the poten-
tial of ethnographies of digital technologies to disrupt 
anthropological ways of thinking and doing’ (Knox 
and Walford 2016: 2). They see the digital as an op-
portunity to alter disciplinary practices from within 
anthropology. Yet, most anthropological research on 
‘the data moment’ (Douglas-Jones et al. 2021; Magu-
ire et al. 2020) has focused more on how to practise 
anthropology as a critical discipline in a digital era 
and less on the potentials and challenges of bring-
ing anthropological insights (big, quick, algorithmic, 
or thick) to work in collaboration with data scientists 
and the technologies they develop. Recognising that 
working with shifts the ethics of ethnography, we 
aim to contribute to a critical anthropology in action 
with computational sciences. We situate our argu-
ments alongside critical data studies and ‘machine 
anthropology’—an umbrella term covering scholarly 
practices that venture into direct collaborations with 
data scientists (Madsen et al. 2018; Blok and Peder-
sen 2014; Seaver 2014) or that develop digital ethnog-
raphy approaches with big data (Munk et al. 2022). 
How might anthropology and related disciplines 
contribute positively to and work with technologies 
that are being deployed as tools that—in addition 
to optimising resources and profits—also offset and 
manage the negative effects of, say, climate change 
and other major challenges of the Anthropocene?

We begin with some background from the SE-
CURE project that focused on data security and op-
timisation and involved some of the same compu-
tational engineers that we encounter in the opening 
vignette of this article. Here, our productive interfer-
ence began as an empirical insight: how computa-
tional engineers understand their theories and mod-
els through notions of ideal and real, and how we 
used ethnography not only to gain insight into their 
epistemic framings but also to reach across the sci-
entific divide between us, by introducing the actual. 
Despite the fact that our focus has changed from data 
security to optimisation in water management, we 
begin by suggesting that these insights—ideal-real-ac-
tual—can act as a blueprint for interaction with our 
colleagues in the SWIft project. Thereafter, we show 
how our colleagues reached out to us with their own 
epistemic framings—namely, game theory—as a way 
to embed ethnographic insights in our shared proj-
ect. By letting game theory inform our ethnographic 
attention, we show how ethnographic insights can 
be made legible for our colleagues but also where 
limitations occur. We conclude by showing how this 

approach is not only a model of how we collaborate 
across scientific silos but may also function as a model 
for further collaboration for like-minded scientists 
from anthropology and engineering.

Ethnographic Explorations of 
Ideal-Real-Actual

Our first collaboration with the computational engi-
neers began with the SECURE project. As we have 
written elsewhere (Mannov et al. 2020), collaboration 
across disciplines requires trust and relation-build-
ing over time. This was where the idea of the trip-
let—a shared project, an engagement in each other’s 
theoretical universes, and spaces of shared intellec-
tual practice—emerged as a collaborative and theo-
retical device. The idea for the shared project across 
engineering, cryptography, and anthropology orig-
inated with Professor Rafal Wisniewski. Andersen 
was approached by him because, as he said, he did 
not know how to make people act properly in smart 
and automated systems and he needed a disci-
pline familiar with human behaviour. This resulted 
in a successful research proposal with disciplinary 
work packages and a shared project. But that was 
not enough. The SECURE team met regularly for re-
search meetings, but we remained firmly in our dis-
ciplinary silos. We also held a series of workshops 
during the project’s three years in which more time 
together was allocated and the meeting structure was 
more flexible. Within those shared physical spaces, 
we were able to ask dumb questions (Verran 2013: 
156) of each other, debate our scientific epistemolo-
gies, and become familiar with each other’s ways of 
theorising (see Andersen et al. 2021). It was in these 
workshops that our understanding of the compu-
tational engineers’ ideal and real could be explored 
empirically. This led us to offer up a third analytical 
framing that our colleagues seemed to be missing in 
their work: the actual.

The ideal in cryptographic models refers to secure 
computations done by a central ‘trusted third party’. 
Here, all parties in a network send their sensitive 
data to a third party who does the computation on 
behalf of the collective, sends only the result back, 
and does not disclose the sensitive data to any party. 
This way, the collective gains the benefit of a shared 
analysis without ever disclosing data other than to 
the trusted third party. This is referred to as ideal be-
cause this model assumes that the third party is not 
corrupted and is fully trusted. All other computa-
tional methods are measured against this ideal (Man-
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nov et al 2020: 38). This is where the cryptographic 
notion of real comes in. Here, secure computation 
methods are used, such that all parties have the 
benefi t of a shared analysis of sensitive data, with-
out disclosing this data to one another, and signifi -
cantly, without using a trusted third party. The data 
is computed within the collective, also called decen-
tralised computation. The robustness of such meth-
ods, whether they be MPC, fully homomorphic en-
cryption, zero-knowledge proofs etc., are measured 
against this ideal (See e.g., Lopez-Alt et al. 2011). Such 
methods were referred to as real not because they 
took their point of departure in actually existing em-
pirical sett ings, but because they were imagined real
sett ings, models populated by cryptography’s usual 
(fi ctitious) characters, such as Bob, Alice, Mallory and 
Eve (Mannov et al. 2020: 39).

Figure 1. Jaron Gundersen explains the diff erence be-
tween the ideal (a), real (b), and actual (c) world as they 
came to be used in the SECURE project. From: ‘Graph To-
pology. Ideal versus real world between mathematics and 
engineering’.

The computational engineers struggled to further 
develop these existing methods because when they 
tested actual data in their new decentralised pro-
tocols, they did not compare well to the ideal. The 
problem was that they were not making a distinc-
tion between the real methods and the challenges 
of working with actual data. These two worlds were 
very diff erent. It took lots of questioning from the 
anthropologists to realise that their colleagues’ real
was in fact, still theory. Bob and his friends were just 
points on a graph, not actual actors (outside of the-
ory) in the empirical world that wished to compute 
their data. As demonstrated in the SECURE project’s 
Science TV in the Cryptic Commons exhibition (see 
source, Figure 1), the actual became a helpful term 
and was adopted into the mathematician’s and engi-
neer’s language:

Jaron (mathematician): But the problem is that even 
though we can show that the protocol, in this situa-
tion [b], is as secure as in this [a], then it might not 
actually be as secure as when we have this ‘actual 
world’ here [c]. So, that’s the reason why we need 
to maybe come up with a new way of defi ning (...) 
what is security, because we might not be able to 
achieve this situation [a], when we have a situation 
like this [c].

Qiong Xiu (engineer): …from the engineering side, 
or more applied side, what I found is their [ideal 
world (a)] is actually unachievable. It’s (...) impossi-
ble to achieve (...) what we in engineering can do and 
what the mathematicians assume in the ‘ideal world’.

Jaron: I actually found this problem very interesting. 
When I was talking to Qiong Xiu (...), it seemed like 
there was a gap in the literature. (...) So, I think that 
we have to, kind of, redefi ne what ‘ideal’ is. If this is 
their actual world—that we do not have this full con-
nectivity—then I think the theory should be made 
such that it fi ts the ‘actual world’.

Our colleagues had not used the term actual before 
our collaboration, and it does not exist in the cryp-
tography literature. That the graph is not fully con-
nected (c in Figure 1) on the ‘more applied side’ as 
Qiong Xiu explained, was a practical problem of the 
theory not corresponding to the empirical sett ings. 
By digging into our colleagues’ theoretical universe, 
we were able to off er terminology that helped them 
express their problem and address it. The addition 
of the actual to our colleagues’ ideal and real became 
a model of the insights that the SECURE project gen-
erated together. But because the next project, SWIft , 
faced similar challenges of how to collaborate across 
disciplines, we found it useful to transfer insights 
from ideal-real-actual to the work with computational 
and automation technologies in the new project. 
With this move, ideal-real-actual came to function as a 
model for this collaboration, as well.

The Engineers Want to Play

Let us return to the game theory meeting. At the 
time, Jonas did not exactly know what game theory 
was beyond what he had seen in the movie A Beauti-
ful Mind (Howard 2001) about the Nobel Prize-win-
ning economist John Nash, nor did he know how it 
could be applied to water management. At the meet-
ing—a shared space in the project—he understood 
that our colleagues were developing and modelling 
algorithms that would allow them to calculate and 
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predict optimal water management practices. In so-
cial sciences and economics, game theory rests on the 
assumption that ‘instrumentally rational agents’ act 
in an optimising and strategic way to satisfy given 
and well-defined objectives (Heap and Varoufakis 
2004: 4–5; Tesfatsion 2017: 384). It provides a way of 
describing the rationales that drive decision-making 
practices among ‘rational’ actors in, for example, wa-
ter management at specific water utility companies 
and enables predictions about human decisions for 
the achievement of a shared agenda (Marden and 
Shamma 2015: 862–866). By contrast, game theory is 
also perceived by some engineers as a ‘suggestion’ of 
how actors in the water sector ought to manage water 
flows, considering the sometimes-conflicting agenda 
and strategies of decision-makers. This is referred to 
as a prescriptive model (ibid.). In other words, game 
theory seeks to either describe the most probable de-
cision taken by rational actors given the knowledge 
available to them or to prescribe the smartest strategy 
available to each ‘player’ to achieve a shared desired 
outcome. This outcome is referred to as equilibrium 
(Heap and Varoufakis 2004, 41–45; Nash 1951). Our 
engineering colleagues sought an equilibrium be-
tween the ideal practice—what is theoretically feasi-
ble in an optimal best-case scenario—and what they 
addressed as real practices, that is, models of comput-
able and generalisable insights based on how they 
imagined water management negotiations take place 
in real life.

Our colleagues’ explanations and Jonas’s subse-
quent reading of game theory pointed to several 
ways in which we were working together. Firstly, 
our colleagues invited us to engage in their theoret-
ical universe, an invitation that required us to think 
about our scientific practice anew. Secondly, our in-
sights from the SECURE project helped us navigate 
the computational engineers’ logics in game theory. 
One layer was described as computationally ‘op-
timal’, or ideal. But this did not consider the social 
context. The next level was how our colleagues en-
visioned the ways in which descriptive data (Jonas’s 
‘questionnaire’) about utility workers’ decision-mak-
ing and how they could include this in their model. 
This reminds us of the cryptographers’ real. The idea 
was that data could be generalised and embedded 
in a model, rules could be established, and equilib-
rium could be reached. But as soon as situated and 
thick ethnographic data from actual practice is in-
serted into a model, its context is lost. In order for us 
to communicate this concern to our computational 

colleagues, it was important that we agreed on these 
different layers when engaging with game theory.

It was clear that our colleagues were already 
thinking with ideal-real-actual. For example, they 
were developing a model in the laboratory for ideal 
control in water distribution networks (Misra et al. 
2023), and they were also planning on embedding 
this model with generalised data from actual deci-
sion-making processes and practices at water util-
ities. But, as Jonas explained to them, the kind of 
predictive decision-making and equilibrium that is in-
herently embedded in their understanding of game 
theory is quite distant from how situated practices 
and agency (read: the actual) are understood in an-
thropology. Many questions remained before ide-
al-real-actual could function as a model for our col-
laboration. Could we translate actual ethnographic 
material into computable, quantitative real models? 
And what would happen to the inherent richness, 
complexity, and contradictions of the ethnographic 
actual, when it became a part of the game theoretical 
real? From his interactions with the computational 
engineers on the SWIft team and the fieldwork he 
had been doing at a water utility in western Den-
mark, Jonas knew that he could not simply ‘collect’ 
generalised decision-making practices among util-
ity workers, to be implemented into a game theory 
model. There were many complexities and situa-
tional nuances in the decisions he observed, so, if he 
was to let game theory inform his ethnographic at-
tention, he needed to find a way to understand and 
work with these complexities.

Jonas decided to start from the insights that 
our colleagues wanted to compute in their models; 
namely what they expressed as ‘human specificities 
on decisions’ or, as they elaborated, ‘what people in 
specific situations and particular contexts assess as 
high-priority and low-priority factors or interests, 
in a situation where there are conflicting interests’. 
During the meeting, our engineering colleagues had 
raised questions like: ‘Which reflections have moved 
the decisions that agents in the water sector take? 
How have project managers gained the knowledge 
that they possess? How do they use such knowledge? 
What factors influence their assessments?’. These 
questions are well-suited to ethnographic methods, 
and they accompanied Jonas during the next months 
of fieldwork.
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Water Utility: Situated Negotiations of 
Ideal-Real-Actual

Figure 2. The SCADA system, with a real-time overview 
over the functioning of a pumping station managed by the 
water utility of Lemvig (Photo: Jonas Falzarano Jessen)

As an indirect consequence of the Danish Water Sec-
tor Act (Vandsektorloven 2009) passed in 2009, a 
number of minor Danish water utility companies 
had been compelled to either close or merge with 
neighbouring utilities. This was the case for the water 
utility of Thyborøn-Harboøre in western Denmark, 
which was merged with the utility of Lemvig when 
Jonas started his six months of fieldwork there. Jonas 
learned that the management had recently decided to 
transition to a new SCADA3-system, a kind of graphi-
cal user-interface (see Figure 2). The SCADA provides 
an overview of the total system of pipes and pumps 
in the utility infrastructure and allows the employees 
to supervise how water moves through it. In addition, 
the SCADA interacts with the computers that control 
and automate specific processes in water manage-
ment. According to the employees, the transition to 
the new SCADA system was mainly a managerial de-
cision to simplify operations across the newly merged 
utilities. Brad, the technical coordinator of water-me-
tres at the utility, explained: ‘From an operations per-
spective, they are both quite intuitive and very similar 
to each other’. The 20-year-old SCADA system used 
in Lemvig still worked. For the majority of the em-
ployees, it had been their primary digital tool since 
they had started working there. So, why get rid of it?

The Ideal Is Not Ideal

The new system had one key functionality that the 
old one did not: its controlling unit is more easily 
accessed and the processes and automations that it 

runs can be adjusted according to new needs or cir-
cumstances at any time. According to Frances, the 
Chief Operations Engineer at the utility, the old sys-
tem ‘was not programmed correctly’. In addition, he 
explained, it ran through an:

optimised management system on our pumps that 
we cannot control. It’s all computed into this auto-
mated ‘optimization’ that we cannot access. (...) And 
while I really think that we would be able to make 
those pumps work more efficiently if we could pro-
gramme them ourselves, we are bound by the fact 
that they are designed to be automatic and auton-
omous, so we cannot adjust the software! (...) I am 
sure that what the company has designed is ideal in 
terms of the assumptions it is based on. But it’s just 
that I don’t quite agree with some of those assump-
tions about how the pumps should run. Their energy 
consumption is just too high.

When Frances spoke about ‘programming’ the new 
pumps, it seemed like this might be a place where 
the decision-making agenda could be of game theo-
retical interest.

The transition to the new SCADA offered a rich 
opportunity for the utility employees’ otherwise un-
articulated considerations to surface. This offered Jo-
nas an opportunity to ethnographically explore how 
decisions about water management practices were 
debated, negotiated, challenged, and assessed, and 
how doubts, situated practices, and experience in-
formed the employees’ decisions about which smar-
tification and optimisation practices to adopt. In ad-
dition, the discussions and negotiations taking place 
around the new SCADA seemed to reflect the lay-
ers in ideal-real-actual. In the actual everyday practice 
of water management at the Lemvig utility, the old 
SCADA lacked the flexibility that would allow for 
the contextual decision-making that was required for 
the system to run optimally. The system was made in 
relation to an ideal scenario, which did not fit Lem-
vig’s specific situations, nor did it reflect its cur-
rent priorities in terms of water management. Fran-
ces’s criticism spoke directly to our insights about 
the cryptographic ideal, which was based on the as-
sumption that total computational security could 
be achieved. Similarly, the old SCADA system was 
based on theoretical assumptions about efficiency, 
optimisation, and automation that did not take actual 
contexts into account.

Game theory had redirected Jonas’s attention to 
negotiation and decision-making and the distinc-
tions in ideal-real-actual helped him identify the com-
plexity of a new computational and digital system. 
First, the conceptual distinction describes the kind 
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of world phenomena with which we were involved. 
In this sense, ethnographically rich data—which in 
the eyes of engineers is often fluffy and too messy to 
work with—when seen as the actual world, becomes 
legible to our computational engineers because it is 
integrated in the logics they work with. Secondly, 
ideal-real-actual explains the kinds of problems that 
often emerge when generic technologies designed 
in a lab—as ideal or real—are implemented in actual 
complex contexts.

Hands-On Actual

Figure 3. The SCADA system displayed on a tablet in the 
field (Photo: Jonas Falzarano Jessen)

Some employees have worked at the Lemvig util-
ity for decades. They know the flaws and strengths 
of the piping and pumping network like their own 
back-pockets. Brad is one of them. He used to op-
erate the utility’s water-metres in the field. In the 
meantime, he received further training and is now 
responsible for the oversight of the whole system’s 
pressure and flow of water through the SCADA sys-
tem. In close collaboration with the utility engineers, 
he follows the current state of the physical network 
and its water flows and assesses whether or not the 
system works optimally (see Figure 3). Based on his 
experience with the SCADA and the daily and yearly 
rhythms of the local communities’ water consump-
tion, Brad monitors water-consumption patterns and 
pressure and flow-graphs from the pumping sta-
tions that the utility manages. He does this in order 
to identify what he refers to as ‘irregularities’: poten-
tial leaks and damages in the network, which he then 
investigates in the field (see Figure 4). This requires 
technical skills, a deep, situated knowledge about 

the local neighbourhoods—how they consume water 
and for which purposes—and an eye for how global 
and geopolitical circumstances are manifest locally. 
For instance, it is key for Brad’s work to know which 
areas of the local community are affected by popula-
tion fluctuations due to tourism. He knew which in-
dustrial areas use water as part of their production 
and when and which scarcely populated areas are 
made up of farmland that require sudden and large 
amounts of water for irrigation due to a changing 
climate. This was important contextual information 
that helped him understand what should be inter-
preted as an ‘irregularity’ and what should not. As 
Brad explained: ‘Normally, the fishermen consume 
a lot of water by the harbour when they come back 
and start to clean up their ships and catch. But in the 
past two months, their consumption has been close-
to-zero (...). Since the war in Ukraine started, it [the 
diesel] is too expensive for them to go fishing’.

Figure 4. Brad, interacting with one of the physical con-
trolling units supervised by the SCADA system (Photo: Jo-
nas Falzarano Jessen)

With the fully automated and old SCADA system, 
Brad’s situated knowledge remained external to it. 
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He could make suggestions about how to react to 
problems based on his hands-on knowledge, but it 
was not integrated in the SCADA because the sys-
tem could not incorporate that kind of situational in-
formation. Regularities in consumption-patterns are 
easily modelled into automated systems. Irregulari-
ties, however—such as extreme weather events, geo-
politics, market-changes, and infrastructural break-
downs or damages—are hard to model and predict. 
Whenever Brad identifies such potential irregular-
ities, he consults with his colleagues to assess his 
judgement before deciding how to react. These col-
leagues are engineers who can make theoretical cal-
culations that help him make the right decision, but 
he also consults fieldworkers and operators. ‘They 
[field workers and technical operators] usually know 
what is currently happening in the area. Some of 
them even remember if some water-taps have been 
installed incorrectly and which service-connections 
are in bad condition’, Brad explained. They are the 
ones with extensive knowledge about the neighbour-
hood and the people, pumps, valves, and pipes that 
actually populate it.

Brad and his colleagues’ situated knowledge of 
the conditions and the seasonal rhythms of the com-
munity lead to a particular kind of decision-making 
and negotiation. They are based on the iterative re-
lationship between day-to-day circumstances and 
the models that are embedded in the SCADA sys-
tem. This is part of what the SWIft engineers were 
looking for in the game theoretical ‘decision-making 
practices’.

Getting Real

Brad’s work is an example of how decision-mak-
ing processes at the utility function through a feed-
back-loop between different layers of knowledge. 
Those ways of knowing derive from real descrip-
tions—that is, models based on imagined real-world 
scenarios and needs that are built into the SCADA 
system—but they are always interpreted against the 
backdrop of inherently situated knowledges about 
the local surroundings: They are evaluated through 
actual observations from the sensed physical world.

This feedback-loop functions the other way 
around, too. As the utility transitioned to the new 
SCADA system, Frances saw this as an opportunity 
to re-evaluate the (infra)structure of the system, ask-
ing: ‘Is there anything that we can do differently in 
order to avoid having to change the physical infra-
structure, without compromising the efficiency of 

our water supply?’ He wanted to incorporate Brad’s 
hands-on reading of the SCADA—his situated prac-
tice that requires complex and local knowledge—into 
the new system. During this evaluation, key sugges-
tions for how to change the infrastructure came from 
actual observations made by experienced fieldwork-
ers and network-operators who knew the physical 
system and its context inside-out. This informed the 
solutions developed by the engineers at the utility. 
In other words, actual observations were generalised 
and inserted into the new SCADA, making them a 
real model for optimisation at the utility. The actual 
had, in other words, become real, since certain ob-
servations were considered to be likely to occur, and 
therefore generalisable. They could be integrated 
into the system in a way that was truer to the actual 
lived circumstances in the municipality. This testi-
fies to how the boundaries and relationship between 
the actual and the real are continuously blurred, ne-
gotiated, and reworked in practice. Nevertheless, the 
utility employees knew that there would be situa-
tions that could not be predicted in a model. The ac-
tual remained relevant, and it was important that the 
new system was flexible enough to consider situated 
elements outside of it, as well.

Jonas needed to bring these different layers of 
knowledge back to the SWIft engineers. It was not 
just a question of collecting ‘decision-making prac-
tices’ for the purpose of developing—in game theory 
jargon—descriptive models that could be reworked as 
prescriptive models, or actual observations that could 
challenge the imagined real of our engineering col-
leagues’ models. He needed to show the multiple 
layers—ideal-real-actual—in these practices, as well as 
the recursive relationship between them. Otherwise, 
the SWIft engineers risked reproducing a new sys-
tem that, in Frances’s words ‘was not programmed 
correctly’.

Reworking Boundaries

The project is still ongoing, but we would be remiss 
not to close with a description of how some of the in-
sights presented in this article have been put to use 
in smart water management systems currently being 
developed. Early in 2023, the employees of five dif-
ferent Danish water utilities, representatives from a 
Danish water management consultancy, the SWIft 
research team, and half a dozen Techno-Anthropol-
ogy4 students and colleagues gathered for a one-day 
workshop on ‘Human and Artificial Intelligence in 
Future Water Systems’. The purpose of the workshop 
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was to craft a space where utility operators, consul-
tants, researchers, and algorithms could interact with 
and inform one another through actual cases, but in a 
future-oriented manner. It marked the conclusion of 
a six-month period of research collaboration between 
anthropologists (the authors), our computational en-
gineering colleagues at SWIft, and a handful of engi-
neering consultants. The insights presented in this ar-
ticle served as the workshop’s analytical framework. 
Informed by the relational recursivity of ideal-real-ac-
tual, the workshop participants worked together 
with the idea that automation and control algorithms 
could be improved by incorporating actual world sce-
narios that included human skills and sociality. The 
interdisciplinary and trans-sectoral workshop was 
yet another physical space that made valuable in-
sights and moments of serendipity possible.

In close collaboration with our engineering and 
consultancy colleagues, we designed the workshop 
around three interconnected stages. The first stage 
consisted of a laboratory exercise in which our com-
putational engineering colleagues assisted the par-
ticipants in engaging with a water management soft-
ware developed as part of the SWIft project. The 
second stage was a mapping exercise where water 
utility operators portrayed how digital and physi-
cal infrastructures affected their daily work in the 
field. Finally, the third stage engaged all the partici-
pants in a shared discussion about how future water 
management practices could be made socially intelli-
gent. The three stages allowed for different layers of 
knowledge to emerge and interact. The real of a labo-
ratory experiment was tested and evaluated through 
the actual working habits of the various utility oper-
ators. The actual of the current digital and physical 
infrastructures was held up against the real of the 
imagined futures of the different water utilities. Fi-
nally, the ideal was reworked in terms of the shared 
imaginaries, needs, and situated knowledges present 
at the workshop.

Through our ongoing collaboration over the course 
of six years (2018–2024) and two consecutive re-
search projects, the altering of disciplinary boundar-
ies was enabled through a shared project, by engag-
ing with each other’s theoretical and epistemological 
universes, and by creating physical spaces for shared 
intellectual practices. Game theory—although not in 
a linear and straightforward manner—helped alter 
our anthropological practices by creating a concep-
tual space for a shared intellectual endeavour. Jonas 
used the distinction between the ideal, the real, and 
the actual to help him attune his ethnographic atten-

tion to processes and practices of decision-making 
and negotiation in relation to game theory logics. 
This made it easier to connect the observations made 
in the field—the actual world—with the ideal and real 
work carried out by our computational engineering 
colleagues in the smart water lab and around the 
SCADA at the Lemvig utility.

Drawing on Clifford Geertz’ famous distinction 
between religion as a model of and for practice, we 
have suggested that adding the actual to the distinc-
tion between the ideal and the real world—under-
stood as orders or levels of reality in which com-
putational engineers and data scientists do their 
work—anthropologists can gain an epistemic space 
for contributing to work carried out in data science. 
We have proposed the actual—the space of ethnog-
raphy, where lifeworlds unfold and are experienced 
in unexpected ways—as a concrete anthropological 
tool, intervention, and contribution that attunes com-
putational scientists to the lived worlds into which 
they increasingly intervene and change. Further, we 
have shown how ideal-real-actual became a way for 
anthropological insights to become legible to com-
putational engineers and gained currency in the de-
velopment of optimisation algorithms and compu-
tational technologies. As the workshop exemplified, 
the ideal, real and actual are unstable orders, as they 
intertwine, change character, and inform one an-
other in different situations and contexts. Attention 
to how the actual informs the ideal and real in the de-
velopment of computational technologies holds the 
potential of not only optimising the work of com-
putational engineers and data scientists, but also of 
making it more socially accurate and just. In this way, 
the ideal-real-actual functions as a generalisable model 
for collaboration across anthropology and computa-
tional sciences.
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Notes

 1.	 Corresponding authors are: Jessen (jonasfj@ikl.aau.
dk) and Mannov (mannov@cas.au.dk).

 2.	 SECURE is an acronym for Secure Estimation and 
Control using Recursion and Encryption (www.se-
cure.aau.dk).

 3.	 SCADA stands for Supervisory Control and Data 
Acquisition.

 4.	 Techno-anthropology is a degree program offered 
at Aalborg University. The curriculum brings social 
and technical insights together for the purpose of 
developing sustainable technology and policy.
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