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Abstract

As the next generation of wireless communication unfolds, 5G and the anticipated 6G
networks are poised to revolutionize the industry by integrating with Low Earth Orbit
(LEO) satellite systems. This integration, however, brings forward significant chal-
lenges, particularly in achieving power-efficient transmission within the constraints of
satellite communication. This thesis delves into the intricacies of such systems, present-
ing innovative deep learning solutions to enhance their performance and reliability.

Drawing from the advancements in complex-valued neural networks, this work first
introduces an autoencoder framework for power-efficient satellite communications, lever-
aging a Deep Complex Convolutional Network (DCCN) as a decoder. By employing a
two-stage training scheme, the model adapts to varying channel conditions and front-
end nonlinearities, achieving efficient transmission across different operational statuses
without compromising bit error rates. This approach is substantiated through exper-
imentation with a 28 GHz active phased array, demonstrating the potential of neural
networks in handling non-linear OFDM waveforms.

Expanding on this, a novel hybrid model utilizing transfer learning is proposed to
fortify end-to-end OFDM neural receivers against the complexities of multiple channel
environments and nonlinear transmitters. The robustness of the DCCN is significantly
enhanced, reducing training times and improving error rates, as validated through prac-
tical measurements on advanced hardware platforms.

In the critical domain of fault diagnosis within active phased arrays—vital for the
operation of 5G and 6G radios—the thesis introduces a groundbreaking Deep Neural
Network (DNN) approach. This method simplifies the traditionally complex diagnostic
process, yielding high accuracy in detecting single and multiple element failures swiftly
and effectively, even in challenging signal-to-noise scenarios. Such a development paves
the way for practical, on-site deployment, reducing reliance on elaborate measurement
setups.

Finally, addressing the pervasive issue of link blockages in mmWave communications,
the thesis presents a cutting-edge application of Liquid Time Constant (LTC) networks.
This biological ODE-inspired system demonstrates exceptional accuracy in predicting
imminent blockages using only received signal power, marking a significant step towards
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ensuring low-latency and reliable communication.
Collectively, these contributions underscore the transformative impact of deep learn-

ing in enhancing the robustness, efficiency, and diagnostic capabilities of next-generation
wireless communication systems. This thesis not only offers a suite of novel methodolo-
gies but also bridges theoretical research with practical engineering applications, em-
bodying the innovative spirit of a young engineer forging the path to a more connected
future.



Resumé

Med udrulningen af næste generation af trådløs kommunikation står 5G og den forvent-
ede 6G-netværk klar til at revolutionere industrien gennem integration med lavbane-
satellitsystemer (LEO). Denne integration medfører imidlertid væsentlige udfordringer,
især når det gælder om at opnå energieffektiv transmission inden for rammerne af satel-
litkommunikation. Denne afhandling dykker ned i kompleksiteterne af sådanne syste-
mer og præsenterer innovative dyblæringsløsninger for at forbedre deres præstationer
og pålidelighed.

Med udgangspunkt i fremskridt inden for komplekse neurale netværk introducerer
dette arbejde først en autoencoder-ramme for energieffektiv satellitkommunikation ved
at benytte et Dybt Komplekst Konvolutionsnetværk (DCCN) som dekoder. Ved at
anvende et todelt træningsskema tilpasser modellen sig til varierende kanalforhold og
front-end ikke-lineariteter, hvilket opnår effektiv transmission på tværs af forskellige
operationelle statusser uden at gå på kompromis med bitfejlratene. Denne tilgang er
understøttet af eksperimenter med et 28 GHz aktivt fasestyret array og demonstrerer
neurale netværks potentiale i håndteringen af ikke-lineære OFDM-bølgeformer.

Udvidelsen af dette omfatter en ny hybridmodel, der benytter transfer learning for
at styrke end-til-end OFDM neurale modtagere mod kompleksiteterne af flere kanalom-
givelser og ikke-lineære sendere. Robustheden af DCCN forbedres markant, hvilket
reducerer træningstider og forbedrer fejlrate, som det er valideret gennem praktiske
målinger på avancerede hardwareplatforme.

I det kritiske domæne for fejldiagnosticering inden for aktive fasestyrede arrays—vitalt
for driften af 5G og 6G-radioer—introducerer afhandlingen en banebrydende Dyb Neu-
ralt Netværk (DNN)-tilgang. Denne metode forenkler den traditionelt komplekse di-
agnostiske proces og giver høj nøjagtighed i opdagelsen af enkelte og flere elementfejl
hurtigt og effektivt, selv under udfordrende signal-til-støj-scenarier. En sådan udvikling
banebryder vejen for praktisk, on-site udrulning, hvilket reducerer afhængigheden af
komplekse måleopsætninger.

Endelig, med hensyn til det udbredte problem med linkblokeringer i mmWave-
kommunikation, præsenterer afhandlingen en banebrydende anvendelse af Liquid Time
Constant (LTC)-netværk. Dette biologisk ODE-inspirerede system demonstrerer en-
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estående nøjagtighed i forudsigelsen af forestående blokeringer ved kun at bruge mod-
taget signalkraft, hvilket markerer et væsentligt skridt mod at sikre lav-latens og pålidelig
kommunikation.

Samlet set understreger disse bidrag den transformative indvirkning af dyblæring i
forbedringen af robustheden, effektiviteten og diagnostiske kapaciteter af næste gener-
ations trådløse kommunikationssystemer. Denne afhandling tilbyder ikke blot en suite
af nye metoder, men bygger også bro mellem teoretisk forskning og praktisk ingeniørar-
bejde, og indkapsler den innovative ånd hos en ung ingeniør, der baner vejen mod en
mere forbundet fremtid.
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1. Introduction 3

1 Introduction
In an era where the digitization of our world is accelerating, the imperative for faster
and more reliable wireless communication systems intensifies. As we stand on the cusp
of 6G networks and witness the expansion of satellite communication, the significance of
millimeter-wave (mmWave) technologies has surged [1]. These technologies, with their
high bandwidth and frequency capabilities, are becoming indispensable in leading the
wireless communication revolution. Amidst the transformative wave of telecommunica-
tions, marked by relentless efforts to enhance data rates, minimize latency, and enrich
user experiences, the power efficiency of power amplifiers has emerged as a crucial factor.
These amplifiers, responsible for boosting signals from base stations to mobile devices,
have seen their efficiency catapulted through advances in semiconductor materials, such
as Gallium Nitride (GaN), and sophisticated linearization techniques like digital pre-
distortion (DPD) [2, 3]. Remarkably, GaN-based power amplifiers have evolved from
efficiencies near 50% in the early 2000s to surpassing 70% in recent times [4], addressing
the heightened power demands of 5G and forthcoming 6G networks. Moreover, the
foray of Artificial Intelligence (AI) into this domain promises further enhancements by
compensating for non-linearities and dynamically optimizing amplifier operations for
efficiency [5].

1.1 5G and Beyond
The advent of 5G, succeeding 4G LTE, has catalyzed a new telecommunications epoch by
delivering faster, more robust networks capable of supporting a growing multitude of de-
vices [6–8]. It introduces three pivotal services: Enhanced Mobile Broadband (eMBB),
for heightened data throughput and coverage; Massive Machine Type Communications
(mMTC), integrating IoT to link innumerable low-power devices; and Ultra-Reliable
Low Latency Communications (URLLC), critical for latency-sensitive applications like
autonomous vehicles and telesurgery [8]. The deployment of Frequency Range 2 (FR2),
spanning 24.25 to 43.5 GHz, along with massive MIMO technologies, emboldens 5G
to achieve elevated data rates and expansive coverage, albeit presenting efficiency chal-
lenges, particularly given cost and size constraints [8]. Addressing these efficiency con-
cerns, especially in power consumption, is vital as the requisites for managing in-band
and out-of-band distortions become increasingly stringent. This underscores the pivotal
role of active devices, such as power amplifiers, which must operate within nonlinear
regimes to attain optimal power efficiency. However, the emergence of ultra-wide band-
widths, extending to 400 MHz, introduces complex AMAM and AMPM gain distortions
due to memory effects, challenging conventional DPD techniques and prompting the
need for more sophisticated solutions [9–12].



4

1.2 Motivation
Denmark’s strategic investments in the space sector, AI, and telecommunications aim to
spur economic growth and societal advancement [13–15]. These initiatives are poised to
foster a robust AI ecosystem, guarantee access to high-speed internet, upgrade telecom-
munication services, and leverage space data. Nevertheless, the quest for higher data
transmission speeds and extended mobile device battery life underscores the signifi-
cance of energy efficiency in wireless communication [16–19]. At the hardware level,
this translates into a delicate interplay between the nonlinear behavior and overall en-
ergy efficiency of communication devices. The intrinsic trade-off between these elements
has been a longstanding challenge [9–12], with nonlinear transmission leading to signal
distortion, intermodulation distortion, and erroneous demodulation, thus impairing the
integrity of wireless communication systems. To mitigate these challenges, the integra-
tion of deep learning techniques into mmWave communication systems is proposed.

However, the promise of mmWave technologies is tempered by significant reliability
and efficiency challenges [16, 17, 20]. These include blockage susceptibility, channel
management complexity, transmitter non-linearities, and the difficulty in diagnosing
faults within active phased arrays (APAs) [16, 18, 21]. Overcoming these obstacles
necessitates innovative solutions, and deep learning, as a potent subfield of AI, offers
considerable promise in addressing complex problems [22–24]. Its capability for pattern
recognition, environmental adaptation, and predictive accuracy can be pivotal in sur-
mounting mmWave system challenges [5, 17, 20, 21]. Moreover, these advances, when
coupled with the increasing availability of computational resources and data, could lead
to breakthroughs that would dramatically shift the current paradigm of wireless com-
munication.

1.3 Thesis Objectives and Methodology
This thesis sets out to apply and explore deep learning techniques to enhance the relia-
bility and efficiency of mmWave front-end systems. The central research queries guiding
this work are as follows:

1. How can complex-valued deep learning approaches enhance power-efficient trans-
mission in 6G and satellite systems?

2. What strategies can be developed to handle multiple channels and nonlinear trans-
mitters in mmWave communication effectively?

3. How can deep neural networks be utilized for quick and precise fault diagnosis in
active phased arrays?

4. How can ordinary differential equation neural networks, specifically Long Short-
Term Memory (LSTM)-based networks, be applied for precise blockage prediction
in mmWave front-ends?
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These research questions are addressed through a collection of scientific papers, each
tackling specific aspects of the overarching objectives. Since different communication
environments inherently require different adaptations, our approach aims to develop
deep learning techniques and models that exhibit versatility across diverse scenarios.

Q1, Q2

DCCN
Paper A
Paper B

Efficiency
Paper A
Paper B

Multi Channel
Paper B

Q3

DNN
Paper C

mmWave
Paper C

Q4

LTC
Paper D

mmWave
Paper D

Fig. 1: Relationship between research questions, methods, and papers included in the thesis.

The research questions are addressed by employing various deep-learning techniques
and models, which are discussed in detail throughout this thesis. For a more compre-
hensive understanding of these questions and how they are tackled in various scenarios,
please refer to Figure 1.

1.4 Thesis Outline
The thesis is divided into two main parts. Part I, the remainder of which is structured
as follows: Part I begins with Chapter 2, offering a detailed examination of the es-
sential theoretical foundations. This chapter delves into the complexities of terrestrial
and satellite communication systems. Chapter 3 emphasizing the application of deep
learning for various purposes. These include channel estimation, addressing nonlinear
transmitter challenges, predicting blockage status, and diagnosing faults specifically in
mmWave communication. Chapter 4 presents the measurement setup and measure-
ments conducted to have real world data to both simulate from and test the different
neural network applications.
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Chapter 5 presents detailed summaries of the individual research papers that form
the core of the thesis. Each paper tackles different aspects of the primary research
questions, contributing significantly to a more profound understanding of the topic.

Chapter 6 concludes Part I, drawing insights from the research and suggesting future
research directions in this dynamic and advancing area.

Part II of the thesis, which constitutes its primary contributions, is a collection of
scientific papers. These papers are methodically arranged to correspond with different
elements of mmWave communication. Papers A and B explore complex-valued deep
learning to enhance system efficiency and adaptability. Papers C and D, on the other
hand, are centered on fault diagnosis and blockage prediction in mmWave systems. This
structure allows for a systematic examination of how deep learning can be innovatively
applied in the field of mmWave communication.
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2 Wireless communication for Next-Generation Net-
works

In the realm of modern telecommunication, the development of new wireless technolo-
gies has experienced a rapid expansion. Among these technologies, 5G and 6G networks,
along with satellite communication, have emerged as significant advancements with the
potential to revolutionize connectivity and necessitate enhanced physical layer archi-
tectures. Concurrently, the applications of artificial intelligence, particularly in neural
networks, have seen a substantial increase, offering innovative solutions to enhance the
physical layer. This chapter aims to provide a comprehensive overview of these devel-
opments.

2.1 OFDM Modulation in 5G NR
Orthogonal Frequency Division Multiplexing (OFDM) is a critical modulation scheme
adopted by the 5G New Radio (5G NR) standard [8]. As a multicarrier modulation
technique, OFDM divides the available bandwidth into multiple orthogonal subcarriers,
with each subcarrier transmitting a portion of the data.

Channel  
Coding 

Constallation
Mapping 

Pilot/guard 
Insertion IDFT P/S CP 

 Insertion

Channel

Channel  
Decoding  Demodulation

Channel Eq. 
Data Cell
Extraction

DFT P/S CP 
 Removal

Time DomainFrequency DomainBit
Domain

Transmitter

Receiver

Bits

Bits

OFDM system

Symbols

OFDM slot

Su
bc

ar
rie

rs
Resource

Block

(a) (b)

Fig. 2: a) Block diagram of a conventional communication system [25]. b) OFDM symbol grid, with
the x-axis representing symbols and the y-axis representing subcarriers [25].

OFDM offers several advantages within the context of 5G NR:

• Efficient Spectrum Utilization: OFDM minimizes interference through the
orthogonality of its subcarriers, enabling efficient spectrum use.

• Flexibility: The support for variable subcarrier spacing in 5G NR allows for the
accommodation of various use cases and deployment scenarios, striking a balance
between coverage and capacity.
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• Robustness Against Multipath Fading: The inherent structure of OFDM
provides resilience against multipath fading, which is prevalent in wireless com-
munication.

• Support for MIMO: OFDM integrates seamlessly with Multiple Input Multiple
Output (MIMO) technologies in 5G NR, facilitating increased data rates and link
reliability.

The cyclic prefix (CP) is a critical element in OFDM, crucial for maintaining sub-
carrier orthogonality in multipath environments. 5G NR supports both normal and
extended CP lengths to accommodate diverse propagation conditions. A collection of
OFDM symbols forms a resource element (RE), and a collection of REs constitutes a
Resource block, as illustrated in Figure 2. A communication slot comprises F consecu-
tive OFDM symbols, allocating P pilots and D REs for data transmission. The length
of a time-domain OFDM symbol is S = N +Ncp, where Ncp represents the CP length.
Under m-ary modulation, an IQ sample carries m bits, with the constellation size being
2m.

Conventional Demodulation

In 5G NR systems, demodulation is a critical process for accurate data transmission and
reception. A conventional algorithm used for this purpose is the Linear Minimum Mean
Square Error (LMMSE) estimator [26]. The LMMSE estimator for a received signal r
can be represented as :

x̂ = RrxR−1
xx r, (1)

where Rrx is the cross-correlation matrix between the received and the original signal,
Rxx is the auto-correlation matrix of the original signal, and x̂ is the estimated transmit-
ted signal [26]. The LMMSE algorithm aims to minimize the mean square error between
the estimated and actual transmitted signals. This method offers a robust demodulation
mechanism within 5G NR systems, as illustrated in Figure 2. With the advent of neural
receivers, there is potential for optimization in the demodulation process, leveraging
machine learning to enhance performance beyond traditional algorithms [5].

2.2 Enhancing Power Efficiency in Communication Systems
Power amplifiers face the challenge of maintaining a delicate balance between linearity
and efficiency. The 3GPP standardization mandates linear operation, which inevitably
results in reduced efficiency [8].

The 5G modulation scheme, based on OFDM, optimizes frequency band usage while
operating at high power. A significant challenge in designing a transmitter with a
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non-constant envelope is maintaining linearity while adhering to standardization re-
quirements. For a 5G downlink 64-QAM baseband signal, the Error Vector Magnitude
(EVM) is defined to be below 12.5% points and the Adjacent Channel Leakage Ratio
(ACLR) below -28 dBc [27, 28].

(a)
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(c)

Fig. 3: Nonlinear effect on a) Amplification in the AiP [25, 29], b) Power added efficiency of the
AiP [25, 29], c) operation points in the GaN HEMT PA [25, 29].

To address this, various linearization techniques have been employed to enable the
power amplifier to operate in nonlinear zones while adhering to standardization require-
ments and maintaining satisfactory efficiency. The industry has long utilized various
effective methods to achieve these objectives, such as the Doherty Power Amplifier,
Envelope Tracking (ET), and Digital Predistortion (DPD) [9, 12].

The scope of linearization extends beyond a single power amplifier with the advent
of more recent technological advancements like MIMO and beamforming, critical com-
ponents in 5G and 6G. It now involves linearizing an entire array of power amplifiers,
each connected directly to the smaller patches of an active phased array antenna. This
advanced structure necessitates the application of additional linearization methods, the
specifics of which depend on the arrangement of these systems. The introduction of

Fig. 4: Conventional Digital Predistortion in APA.
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neural networks offers the possibility of re-engineering the conventional communication
system using AI to solve some of the challenges in 5G communication systems.

(a) (b) (c)

Fig. 5: AiP nonlinear distortion effect as expressed in the received constellation. a) Nonlinear distorted
signal effect on symbols [25]. b) Nonlinear distortion in AWGN channel [25]. c) Nonlinear distortion
in a flat fading channel [25].

Transistor Variation

Transistors used in power amplifiers exhibit variations due to the manufacturing process,
which directly impacts their non-linearities. Factors such as channel doping, gate oxide
thickness, and gate line roughness directly impact the behavior of the transistor [30] [31].
This is evident in the voltage threshold behavior of a transistor, expressed as:

σVT h
= 3.19 · 10−8 Tox ·N0.4

A√
Leff ·Weff

(2)

where NA is the channel doping, Tox is the oxide thickness, and Leff ,Weff are the
effective length and width of the channel respectively [30].

The drain current is a function of the relationship between gate voltage and voltage
threshold, as expressed in the following equations:

ID = µnCox
W

L
[(Vgs − VTh)VDS −

VDS
2

2 ] (3)

ID = µnCox
W

2L (Vgs − VTh)2 (4)
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(a) (b)

Fig. 6: Power spectrum of 16 PA’s with a) Vgs = −2.7 V and B) IDQ = 100mA.

where Cox is oxide capacitance, µn is the electron mobility of the material, Vgs is
the gate voltage, and VDS is the voltage from drain to source.

The oxide capacitance, Cox, can be calculated using the permittivity of the oxide
and the thickness of the oxide:

Cox = εox
Tox

(5)

Equations (2) and (4) can be plotted for different Vgs and VDS values, as shown in
Figure 3(c).

Figure 3(c) illustrates that when the transistor enters saturation, it is linear, which
is not entirely accurate. The equations are a simplified model of a transistor, and the
lines are therefore linear when, in practice, they are increasing slightly in the saturated
area.

Crucially, equations (2) and (4) demonstrate that only if Cox is equal for each tran-
sistor will these equations yield the exact same value. Since Cox varies due to manufac-
turing processes, it will cause a difference between transistors that results in different
drain currents when the same gate voltage is applied to the transistors. This variation
underscores the different non-linearities exhibited by transistors due to manufacturing
variations as shown in Figure 6.

2.3 Satellite Communication
Satellite communication is going to plays a pivotal role in global telecommunication,
offering reliable connectivity, particularly in remote areas where traditional networks fall
short. As 6G technology unfolds, the focus has shifted toward integrating terrestrial and
non-terrestrial networks, including satellite systems, to bolster future global connectivity
[21, 32, 33].



12

Fig. 7: Illustration of the orbits and altitudes of different types of communication satellites.

Fundamentally, satellite communication involves transmitting signals over vast dis-
tances between ground stations and onboard communication systems. This transmission
process is characterized by the sending and receiving of signals at fixed intervals, dic-
tated by the satellite’s speed and orbit position.

There exist three primary categories of communication satellites: Geostationary
Earth Orbit (GEO), Low Earth Orbit (LEO), and Medium Earth Orbit (MEO). GEO
satellites, located approximately 36,000 kilometers above Earth, provide continuous
coverage of specific regions and are ideal for applications like GPS. LEO satellites, po-
sitioned closer to Earth (around 1,200 kilometers above the surface), offer lower latency
and can handle data-intensive tasks, such as 6G communication [6, 25, 34, 35]. How-
ever, achieving continuous coverage necessitates a network of LEO satellites due to their
rapid movement. MEO satellites, positioned between 8,000 to 20,000 kilometers above
Earth, strike a balance between GEO’s coverage and LEO’s low latency.

Ground Stations

Ground stations are integral to satellite communication systems, serving as the primary
nodes for transmitting and receiving signals to and from satellites. These stations are
equipped with a high-gain antenna and the necessary equipment for signal processing
[33].

A ground station’s task is tracking the satellites it communicates with. This process
is relatively straightforward for Geostationary Orbit (GEO) satellites, but it becomes
more complex for Low Earth Orbit (LEO) and Medium Earth Orbit (MEO) satellites
due to their movement relative to the Earth’s surface. For our study, we focus on
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downlink communication, which involves the transmission of signals from a satellite to
a ground station on Earth.

The link budget can be calculated as:

Preceived = Ptransmitted +Gtransmitter − Lpath +Greceiver (6)

This makes it possible to calculate the link budget of a satellite communication system.

Table 1: Link Budget example for Satellite Communication

Parameter Value
Ptransmitted 20 dBW
Gtransmitter 30 dBi
Lpath 150 dB
Greceiver 45 dBi

During a satellite overpass, the downlink changes. The direct line of sight path
varies in distance and can potentially be obstructed [25]. This phenomenon is depicted
in Figure 8.

Text

Orbit

H

Center of Earth
Ground

Ground StationRe = 6371 km

Re d

Satellite

Fig. 8: Geometrical illustration of the satellite to ground data transmission link [25].

The distance between the satellite and the ground station fluctuates throughout the
overpass, leading to changes in the communication link over time [25]. This variation
can be mathematically described using the following equations:

(H +Re)2 = R2
e + d2 − 2Red cos(π2 + ε0), (7)

where ε denotes the elevation angle, d represents the distance of data transmission,
H is the orbital altitude of the LEO satellite, and Re is the Earth’s radius.

The distance can then be expressed as a function of ε:

d(ε) = Re[
√

(H +Re
Re

)2 − cos2(ε)− sin(ε)]. (8)
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Subsequently, the free space path loss can be formulated as:

L(ε0) = (4πd(ε)
λ

)2 = (4πfd(ε)
c

)2, (9)

Given that the noise is fixed, the variation in Signal-to-Noise Ratio (SNR) regardless
of distance can be expressed as:

∆ S

N
(dB/Hz) = ( S

N 5◦
)− ( S

N 90◦
) = ∆L(ε). (10)

For a LEO satellite, the variation is approximately 12 dB in the link budget in the
transmission window from 5◦ to 90◦ [36].

To optimize the efficiency of the satellite downlink, the transmitter should be able to
adjust the transmission power such that the power received remains constant. Achieving
this without non-linear operation is challenging. Therefore, driving the amplifier non-
linearly can help ease the link budget.

Historically, the industry has leaned on pre-distortion techniques to enhance power
efficiency and address non-linear amplifier responses. These techniques span a wide
spectrum, from memory polynomial models leveraging lookup tables to innovative deep
learning methodologies [7, 9, 10, 12, 36–38]. Memory polynomial models, in particular,
employ an equation-based approach to describe non-linear behavior. They rely on a
feedback loop between the power amplifier’s input and output, using inverse polynomials
to modify the input signal, thereby achieving the desired efficiency and linearity [9, 10,
12].

However, implementing these techniques in satellites presents unique challenges. The
intricacies of establishing feedback loops in highly integrated active phased arrays, cou-
pled with the potential changes in PAPR due to pre-distortion, make the optimization
process complex and resource-intensive [37].

Uplink for Terrestrial Communication System

Terrestrial communication systems, particularly in uplink communication, involve the
transmission of signals from a device to a base station. The link budget for the terres-
trial system was calculated using a similar expression as the satellite system, but with
considerations for terrestrial interference and obstacles.

Both the downlink for satellite communication and the uplink for terrestrial com-
munication systems share the fundamental feature of transmitting signals from a device
(satellite or mobile handset) to a receiving station (ground station or base station).
While the principles of communication remain consistent, the challenges and parame-
ters differ. Satellite communication in LEO has a reduced path loss due to the closer
proximity of the satellite to the ground station. In contrast, terrestrial communication
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Table 2: Link Budget for Terrestrial Communication

Parameter Value
Ptransmitted 0 dBW
Gtransmitter 3 dBi
Lpath 100 dB
Greceiver 15 dBi

systems often face challenges related to interference from buildings, trees, and other
obstacles and the established link or channel will change rapidly. However, the mathe-
matical representation, especially the link budget calculation, remains strikingly similar
for both systems. This highlights the universality of communication principles, regard-
less of the medium or distance of transmission.
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3 Communication Systems in the 6G Era
The advent of 5G NR advanced and the transition towards 6G represent a paradigm
shift in communication systems, characterized by a significant increase in speed, reduced
latency, and greater capacity [20]. These advancements are made possible by leverag-
ing a range of technologies, including enhanced modulation schemes, massive MIMO
(Multiple Input Multiple Output) systems, and the adoption of higher frequency bands,
such as millimeter waves (mmWave) [39]. The integration of deep learning models such
as DNNs and CNNs is also playing a pivotal role in improving various aspects of these
complex networks [5].

3.1 Deep Learning in Communication Systems
The integration of deep learning techniques, such as Deep Neural Networks (DNNs) and
Convolutional Neural Networks (CNNs), into communication systems, has opened new
frontiers for optimizing various aspects of wireless networks [16, 20]. DNNs, composed
of multiple processing layers, are adept at modeling complex relationships in data by
learning high-level abstractions. CNNs, a specialized kind of DNN, are particularly
effective in handling data with a grid-like topology, such as images, making them suitable
for tasks that involve spatial hierarchies in the data.

In the context of communication systems, DNNs can be trained to perform tasks such
as signal detection, error correction, and channel estimation, while CNNs can be applied
to analyze spectrum data, detect signal modulation types, and improve spatial filtering
for MIMO systems. These deep learning models can be integrated as neural receivers to
enhance the performance and reliability of 5G and 6G wireless communication networks.

Deep Neural Networks (DNNs)

DNNs are multilayered artificial neural networks with the capability to learn non-linear
and complex representations of data [22]. They consist of an input layer, several hid-
den layers, and an output layer. Each layer comprises neurons that apply non-linear
transformations to the input data, allowing the network to learn from a vast amount of
unstructured data. DNNs have been instrumental in advancing areas such as computer
vision, natural language processing, and autonomous systems.

Convolutional Neural Networks (CNNs)

CNNs are a category of deep neural networks that utilize convolutional layers to pro-
cess data with a known grid-like structure [22, 24]. The convolutional layers apply a
convolution operation to the input, passing the result to the next layer. This allows
CNNs to take advantage of the spatial structure of the input data, making them par-
ticularly effective for image and video recognition tasks. In wireless communications,
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CNNs can analyze the spatial features of incoming signals for enhanced processing and
interpretation.

The subsequent sections of this chapter will delve into the application of these ad-
vanced deep learning techniques to optimize and revolutionize the physical layer of
wireless communication systems.

3.2 Neural Receivers
With the dawn of deep learning in communication systems has ushered in innovative
solutions tailored for the intricacies of 6G communication [20]. The allure of deep
learning lies in its ability to adapt to dynamically changing channels, as evidenced by
the success of autoencoders in revamping communication systems, transmitters, or re-
ceivers [5, 40, 41]. Specifically, autoencoders have been championed for their prowess
in facilitating energy-efficient communication systems [40]. To further enhance the en-
ergy efficiency of front-end transmitters, strategies such as Peak-to-average power ratio
reduction and pre-distortion have been employed [42].

In the context of wireless communication systems, the term "neural receivers" is used
to describe the application of AI as a receiver in a communication system.

Input #1

Input #2

Input #3

Input #4

Output

Fig. 9: Neural Network architecture, hidden layer (Blue) will change mathematically depending on
DNN or CNN.

Here two different neural network structeres are important. Deep Neural Networks
(DNNs) and Convolutional Neural Networks (CNNs). DNNs consist of multiple layers of
interconnected neurons, including a visible layer for data input and several hidden layers
for complex computations and feature extraction. These networks excel at deciphering
complex patterns within vast and intricate datasets, thanks to their deep architectures
and numerous trainable parameters.

CNNs, a specialized kind of DNN, are tailored for processing data that has a grid-like
topology, such as an image, which can be considered as a grid of pixels. The defining
feature of CNNs is their convolutional layers, which apply a convolution operation to the
input, passing the result to the next layer. This operation allows the network to be less
sensitive to the location and orientation of features in the input, making it especially
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useful for tasks like object detection in images, where the object can appear in different
places.

While neural network techniques have showcased superior performance [5, 34, 40–46],
a prevailing assumption is the static nature of front-end nonlinearity at the receiver
side [47, 48]. This assumption becomes a bottleneck when deploying neural receivers,
given the dynamic nature of both the front-end and the environment post-training.
The work in [49] offers a glimpse into the potential of deep learning-based receivers,
particularly the 1D-TRNet, which exhibits resilience to nonlinear clipping distortion in
OFDM systems. However, its limitations in handling multiple channels and nonlinear
transmitters cannot be overlooked.

Neural receivers are trained using end-to-end methods, leveraging a conventional
baseband description for the received signal [5]. The end-to-end system is mathemati-
cally represented as

Y = H ∗X + W (11)

where Y is the received signal, H is the channel matrix, X is the transmitted symbol
matrix, and W is the additive white Gaussian noise with variance σ2 per element,
and ∗ is the operation of convolution [29]. The channel model can be represented as

Input Signal Transmitter Channel Model Neural Receiver Output Signal

Fig. 10: Neural receiver example

a multipath fading channel, which can be mathematically modeled as a linear finite
impulse response (FIR) filter. The front-end model is based on the popular memory
polynomial model, which can describe the nonlinear distortion introduced by a nonlinear
system.

The proposed architecture uses the input signal, ycp, and can the neural receiver can
then utilise different neural network layer to remove the CP, do DFT like C-Conv layer
that converts the signal y to the frequency domain Y. This makes the neural receiver
able to do both the channel estimation and compensate for the AiP nonlinearity [29].

Rationale for Neural Receiver Architecture

The architecture of the neural receivers deployed in this thesis was meticulously crafted
to counteract the inherent nonlinearity of mmWave communication systems. By inte-
grating DNNs and CNNs, the receivers capitalize on their respective strengths. DNNs
for their pattern recognition capabilities across complex data structures and CNNs for
their efficiency in processing grid-like data inputs, such as those found in signal process-
ing applications.
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The decision to employ a memory polynomial model for the front-end was influenced
by its established efficacy in capturing nonlinear distortions prevalent in mmWave sys-
tems. This model serves as the foundation for the neural receiver’s ability to accommo-
date the dynamic nature of mmWave channels and front-end hardware.

3.3 Training Neural Receivers

Input Signal Transmitter Channel Model Neural Receiver Output Signal

Desired Signal

Loss FunctionBackpropagationOptimizer

Fig. 11: Training diagram of End-to-end neural network with optimizer

Training a neural receiver involves using an end-to-end system that leverages a con-
ventional baseband description for the received signal. The system encapsulates the
effects of channel fading distortions and nonlinearity on the signal.

The amplification coefficients, which have a significant effect on the output, are com-
puted via reverse modeling, depending on the peak-to-average power ratio and power
levels of the baseband signals. The variations in channel fading distortions and nonlin-
earity effects on the IQ signal are illustrated in Figure 5.

In mathematical terms, the system is designed identical to Equation (10). Thus
the transmission scheme defines which elements in X are used for pilots. The symbols,
carrier-modulated based on the constellation (for example, QAM, QPSK), are assumed
to have an average energy of one prior to the nonlinear front end [5]. Utilising a loss
function it is possible to train the neural receiver. The total loss function is defined as
the cross-entropy loss function,

`(b, b̃,Φ) = − ln
(

ebk∑
i eb̃i

)
+ ε`reg(Φ), (12)

where k represents the index of the target bit, and ε < 1 is a small constant.

3.4 Fault Detection in 5G and 6G Radios
The reliable operation of wireless communication systems hinges on their ability to
detect and mitigate faults promptly. In the context of 5G and future 6G systems,
maintaining seamless connectivity is paramount, making fault detection a critical aspect
of system design.

Traditional fault detection methods, such as threshold-based techniques, have lim-
itations when it comes to real-time detection and adaptability to dynamic network
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conditions. As wireless networks evolve and diversify, these methods may fail to provide
robust fault detection solutions.

One approach is the Relative Entropy Variance (REV) method [?], which leverages
statistical techniques to detect faults in wireless communication systems. This method
focuses on monitoring statistical parameters and identifying deviations from expected
values. By doing so, it can detect anomalies and potential faults in real-time, enhancing
the fault detection capabilities of 5G and 6G radios.

The mathematical expressions involved in the REV method typically involve vector
rotations and transformations. The electric field vector ~E can be represented in Carte-
sian coordinates as ~E = Exî+Ey ĵ +Ez k̂, where Ex, Ey, Ez are the components of the
electric field along the x, y, and z axes, respectively.

During the calibration process, the electric field vector is rotated by a known angle θ
about a specific axis. The rotation matrix R can transform the electric field vector from
its original orientation to its new orientation after rotation. For example, a rotation
about the z-axis can be represented by the rotation matrix:

Rz(θ) =

cos(θ) − sin(θ) 0
sin(θ) cos(θ) 0

0 0 1

 (13)

The rotated electric field vector ~E′ can then be obtained by multiplying the original
electric field vector ~E by the rotation matrix R:

~E′ = R~E (14)

This rotation and transformation of the electric field vector are essential steps in
the REV method for calibrating the APAs and accurately determining the electric field
components.

The calibration of APAs using the REV method is crucial for ensuring accurate and
reliable electric field measurements. However, the presence of faults in the active phased
antenna arrays can lead to erroneous measurements and degrade the performance of the
system. Traditional fault detection methods may not be effective in identifying subtle
faults or faults that occur in complex patterns. Therefore, there is a need for a more
advanced and robust fault detection technique.

3.5 Link Blockage Prediction for mmWave 5G Systems
mmWave frequencies are a key component of 5G communication systems, as they offer
higher bandwidth and enable higher data rates compared to sub-6 GHz frequencies.
However, mmWave signals are highly susceptible to blockage by obstacles such as build-
ings, vehicles, and even the human body [39, 50–53]. This can lead to link blockage,
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where the communication link between the transmitter and receiver is temporarily lost
or degraded. Link blockage is a significant challenge for mmWave 5G systems, as it can
lead to increased latency, reduced throughput, and degraded quality of service.

Predicting link blockage is crucial for optimizing the performance of mmWave 5G
systems [16, 39]. Accurate blockage prediction can enable proactive handover to an-
other base station or frequency before the blockage occurs, thereby minimizing the
impact on the communication link. Various approaches have been proposed for link
blockage prediction in mmWave 5G systems, including machine learning-based methods
and statistical models [50–53].

Statistical models use statistical analysis of past blockage events to predict the like-
lihood of blockage in a given environment [52, 53]. Statistical models can be based on
empirical data or theoretical models of mmWave propagation and blockage. Statistical
models are computationally efficient and can be used for real-time blockage prediction.
However, the accuracy of statistical models may be limited by the availability and qual-
ity of empirical data or the assumptions made in the theoretical models.

Machine learning-based methods use historical data and machine learning algorithms
to predict link blockage [50–53]. For example, a machine learning model can be trained
on a dataset of past blockage events and the corresponding environmental conditions,
such as the location of the transmitter and receiver, the presence of obstacles, and the
movement of people and vehicles. Once trained, the model can predict the likelihood of
blockage for a given set of environmental conditions. Machine learning-based methods
can provide accurate blockage predictions, but they require a large amount of training
data and may not perform well in environments that are significantly different from the
training data.

Justification of Predictive Methods

To address the challenge of link blockage in mmWave 5G systems, we implemented both
statistical and machine learning-based predictive methods. Statistical models were uti-
lized for their computational efficiency, which is paramount for real-time applications.
These models are grounded in empirical data and theoretical models of mmWave prop-
agation, providing a solid basis for prediction in stable environments with consistent
blockage patterns. However, their performance may degrade in dynamic settings due to
the limited scope of empirical data and the rigidity of their theoretical assumptions.

On the other hand, machine learning-based methods were selected for their adapt-
ability and potential accuracy improvements. These models can uncover complex pat-
terns within the historical data, allowing for more nuanced predictions that consider a
multitude of environmental factors. Despite their higher computational demands and
substantial data requirements, these models are crucial for maintaining system perfor-
mance in highly variable environments. The limitations of machine learning models,
particularly when applied to scenarios not represented in the training data, were miti-
gated by incorporating a diverse range of blockage scenarios during the training phase.
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4 Measurement Techniques
This Section comprehensive overview of the experimental setup and data collection
procedures employed throughout the research. The section begins with a detailed de-
scription of the measurement setup used for various investigations within the thesis.
Subsequently, the experiments and data collection processes are discussed, followed by
an exploration of fault scenarios.

4.1 Measurement Setup
The measurement setup, illustrated in Figure C.5, played a pivotal role in various in-
vestigations within this thesis. A 3GPP downlink OFDM modulated waveform was
generated, featuring specific characteristics such as 64-QAM sub-carrier modulation, a
sub-carrier spacing of 60 kHz, 1584 active sub-carriers, and a peak-to-average power
ratio (PAPR) of 11.6 dB. This waveform was created using the R&S SMBV100B Vector
Signal Generator, centered at 3 GHz. The signal bandwidths ranged up to 100 MHz,
with a maximum sampling rate of 600 MHz [25, 29].

CW
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4x4
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Rx Antenna
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Up conv. BPF

Down 
conv. 

PC
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Fig. 12: Block diagram of the measurement setup [25].

In this experiment setup, a continuous wave signal was generated using an Agilent
E3247C, set to emit at 12.5 GHz. This frequency was then doubled to 25 GHz via the
MITEQ-MAX2M200400. The generated signal functioned as the local oscillator for both
up-converting and down-converting operations, which were executed using two distinct
active mixers, KTX321840 and KRX321840. These mixers were key in transitioning
signals between 28 GHz and 3 GHz [25, 29].

To minimize local oscillator leakage, a band-pass filter was utilized. Additionally,
a pre-amplifier was employed to deliver adequate power to the Anokiwave AWMF-
0158 AiP. This AiP featured a complex arrangement of 16 branches, each including
attenuators, phase shifters, and power amplifiers, as well as a 4x4 patch antenna array
[25, 29].
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The modulated signal was then transmitted over the air and received by an ob-
servation antenna positioned at a considerable distance. Post reception, the signal,
down-converted to 3 GHz, was processed to baseband using a signal analyzer [25, 29].

To control the baseband I and Q samples for signal generation and capture, a host
PC running MATLAB was utilized. The main beam of the array was controlled through
a code-book and software tools, ensuring that all devices operated within their highly
linear regions. The primary source of nonlinearity in the setup was associated with
the APA as the device-under-test. Figure 13 provides a visual representation of the
measurement setup in the lab.

APA control PC

Signal generator

FSQ (3GHz)
FSQ/Signal PC

LO CW gen.

AMO + pre-
amplifier

Rx Horn 
antenna 

FSW (28GHz)

Up/down 
converter

Fig. 13: Laboratory measurement setup [29].

4.2 Experiments and Data Collection
In our experiments, we focused on 16 different transistors, specifically the CREE GaN
HEMT CGH40006P transistor. A 10 MHz LTE signal at 3.5 GHz, featuring a peak-
to-average power ratio of 9.81 dB, was used as the input signal. All power amplifiers
were biased with a drain-source voltage of 28 V and either a drain current of 100 mA
or a gate voltage of -2.7 V before applying the signal [25, 29]. The measurements were
conducted using the experimental setup depicted in Figure 12.
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Fault Scenarios

Our research explored various fault scenarios, each corresponding to a different com-
ponent within the active phased array (APA) system, including the antenna element,
power amplifier, and phase shifter. These fault scenarios were controlled using software
provided by AMOTECH [54].

Antenna Element Malfunction

One category of fault scenarios involved the malfunction of individual antenna elements.
Specifically, we examined the impact of turning off a single antenna element while the
entire APA was transmitting. Due to the combinatorial explosion of possibilities, multi-
element failures were not practically feasible to collect and classify individually. There-
fore, we opted for multi-label fault detection, where the system could identify multiple
fault categories simultaneously. The goal was to train our Deep Neural Network (DNN)
to correctly identify the faulty antenna element and distinguish the corresponding IQ
waveforms.

Magnitude Attenuation Issue

Another set of experiments aimed to detect magnitude imbalances caused by undesired
attenuation. Signal attenuation was controlled using AMOTECH software with a res-
olution of 0.5 dB (the lowest resolution available). The test involved attenuating one
signal path by 0.5 dB using the software and then measuring the system’s response 10
times, as outlined in our measurement procedure.

Phase Fault Detection

In a third category of experiments, we focused on the DNN’s capabilities for detecting
phase faults. Due to limitations in the AMOTECH 0404 phase controller, we introduced
the minimum phase error possible—1-bit phase difference, equivalent to 5 degrees of
phase shift. Each of the 16 antenna elements was shifted 5 degrees out of phase one by
one to simulate the absolute minimum phase fault that could occur. This revised section
maintains all essential information while eliminating redundancy, resulting in a more
concise and organized presentation of your research methodology and data collection
procedures.
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5 Contribution Summary
This section presents the contributions of the papers included in Part II of this disser-
tation, offering a brief summary of motivations, contents, and main results.

5.1 Paper A
Two-stage Deep Learning Receiver for Power-Efficient LEO Satellite Com-
munications

Motivation

The paper focuses on addressing the challenge of high throughput and power efficiency in
Low Earth Orbit (LEO) satellite communication systems. With the rapid advancement
of 5G and 6G networks, integrating these technologies into satellite communication is
essential. One major challenge in this integration is achieving power-efficient transmis-
sions, especially when dealing with nonlinearities introduced by power amplifiers in the
transmitter.

Paper content

The authors propose a two-stage deep learning receiver architecture for OFDM (Orthog-
onal Frequency Division Multiplexing) systems to address this issue. The architecture
uses a Deep Complex Convolution Neural Network (DCCN) trained in two stages. The
first stage involves training with an AWGN (Additive White Gaussian Noise) channel
and a fixed nonlinear front-end, while the second stage utilizes transfer learning to adapt
to flat fading channels. This training approach enables the receiver to efficiently handle
varied operation statuses, such as different power levels and steering angles, without
compromising the bit error rate. The paper elaborates on the DCCN architecture,
training process, and the use of an end-to-end simulator for both training and testing.

Main results

The DCCN receiver’s performance was rigorously evaluated using several metrics and
scenarios. When tested over an Average White Gaussian Noise (AWGN) channel, the
DCCN demonstrated the ability to handle AWGN and non-linear distortion simultane-
ously for different modulation forms. However, it was noted that if the APA model is
not known a priori, the DCCN struggles to handle non-linear distortion effectively.

In tests involving a flat fading channel, the DCCN was compared to legacy receivers
like LMMSE and ALMMSE. The DCCN was found capable of compensating for non-
linearity and performed comparably to these legacy systems in flat fading conditions.
It was observed that both LMMSE and DCCN could not effectively compensate for
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non-linearity caused by the AiP without prior awareness of it. Interestingly, the DCCN
performed slightly better in conditions of low Signal-to-Noise Ratio (SNR), where high
noise levels blocked the non-linearity from impacting the DCCN’s performance. When
trained with the AiP model, the DCCN’s performance improved significantly, achieving
results only marginally worse than conventional approaches like ALMMSE and on par
with LMMSE.

Further, the DCCN’s ability to adapt to different power levels and steering angles
was assessed. It showed that the DCCN could compensate for variations in power levels
without model alteration. In scenarios where the non-linear frontend model changed to
a different AiP, the DCCN required retraining for the new front end, but only in the
second step of the training process. This feature greatly reduces the cost and time of
reapplying the model to different APA models and channel environments.

These findings demonstrate the DCCN receiver’s robustness and adaptability in
various operational conditions, making it a promising solution for high throughput and
power-efficient communication in LEO satellite systems.

5.2 Paper B
Adaptive Neural Receivers for Nonlinear Transmitters and Multiple Chan-
nels

Motivation

This paper addresses the challenge of adapting neural receivers to nonlinear transmit-
ters in Orthogonal Frequency Division Multiplexing (OFDM) systems. Traditional ap-
proaches often struggle with nonlinearity induced by power amplifiers, resulting in signal
distortion and degradation in wireless communication systems. The motivation for this
study is to develop a robust neural receiver using a deep complex convolutional net-
work (DCCN) that can effectively manage multiple channels and nonlinear transmitters
without the need for frequent retraining.

Paper content

We propose a novel hybrid model transfer learning approach for training OFDM neural
receivers. This method incorporates a two-step training process using a mixed model of
different channels and front-end sampled models. The approach aims to expedite the
development of a more robust neural receiver capable of managing variations in nonlinear
operation regions and biasing points. The paper details the methodology, including
the architecture of the DCCN neural network, training parameters, and performance
evaluation metrics. The training approach is designed to handle obscured or noisy front-
end transmissions, and the network architecture is optimized to adapt to different fading
channels and non-ideal nonlinear samples.
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Main results

The proposed hybrid model training approach showed significant improvements in bit
error rate (BER) performance and training efficiency compared to traditional methods.

The DCCN neural receiver achieved a substantial improvement in BER. Specifically,
there was a 35% enhancement in BER performance compared to traditional methods.
This improvement was consistent across various modulation schemes and channel con-
ditions, including BPSK, QPSK, 8QAM, and 16QAM, in EPA, EVA, and ETU mobile
channels. The training time was reduced by 19%, which highlights the method’s ef-
ficiency. The quicker training process was attributed to the use of a distribution of
randomly drawn Rayleigh fading models, making the training process more agile and
suitable for adapting to random unknown channels.

The hybrid-trained DCCN showed adaptability to different nonlinearities induced
by various operational points, bias voltages, and input power level variances. This
adaptability was evident in its ability to maintain BER performance even in the presence
of nonlinear front-end distortions and in highly mobile channel conditions.The DCCN
receiver could adapt to most expected scenarios, including imperfect AiP models and
noisy power amplifier models. It was capable of accurately demodulating the received
signal and compensating for differences in noisy models, maintaining good performance
despite such challenges.

This research indicates that the hybrid model training approach can significantly
enhance the performance and adaptability of neural receivers in complex wireless com-
munication scenarios, particularly in the context of 6G technologies.

5.3 Paper C
Efficient Fault Diagnosis in mm-Wave Active Phased Arrays

Motivation

This paper addresses the critical need for efficient and timely fault diagnosis in millimeter-
wave (mmWave) active phased arrays (APAs), which are key components in 5G and 6G
communication systems. Traditional fault diagnosis methods are costly, time-consuming,
and complex, making them impractical for on-site deployment. The paper aims to de-
velop a method that can quickly and accurately diagnose faults in APAs using a simpler
and more cost-effective approach.

Paper content

The authors propose a novel fault diagnosis method using a Deep Neural Network (DNN)
that exploits the baseband in-phase and quadrature signals for classifying different faults
in APAs. This approach requires only a single probe and one measurement point,
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making it fast and efficient. The DNN is designed to detect faults in antenna elements,
power amplifiers, and phase shifters, addressing a broader range of potential issues than
traditional methods. The paper details the architecture of the DNN, the fault scenarios
considered, the data collection and measurement setup, and the training process of the
DNN.

Main results

The proposed method demonstrated high accuracy in diagnosing faults in a 28 GHz
Active Phased Array (APA). It achieved an accuracy of 99% for single-element failure
detection and 80% for multi-element failure detection. This high level of accuracy
was consistent across various test scenarios, including on-off antenna elements, phase
variations, and magnitude attenuation variations.

The method is effective even in low signal-to-noise ratio (SNR) environments, main-
taining above 90% fault detection accuracy at a 4 dB SNR. This capability is crucial
for ensuring reliable fault diagnosis in challenging communication environments.

The DNN was able to correctly identify the class of the fault with an accuracy
ranging between 88% and 99%, depending on the specific class. Considering the DNN
had to distinguish among 49 different fault classes, these results are highly significant.
The various fault classes included no faults, antenna off, attenuation with 0.5 dB, and
a phase shift of 5 degrees, each distinguishable by the DNN.

The DNN was capable of predicting every failure in the test dataset in 1.1 seconds,
and it took only 0.006 seconds to predict a single measurement. This efficiency in fault
detection makes the method highly suitable for on-site deployment, especially since the
required I and Q signals are easily acquired using a simple receiver front end. This
approach significantly simplifies the measurement setup and data acquisition process
compared to conventional methods.

These results collectively indicate that the DNN-based approach for fault diagnosis in
mmWave APAs is not only highly accurate and efficient but also robust against various
environmental factors, making it a promising solution for real-world applications in 5G
and 6G communication systems.

5.4 Paper D
Blockage Prediction in Directional mmWave Links Using LTC Network

Motivation

This paper addresses the challenge of blockage prediction in millimeter-wave (mmWave)
and terahertz (THz) communication, crucial for achieving high data rates in 6G and
beyond. The highly directional transmission in these bands is vulnerable to blockage,
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causing sudden communication interruptions. Existing methods for blockage predic-
tion use machine learning approaches that require data from multiple sources or prior
statistical observations, making them costly and less generalizable.

Paper content

We propose a novel approach using a Liquid Time Constant (LTC) network, inspired
by biological systems, for predicting future blockage status of mmWave links using
only received signal power. The LTC network, based on ordinary differential equations
(ODEs), shows strong expressiveness, stability, and performance in handling time se-
ries. It is capable of making predictions without prior knowledge of the outdoor scenario
or retraining, making it highly generalizable. The method involves training the LTC
network with an indoor dataset containing pre-blockage power signature under con-
trolled blockage movement and then applying the trained model to outdoor datasets
with uncontrolled blockage events.

Main results

The LTC network demonstrated an impressive accuracy of over 97.85% in predicting
blockage for the immediate future timeslot (t+1) across all outdoor scenarios. This
high level of accuracy highlights the model’s effectiveness in real-time prediction and its
potential to enhance the reliability of mmWave communication systems.

Compared to the baseline models, the LTC network showed a substantial improve-
ment in accuracy for predicting blockage in the near future (t + 5 and t + 10 timeslots).
The accuracy improvement ranged from 12% to 39%, indicating the model’s superior
predictive capabilities over a longer horizon, which is crucial for proactive network man-
agement and planning.

The proposed LTC model’s sparse network structure and its high generalization
capabilities make it an attractive option for pre-blockage prediction in high-frequency
communication systems. This generalization ability is particularly important as it im-
plies the model can be effectively applied in various outdoor scenarios without the need
for extensive retraining or tuning for each specific environment.

These results demonstrate the LTC network’s potential to significantly enhance the
prediction and management of blockage events in mmWave communication systems,
thereby contributing to the overall reliability and efficiency of 6G and beyond wireless
networks.
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6 Conclusion & Future work
In this thesis, the focus has been on exploring emerging aspects of mmWave 5G and
6G communications systems, specifically addressing four key research areas that are
crucial for the advancement of this field. The work has resulted in developments that
contribute to the understanding of power-efficient transmission, channel and transmitter
management, fault diagnosis using deep neural networks, and blockage prediction with
deep learning techniques.

It is acknowledged that the work presented here has certain limitations. The two-
stage deep learning receiver, designed for LEO satellite systems, faces challenges around
power consumption and processing capabilities, which are critical for real-world applica-
tions. The hybrid model for channel and transmitter adaptation, while effective under
current test conditions, may need further refinement to address scalability and adapt-
ability in evolving communication scenarios. The neural network-based fault diagnosis
system, although showing potential, requires additional testing and validation under
diverse environmental conditions. Lastly, the blockage prediction methods using deep
learning, are still in their nascent stage and need further development to handle the
dynamic nature of mmWave communication environments effectively.

6.1 Future Work
Future research directions include enhancing the receiver architecture to better bal-
ance power efficiency with performance, particularly focusing on its application in edge
devices where power resources are limited.

Further development of the hybrid model is necessary, especially in integrating more
advanced machine learning techniques that can more effectively address channel fading
and equipment degradation, while also aiming to reduce computational demands.

Improving the fault diagnosis systems in active phased arrays is another area for
future work. Efforts should be directed towards creating more robust machine learning
models that can perform reliably in various operational conditions typical of mmWave
communication systems.

In blockage prediction, incorporating the prediction with communication systems
will be an important step towards enhancing their impact on real-time adaptability and
reliability in mmWave communications.

Overall, this thesis contributes to the body of knowledge in next-generation com-
munication systems and suggests pathways for further research. The integration of
machine learning with communication systems presents an opportunity for significant
advancements in network efficiency and reliability. The findings of this thesis have prac-
tical implications for the telecommunications sector, suggesting applications that extend
beyond the academic domain.

Moving forward, a multidisciplinary approach that blends the theoretical aspects of
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communication theory with practical machine learning insights is recommended. Such
a direction is expected to facilitate the development of intelligent communication sys-
tems that are efficient, robust, and adaptable, meeting the demands of an increasingly
connected and technologically evolving world.
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Abstract
Low Earth orbit satellites are expected to be one of the biggest suppliers of wireless
communication within the coming years. For this to happen 5G and 6G networks, are
crucial to be implemented in satellite communication. This comes with the problem
of power-efficient transmissions. This paper exploits recent advances in complex-valued
deep learning to cope with this challenge. The proposed approach is based on the autoen-
coder structure, where a legacy orthogonal frequency division modulation (OFDM) trans-
mitter is used as an encoder and a deep complex convoluted network (DCCN) is used
as decoder/receiver. Different from other state-of-the-art receiver architectures based
on one-stage trained neural networks, our proposed DCCN adopts a two-stage training
scheme, where the first stage is trained using AWGN channel and a fixed non-linear
front end. The second stage uses a transfer learning to adapt to the flat fading channels
and the front end model can be changed to compensate for different front ends, signif-
icantly reducing training time.This allows for power-efficient transmission at different
operation statuses (e.g. radiated power levels and steering angles) without compromising
the bit error rate in both average white Gaussian noise (AWGN) and flat fading chan-
nels. A K-band (28 GHz) active phased array in package (AiP) transmitting a 5G NR
OFDM signal with a bandwidth of 100 MHz was used as the main front end test vehicle
for validating the proposed DCCN. Satisfactory bit error rates were achieved while the
AiP was driven into saturation with high power efficiency at different power levels and
steering angles. This work demonstrates, for the first time, the promising capability of
deep neural networks in processing varied operation staged non-linear OFDM waveforms
in the form of an auto-decoder receiver.

1 Introduction
Satellite communication has been a topic of interest for many years, but recently it has
been developing rapidly with the advancements in low Earth orbit (LEO) satellites that
are usually deployed at an altitude of 500–1500 km to ensure low latency in established
communication links [1]. Dependent on the altitude deployed the satellite will over
the course of a transmission window different distances to the ground making the com-
munication channel dynamic and varying free space path loss. This is conventionally
overcome at the transmitter side [2].

Currently, the satellite sector is changing its service focus from TV and maritime
applications towards broadband Internet services using the LEO satellites and 5G sig-
nals [3–5]. With higher data rates needed for Internet access, highly bandwidth-efficient
modulation schemes, such as multi-sub-carrier orthogonal frequency division modula-
tion (OFDM), are wanted. Multi-subcarrier OFDM signals can provide the necessary
bandwidths for future space communication and are already being used in some satellite
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systems [6–8]. However, this comes with the cost of a high peak-to-average power ratio
(PAPR) and low efficiency in the transmitter front end, since to ensure linearity back
off is typically used.

Received Data 
ADC Front End 

1010011001 

Data Source 
DAC Front End 

(RF-PA) 1010011001 

Compensation 

OFDM 
Transmitter 

DCCN 
Decoder 

Channel 

Fig. A.1: Concept figure of the proposed system architecture where a DCCN receiver is used to
compensate for the front end.

For many years the industry and research practice for increasing power efficiency is
use pre-distortion to deal with non-linear amplifier responses. Pre-distortion can be im-
plemented in a plethora of ways all from look up tables using memory polynomial models
to different deep learning techniques [6, 8–23]. Memory polynomial unlike deep learning
uses an equation to describe non-linear behavior. It is based on a feedback loop between
the input and output of the power amplifier (PA) to achieve pre-distortion. It uses the
inverse polynomial to change the input signal such that the wanted efficiency/linearity
of the system is achieved [9–11].

Implementing pre-distortion in satellites is not as easy, since the optimization can
be costly for the satellites [12]. When a highly integrated active phased array is used,
it is very difficult to establish the feedback loop. Further, the PAPR change in the
input signal caused by pre-distortion can in some cases not be realized [12]. Commonly
the deep learning approach is based on autoencoders, where both the transmitter and
receiver are changed to neural networks. Some research reduces the PAPR [14, 20],
while some gaining better bit error rate (BER) performance [13, 15, 16]. However
to our knowledge no autoencoders have gained both high BER performance and are
able to combat high non-linearity without changing the transmitter completely [13–
20]. However, using deep learning comes with challenges [4, 5, 24]. With the wanted
integration of satellites into the 5G network, multiple satellites can and will have to
connect to the same ground station in these new mega-constellations [4, 24]. This
can cause issues having to deal with multiple slightly different front ends. Another
inconvenience is that the satellite has limited power on board and using pre-distortion
or an autoencoder can be a become resource problem.
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Instead of relying on changing the on-board communication system, this paper pro-
poses to train a receiver that can compensate for the different non-linear behavior present
in the received signal. Then only the power output from the transmitter can be increased
and the satellite can achieve the performance increases that conventional pre-distortion
gives a front-end transmitter by only changing the receiver side. This allows for mul-
tiple satellites to be serviced by the same ground station without having to change
the satellite architecture. The idea was initially proposed in [21]. It was shown possi-
ble to recover the received signal and compensate for the non-linear distortion before
the actual receiver and BER performance was later shown in [22]. However, it lacked
more realistic channels and results for how it compensates for different amplifiers, steer-
ing angles, and power levels without retraining the model. A fading channel, unlike
AWGN, distort and corrupts the signal. Hence, using pre-processing for OFDM sig-
nals is both time-consuming and inconvenient. Instead using complex-valued neural
networks as receivers has the potential to solve these issues faster and as reliable as
legacy receivers [23]. Complex valued networks are similar to deep neural networks but
they can process and understand complex numbers without preprocessing. This paper
proposes to combine the use of a complex-valued neural network [23] with the idea of
recovering signals [21, 22] to provide a new receiver structure that can both decode
and compensate for the non-linearity in a single complex-valued neural network for an
OFDM system. This paper proposes a two-stage Deep Complex Convolution Neural
Network (DCCN) which is trained in two steps to achieve the wanted performance. The
special two-stage DCCN comes with the benefit that it is very robust to variations in
the non-linear signal. Further, it can quickly adapt to different front ends with only
one retraining of step two. This makes quick adaptation to different satellites very fast
at the ground station. Different operation modes for the same front end are possibly
compensated for. This is possible without retraining for operation modes such as differ-
ent power saturation, different bandwidths, and different steering angles, these are all
compensated for due to the two-stage DCCN.

To train the neural network this paper uses an online end-to-end numeric simulator
that uses a legacy OFDM transmitter, together with real experimental data gathered
from the front end to train and test the DCCN.

The paper is structured as follows. In Sec. II the problem and communication
system are described, Sec. II-A the legacy OFDM transmitter is described, Sec. II-B
the end-to-end simulator is detailed and Sec. II-C describes the channel models used.
Sec. III describes the acquisition and results of the measured front-end models together
with the results of the end-to-end simulator. In Sec. IV the deep learning receiver
architecture is elaborated and the training process is described. The results of the deep
learning receiver are the presentation in Sec. VI and discussed in Sec. VII. The paper
is concluded in Sec. VIII.
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2 Communication system & Problem formulation
The satellite communication system starts when the satellite establishes a communica-
tion link with the ground station [2, 21, 22, 25–28]. The window for an LEO satellite
starts when the elevation angle ε is greater than 5◦. The satellite will then travel with
a constant velocity towards the ground station where the elevation angle is 90◦. The
satellite will then travel from the ground station until the elevation angle is 5◦. The
distance to the ground station will not be constant and can be geometrically described
as shown in Fig. A.2.
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Fig. A.2: Geometrical illustrating of the satellite to ground data transmission link.

The differentiation in the distance from the ground station causes the transmission
distance to vary. The link will therefore change over time. This can be described
mathematically.

(H +Re)2 = R2
e + d2 − 2Red cos(π2 + ε0), (A.1)

where ε represents the elevation angle, d is the distance of data transmission, H denotes
the orbital altitude of LEO satellite, Re is the earths radius. This makes it possible to
denote the distance as a function of ε

d(ε) = Re[
√

(H +Re
Re

)2 − cos2(ε)− sin(ε)]. (A.2)

Then the free space path loss can be expressed as

L(ε0) = (4πd(ε)
λ

)2 = (4πfd(ε)
c

)2, (A.3)

since the noise can is fixed the variation in SNR regardless of distance is

∆ S

N
(dB/Hz) = ( S

N 5◦
)− ( S

N 90◦
) = ∆L(ε). (A.4)

Based on the equation the variation for a satellite in LEO at an altitude of 800 km is
approximately 12 dB in the link budget between 5◦ and 90◦ [22]. To have the possibility
of an efficient as possible satellite downlink, the transmitter should be able to vary
transmission power such that the power received is constant. However to keep the
transmitter efficient the transmitter should be driven non-linearly.
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Fig. A.3: a) Block diagram of a PHY layer OFDM communication system. b) OFDM slot illustration,
subcarriers on y axis and symbols on x axis. A resource block is shown to be 12 subcarriers and 7
symbols.

5G NR is an evolution of LTE signal that is proposed to become the future commu-
nication signal for satellites [6, 7]. OFDM is the basis for 5G and LTE signals therefore,
this paper only considers the OFDM signal since any channel coding/precoding associ-
ated with LTE or 5G NR happens before OFDM transformation, see Fig. A.3 a. OFDM
is based on a frame structure where a communication slot is composed of multiple OFDM
symbols. The notations related to the OFDM slot are as follows: an OFDM symbol
contains N subcarriers, where N is the size of DFT/IDFT. Among the N subcarriers, a
total of G nullified guard subcarriers are placed at the center (DC guard band) and the
edge guard band. A subcarrier in an OFDM symbol is referred to as a resource element
(RE). A collection of REs is referred to as a Resource block as shown in Fig. A.3. A
communication slot contains F consecutive OFDM symbols, in which P and D REs
are allocated to pilot and data, respectively. The length of a time-domain full OFDM
symbol is S = N +Ncp where Ncp is the length of CP. Under m-ary modulation, an IQ
sample carries m bits, and the size of the constellation is 2m.

2.2 End-to-end simulator
The end-to-end simulator is built based on Fig. A.3. It uses a random bit generator
to produce the bit sequence b that is encoded such that b ∈ ±1. The encoded bits
are then converted to complex-valued in-phase and quadrature (IQ) data by mapping
to a constellation on the IQ plane. From the IQ data, an OFDM frequency-domain
symbol X is is created by inserting pilot signals and guard bands into the IQ data, and
then X is transformed to a time-domain OFDM symbol, x, via an N-point IDFT and a
subsequent parallel to serial (P/S) conversion.

Next, the Cyclic Prefix (CP) is prepended to x to create a time-domain full OFDM
symbol, xcp. The baseband signal xcp is then upconverted to RF and sent to the
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RF front end model. The RF front end model is created based on the popular Memory
Polynomial model that can describe the non-linear distortion given the input and output
of a non-linear system. It is given as

y(t) =
N∑
n=1

M∑
m=0

anmx(t− τm)|x(t− τm)|n−1, (A.5)

where N is the polynomial order while M is the memory effect, i.e, the number of
previous samples that have effect on the current output. To determine the amplifier
coefficients anm the input and output of the device need to be captured, and reverse
modeling is used to find them. The coefficients are dependent on the signal power levels
and how high the PAPR of the signal was at the input and output baseband signals.

The now distorted signal is propagated over a channel model and the received IQ
samples are then represented as OFDM-time domain samples ycp. Then, the CP is
removed from ycp and the rest of the IQ samples, y, are transformed to the frequency-
domain OFDM symbol, Y, via DFT. Based on Y, a channel equalizer outputs the
estimated transmit frequency-domain IQ data X̂ which is then demodulated to soft
bits (log-likelihood) b̃ which are converted to binary outputs bits via hard decision to
become b̂. The end-to-end simulator can then calculate the Bit Error Rate depending
on how much difference there is between b̂ and the ground truth b.

2.3 LEO channel
According to [29, 30], the LEO communication channel cannot be treated as an AWGN
channel. It is stated that it can be seen as a fading environment. We therefore model
our channel after the well described flat fading model [31] since it is a good baseline
model:

y = x ∗ h + n,Y = X�H + N, (A.6)

where x,y,n are the time-domain transmitted and received signals and white noise,
respectively and n is the channel impulse response. Y,X,H,N are the frequency domain
transforms. ∗ is the convolution and � is the elementwise product.

3 Measurement of Non-linear Hardware
To have a practical RF front end model in the end-to-end simulator, an active phased
array in package (AiP) is used for measuring the non-linear behavior of the front end.
The AMOTECH A0404 AiP uses 4 Anokiwave AWMF-0158 beam forming devices and
a 4 by 4 patch antenna array for transmitting [32]. In this paper, the changes happening
in the transmission window i.e. different input power is given and a variation in the
steering angle are measured and investigated.
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To capture the data for use in the hardware models the AiP is measured over the air
using a 28 GHz 5G NR signal with a bandwidth of 100 MHz, compliant with the 3GPP
downlink specification for 5G NR OFDM modulated with a peak to average power ratio
of 10.6 dB generated by the R&S SMBV100B signal generator. The 5G NR signal
from the generator is up-converted from 3 GHz. A continuous-wave (CW) signal has
been multiplied by two into 25 GHz for up-conversion and down-conversion as shown in
Fig. C.6. A pre-amplifier is used to push the AiP into compression, the pre-amplifier is
in backoff to ensure linearity. This setup is shown in Fig. C.6.

The data is captured by the observation horn antenna placed 42 wavelengths away
(44 cm) and aligned with the main beam which is connected to and analyzed in the
spectrum analyzer (R&S FSW 67 GHz). The procedure for taking measurements is as
follows:

1. I and Q waveform for the 5G NR signal is uploaded using the R&S VISA tool
from the PC to the vector signal generator.

2. The APA is driven into the non-linear region.

3. The I and Q at the receiver are then captured from the signal analyzer using the
R&S VISA tool.

4. The signal is then time aligned with the input signals samples post-process to en-
sure each sample corresponds to the correct time sample of the previously recorded
input signal.

3.1 Measured results
The measurement results are shown in Fig. A.5. Fig. A.5a the power spectrum density is
shown. The 38 dB output power signal shows the AiPs non-linear behavior and the high
adjacent channel power present. Fig. A.5b shows the amplitude-to-amplitude (AM/AM)
and amplitude-to-phase (AM/PM) behavior of the AiP. The non-linear saturation and
memory effects can be seen both in the spread of points and the steep drop after 30 dB
for AM/AM and the rotation in phase for symbols in the AM/PM. Looking at the power
added efficiently (PAE) curve, Fig. A.5c it is clear that the AiP is not very efficient.
To have the AiP be as efficient as possible it is better to have an output power level of
around 38 dBm at all times.

3.2 Simulation results on measured AiP model
To determine the non-linearity effect on the communication system the simulator is
tested in three different scenarios, AiP distortion only, with AWGN and AiP distortion,
and with fading and AiP distortion. The noisy baseband signal results from the three
tests are shown in Fig. B.3. The resulting constellation patterns show that without
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Fig. A.4: Measurement setup of the AiP with all instruments used labeled.

P
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E
 /

%

Fig. A.5: Measurement of the AiP. a) Measured power density response of the 100MHz 5G NR
response. b) Measured AM/AM AM/PM responds. c) AiP power added efficiently vs input power.

proper modifications to understand the non-linearity and fading it is not possible to
decode the symbols given.

4 DCCN architecture
The neural network-based OFDM receiver uses similar signal processing modules as
legacy OFDM receivers with layers functioning differently. The proposed architecture
is shown in Fig. A.7 which includes recommendations founds in [23].

The proposed architecture uses the input signal, ycp, and uses the first complex
dense layer to remove the CP. The DFT like C-Conv layer converts the signal y to the
frequency domain Y. The channel estimator uses four dense layers to both compensate
for the AiP and estimate the channel response, Ĥ. After the channel estimator, it then
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Fig. A.6: Effects of the non-linear distortion from the AiP and AWGN and fading on the constellation
with SNR at 30 dB. a) Constellation of the non-linear distorted signal without the channel. b) Constel-
lation of the non-linear distorted signal with the AWGN. c) Constellation of the non-linear distorted
signal with flat fading.
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Fig. A.7: Neural network receiver architecture to deal with non-linear amplifier and different fading
channels.

does element-wise complex division to the equalization so that it can estimate X̂. To do
the estimation the first dense layer of CFNÖP , where F is OFDM symbols per coherence
slot, N is number subcarriers which are proportional to the DFT/ODFT size, and P
number of pilots. The dense layer is designed to locate pilots and estimate channel
coefficients on pilots ĤP

LS , where LS is least-square similar to LMSSE. The operation
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can be shown as equal to that of LMSSE which matematically can be described as,

X̂ = Y
ĤLS

, ĤLS = L(YP

XP
), (A.7)

where X̂ is the estimated signal, ĤLS contains the LS channel estimates, XP and YP

are transmitted and received pilots, and L() is the interpolation operation. To obtain
Ĥ an interpolation of ĤP

LS to the entire slot and channel estimation is done in the next
three dense layers and a 2D filter of size (F, N). The 2D filter can be mathematically
described as follows

ĤLRA = UDpUHĤLS , (A.8)

where Dp is a diagonal matrix with trainable parameters δk = λk

λk+β
α

, U is a unitary

matrix containing the singular vectors of the frequency domain covariance matrix of
channel realizations denoted RHH = E{H,HH}. Instead of setting the parameters ex-
plicitly they are learned directly from data. As the non-linearity is treated at the receiver
side to be part of the channel a separate layer is not needed. However, through testing,
it has been shown that having three dense instead of only two has better generalization
capabilities than using two [23].

To gain the time domain signal the network uses a complex dense to take out the
Resource Elements (RE) so we get X̂D and then using an IDFT like C-Conv layer it is
possible to transform X̂ to time-domain x̂. The rest of the forward network converts
IQ samples to soft bits, where an input IQ sample C is treated as a vector of 2 real
numbers, R2. The extracted IQ vector and its non-linear (Leaky ReLU) activation, A0,
are concatenated to a tensor of shape [B, D, 4], where B is the number of slots in a
batch of input signals. A0 is fed to a small dense layer of R4Ö2m followed by another
Leaky ReLU activation, A1, of which the output tensor is reshaped to [B, D,m, 2] and
then activated by a softmax function along its last dimension to produce a soft bit–a
vector of likelihoods of ±1.

4.1 Training
The training of the DNN receiver as illustrated in Fig. B.6. The training is done
online using the end-to-end simulator which generates a random binary stream b. The
stream is turned into time-domain OFDM symbols, xcp by the OFDM transmitter.
The transmitted signal ycp is then distorted by a non-linear AiP model together with
a channel model that adds noise and fading to xcp. Thus the received signal, ycp is the
training data, and b is the labels. The output of the receiver is given as soft bits, b̃ and
after the hard decision the b̂. The loss function is a weighted sum of the cross entropy
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Fig. A.8: Training diagram of the proposed DCCN receiver.

loss and the regularization loss

`(b, b̃,Φ) = − ln
(

ebk∑
i eb̃i

)
+ ε`reg(Φ), (A.9)

where k is the index of the target bit, and ε < 1 is a small constant. The Adam optimizer
that is doing the back-propagation is randomly initializing Φ of DCCN receivers and
updates the loss function accordingly.

It is difficult to train the DCCN for fading channels due to the severe distortion
that will be implemented on top of the already non-linear distortion introduced by the
front-end model. Therefore a two-stage training method is implemented. In stage 1 the
neural network is trained with the APA model and AWGN channel. In stage 2, the
DCCN is retrained with flat fading and the AiP model for better BER in flat fading
channels. This is done by transfer learning. The flow graph of the TensorFlow session
freezes the CP remover, data extraction, demodulator, and channel decoder and only
keeps training the 1D complex convolution and the channel estimator. Thus the already
pre-existing weights in a new session can be used to further enhance the neural network
for flat fading and non-linearity. The loss function is the same throughout stages 1
and 2. The graph editing technique enables back-propagation when the second half of
the forward network is frozen. This two-stage training approach can increase the data
efficiency by reusing the same pre-trained receiver in stage 2 for different fading settings
and different active phased array (APA) models.

This increased training efficiency since multiple different channels can be trained with
the same initial model. This also allows for more fine-tuning training to compensate
for the APA and given channel. To optimize training all operations are vectorized and
all data are fed as tensors in the code. Loops are avoided and the learning rate is
decayed exponentially for fine-tuning as the training proceeds. For training data, all
data is generated online. Hence iterations are used instead of epochs. Early stopping is
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implemented to make sure that when the BER has not improved for 20 iterations the
DCNN model is saved for testing.

Determining SNR during training is not straightforward, however, [23] provides a
recommendation of using fixed SNR when only considering AWGN channels and a mix
of high and low SNR during flat fading. We choose to use an SNR of 5 dB during
AWGN in stage 1 and a variational SNR during flat fading training, stage 2. In stage
two different SNRs are used with a mix of both high and low SNR with about a 30/70
split, this is because the channel estimator relies more heavily on the channel statistics
and a variation of SNR is therefore needed. This variation is not needed for AWGN
since it is a simpler channel model and the DCCN can better generalize for the AWGN
using a low SNR of around 3-5 dB.

5 Results
The proposed DCCN receiver is evaluated using numeric results. For comparison, legacy
OFDM receivers like LMMSE, ALMMSE, etc. are used. Both Average White Gaussian
Noise channel (AWGN) and a Flat fading channel are used with and without training for
the non-linear APA model. The selected APA model used for training and evaluation is
the AiP at 38 dBm output power 100MHz with steering angle 0. It is highly non-linear
as shown in Fig. B.3. APA models for different output powers (31-39 dBm) are used.
To further evaluate the DCCN an APA model based on [21] is also used to determine
how well the DCCN handles never before seen APA models. Fig. A.9 shows that the
DCCN is capable of handling AWGN and non-linear distortion at the same time for
different modulation forms. The blue solid line is for the DCCN with no APA model
during training. It shows that if the APA model is not known a-priory the DCCN cannot
handle the non-linear distortion very well. The blue dotted line is legacy receivers with
non-linear distortion. It shows it is not possible to handle non-linear distortion on its
own. The striped lines are all LMMSE cases for AWGN with no implementation of
an APA model. Hence, if the non-linear distortion is handled at the transmitter side
the baseline for legacy receivers is slightly better in higher modulation orders as shown.
It is possible to drive the AiP at the highest PAE of 24% while maintaining the BER
performance of legacy receivers in different modulations using the DCCN receiver. For
other AiPs, APAs, and amplifiers this potential benefit can be higher.

5.1 Soft bit results
Fig. A.10 shows some spread is still present in the DCCN predicted soft bits, but
compared to Fig. B.3c there is a big difference. The previously shown phase shift is now
removed. Further small variations are shown but have no impact on the hard decision
used on the soft bit prediction. The small variations are due to the non-linearity and
noise not being fully eliminated.
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Fig. A.9: Bit error rate plot with the trained decoder over AWGN channel(solid) and LMMSE BER
results for comparison(dotted).

5.2 Flat fading
To test the DCCN in flat fading with the AiP it is compared to different legacy receivers,
like LMSSE, ALMSSE, Spline, etc. [33]. The transmitter is once again without an APA
model. Fig. A.11 shows that the DCCN can compensate for the non-linearity while
simultaneous deals just as well as legacy receivers with the flat fading channel. Both
LMMSE and DCCN can not compensate for the non-linearity caused by the AiP if they
are not aware of it, similar to the AWGN performance. The DCCN does slightly better
only in low SNR. This is due to high noise blocking the non-linearity from the DCCN.
When trained with the AiP model the DCCN works very well. It is only a few BER
worse than conventional approaches like ALMMSE and the DCCN is equal to LMMSE
in performance.

5.3 Output Power, and Steering Angle Difference
It is evaluated how well the DCCN compensates for different non-linear models from
both the same AiP and different front ends.

The DCCN shows that it is capable of compensating for different power levels with-
out changing the model. If the non-linear frontend model is changed to a different AiP
or APA the DCCN cannot any longer function as shown in Fig. A.12. The dotted
line represents the changed front-end model and the DCCN does not function prop-
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Fig. A.10: Constallation of what the soft bit output of the DCCN receiver. Red crosses is a normal
16QAM decoder scheme. SNR = 20 dB smaller SNR will cause more spread of blue dots.

erly. However, since a two-stage training method is used the front end model can be
changed in step 2 which significantly eliminates this problem. This makes training time
significantly less costly for reapplying this model to different APA models and channel
environments since training time is reduced by one step.

6 Discussion
The method given in this paper shows that the receiver can handle different power
levels without having to change the front end model. Further, it shows that the given
DCCN receiver can be retrained for any given front end model while only changing the
model used in step two of the training process. This is possible due to the equalizer
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Fig. A.11: Bit error rate plot with the trained decoder over flat fading channel vs conventional OFDM
receiver codes.

Fig. A.12: Bit error rate plot with the trained decoder over flat fading channel with different power
outputs from the APA.

used for channel selective fading and is the most important aspect to achieve high BER
performance with non-linear amplifiers. Further, this method makes it possible to not
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Fig. A.13: Bit error rate plot with the trained decoder over flat fading channel with steering angle
changing.

change our transmitter architecture. Thus this can be readily implemented in satellite to
ground transmissions. And since only the DCCN needs to be changed at ground station
it can service a lot of satellites. For the physical implementation of the system, the
model can be pre-trained before deployment and then uploaded to the ground station.
If the BER drifts significantly the model can be retrained for the new channel and front
end situation. Since the model only needs a synthetic model of the transmitter front end
any changes to the whole system can be directly updated and retrained off the actual
deployed system.

The impact of steering angle for the AiP can change the non-linearity behavior
slightly, but as shown in A.13 this variation is negligible and the DCCN performs as
expected. The complex convolution layer that is doing the DFT-like operation together
with the equalization layers is why it is possible to adapt to the change in the non-
linearity. Since the AiP at different power outputs does not dramatically change the
non-linear behavior the DCCN is capable of equalizing for it without re-training. This
is due to the strong generalization capabilities of first the DFT-like convoluted layer
and second the equalizer. The convoluted layer makes it possible for the DCCN to
understand IQ symbols. Any change and variation due to the front end can be estimated
by the channel equalizer since the front end disturbances are seen to be part of the
channel matrix H. This comes with the cost of generalization for different front ends.
However for the same AiP the generalization is very good. Both output power variation
and steering angle variaiton is possible to be compensated for at the bit prediction side
meaning a good BER is maintained even with high distortion in the signal.
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With these findings it is capable that a single ground station can have multiple
DCCN models trained for different satellites and compensate for them all. If a multiple
satellites are to be serviced by the same ground station and they use similar front ends
no retraining is needed for the DCCN model. Only if the front end changes completely
a retrain is needed.

Since a legacy transmitter is used, the DCCN is a very robust receiver that can use
legacy OFDM transmitters with non-linearity. To use this receiver a single measurement
of the given front end with a known signal is needed. Hence for mobile communication
systems, the proposed system could be difficult to use due to multiple users all with
different APAs. For future work, it is wanted to investigate possible solutions for adapt-
ing to different APAs. Hence, the limitation of the proposed DCCN is how many APA
models it can compensate for without retraining. It should be noted that the proposed
DCCN does not suppress the adjacent channel power at the transmitter side and it could
be a problem for terrestrial radio systems. But this is not an issue as band-pass filtering
is usually already included before feeding the signal to antenna in most satellite trans-
mitters to fulfill the interference regulations of the International Telecommunication
Union (ITU).

To help fast-track evaluation of different APAs, using the over-the-air measurement
setup shown in Fig.C.6, it is wanted to implement the trained receiver into a software-
defined radio setup. This is left for future work.

7 Conclusion
In this paper, we presented a fully trainable two-stage deep learning receiver that ad-
dressed particular non-linearity issues in the satellite transmitter. The deep learning
receiver can achieve equal BER to that of conventional approaches and compensate
for non-linearity in a dynamically changing transmission link without the need for pre-
distortion techniques in the transmitter. This is due to the unique two-stage training
scheme proposed that integrates the estimation for the channel and non-linear front
end into one. Using an online end-to-end simulator both for training and testing it is
possible to numerically validate the proposed method.

The DCCN can deal with different steering angles and output power levels from
the same AiP without retraining. It is only needed to include a new AiP in step
two, significantly reducing training time for different transmitters to the same ground
station. Numerical validation results also show that it is possible to almost double
the power efficiency of the chosen AiP without sacrificing BER. This is different from
conventional OFDM receivers like ALMMSE and LMMSE since no architecture change
at the transmitter side is needed.
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Abstract
This paper proposes a novel hybrid model transfer learning approach designed for end-
to-end OFDM neural receivers that effectively manage multiple channels and nonlinear
transmitters. The hybrid model transfer learning method uses mixed Rayleigh channels
and other obscured front-end models. This two-step process compensates for nonlin-
ear front-end realizations and different channels, training a robust neural receiver. The
neural receiver used is a deep complex convoluted network (DCCN), which replaces the
conventional communication blocks with trainable layers that can correct the transmit-
ter’s nonlinear performance and other imperfections in the physical layer. This training
approach improves the DCCN by 35% for bit error rate (BER), and training time can be
reduced by 19% compared to other training approaches for the same tasks while adapting
to different fading channels and being robust to noise in power amplifier models. Mea-
surements on both a 28 GHz active phased array in package (AiP) and a GaN Hemt PA
show that the trained DCCN can adapt to nonlinear behavior without sacrificing BER.
This work demonstrates how training for multiple device operation states and channels
helps develop a robust deep neural network capable of demodulating OFDM symbols sub-
ject to nonlinear distortions in multiple channel environments without retraining.

1 Introduction
The growing demand for higher-speed data transmissions and extended battery life in
mobile devices has made energy efficiency a paramount concern in the field of wireless
communication [1–4]. At the hardware level, energy efficiency involves a tradeoff be-
tween the nonlinear behavior and the energy efficiency of front-end hardware devices.
This tradeoff poses a significant challenge that has been studied for many years [5–8].
Nonlinear transmission results in severe signal distortion, intermodulation distortion,
and erroneous demodulation, all of which degrade the performance of wireless commu-
nication systems. We propose deep learning as a solution to mitigate this degradation.

1.1 Related Work & Motivation
Recent advancements in deep learning communication systems show significant poten-
tial in tackling the challenges posed by 6G communication. Deep learning end-to-end
trained systems have been proposed as excellent solutions to the problems faced in 6G
communication, such as adaptation to dynamically changing channels [9–11]. These
systems employ autoencoders to overhaul the communication system, transmitter, or
receiver, thereby enhancing the performance of the communication system.

[9] proposes the use of autoencoders to manage energy-efficient communication
systems. For front-end transmitters to be energy efficient, they must use either Peak-
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Fig. B.1: Our proposed training approach of the neural receiver. Inspired by [16]. We use the same
two-step training approach but expand it with the ability to adapt nonlinearity using a mixed model
training approach.

to-average power ratio reduction or pre-distortion to achieve better energy efficiency in
the transmitter [12].

Neural networks techniques have achieved greater performance [9–17]. However,
they assume that the front-end nonlinearity is well known at the receiver side and
cannot change during operation [18, 19]. This can pose a problem when deploying
neural receivers, as both the front-end and the environment can change post-training.
In [20], a deep learning-based receiver using a one-dimensional transmit and recovery
net (1D-TRNet) is robust to nonlinear clipping distortion for OFDM systems. The 1D-
convolution kernel described in the paper can handle nonlinear distortion and achieve a
better BER than conventional deep learning techniques. However, while it performs sim-
ilarly to traditional techniques like LMMSE, it also significantly increases the system’s
complexity. Furthermore, 1D-TRNet cannot manage multiple channels and nonlinear
transmitters.

We build upon the groundwork established by [16], which provided a standard train-
ing scheme for developing neural receivers with complex convolution for OFDM in fading
channels. Utilizing the DCCN neural receiver, we seek to mitigate the nonlinear behav-
ior of different front-end operation stages caused by power adaptability and biasing
point differences in the transistor without changing the transmitter side. For individual
front-ends, it has been shown to be possible to train the neural receiver to adapt to the
nonlinearity [21–23].

To train robust and adaptable deep learning models that can adapt quickly to mul-
tiple scenarios without retraining, a deep learning training scheme is needed that can
handle obscured or noisy front-end transmissions as the trained nonlinearity. Therefore,
optimizing the trainability of the deep learning receiver is crucial to the success of these
systems, considering that retraining the model can be both time-consuming and costly.

We propose to use initial training conditions, a mixed front-end, and a channel model
approach based on real devices to create a neural receiver capable of adapting to vari-
ous operational scenarios. Our goal is to demonstrate that the proposed trained DCCN
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neural receiver can effectively mitigate nonlinear distortion without compromising sys-
tem performance, and enhance energy efficiency in the front-end of 6G communication
systems, all without altering the transmitter side.

1.2 Main Contributions
This work presents a novel hybrid model transfer learning approach designed to ef-
fectively reduce the bit error rate (BER) when interacting with nonlinear front-ends
operating at operation points. We utilize a two-step training method that incorporates
a random mix of different channels and front-end sampled models (as depicted in Fig.
B.1. In contrast to previous approaches [16], we augment training rules to expedite the
development of a more robust neural receiver capable of managing variations in nonlin-
ear operation regions and biasing points. Additionally, we address the challenge posed
by limited knowledge of the front-end device, a problem that arises from noisy samples
in the deployment environment.

The contribution of this paper can be summarized as follows:

• We propose a novel hybrid model transfer learning approach for end-to-end OFDM
neural receivers to handle transmitters with nonlinear front-ends. This approach
would make transmitters more power efficient without inband nonlinearity con-
straints.

• We provide an analysis on determining the initial conditions for training and
methods for training end-to-end receivers.

• We utilize gate voltage and drain current data for different biasing points of the
transistor to show the DCCN can handle multiple operation points.

• Transfer learning facilitates robustness in multiple channel environments and with
different transistors. In this paper, we only have samples of two completely dif-
ferent transistors. Sixteen transistors had different biasing points. The transistor
trained on where not in the data set.

• The obscurity of the front-end samples enables the achievement of these results.
In other words, it’s crucial to train on non-ideal, nonlinear samples to allow the
AI to develop more robustness through noisy training.

The remaining parts of this paper are structured as follows. Section II introduces
our method, the DCCN, and discusses models and measurements. Section III outlines
our training approach. Section IV presents a comparison of the bit error rate across
various channels and different nonlinear power amplifier models. Section V summarises
the paper and discusses potential extensions.
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Fig. B.2: Neural network architecture and building blocks of the proposed network. Each neural
receiver layer replaces a function from conventional receivers. Proposed architecture similar to [16, 22].

2 Method
A DCCN receiver is used as the base for the neural receiver. The DCCN neural network
utilizes signal processing components similar to those in traditional OFDM receivers,
with each layer performing distinct functions. Fig. B.2 illustrates the proposed architec-
ture that incorporates similar architecture as [16]. The receiver uses the initial complex
dense layer to remove the cyclic prefix from the input signal, ycp. The signal is then
converted from the time domain to the frequency domain using the DFT-like C-Conv
layer, producing Y . The channel estimator, composed of four dense layers, compensates
for amplitude imbalance and estimates the channel response, H. Subsequently, the
equalization process involves element-wise complex division, enabling the estimation of
X̂. Then a data extraction procedure using a complex dense layer, relu activation func-
tions and softmax for output facilitates the conversion to a soft bits likelihood vector,
b̃. Tab. B.1 provides a detailed overview of the implemented architecture. A similar
architecture without our data extraction layer was used with great success in [16].

We opt for complex convolution over regular convolution for each layer. Our exper-
iments with layer simplification showed that it would not converge and train correctly,
a similar finding observed in [16]. The complex convolution allows the neural network
to process the IQ signal as a whole, enabling the neural receiver to learn more about
the received signal compared to when the IQ signal is split into I and Q components.
Furthermore, we refrain from comparing our DCCN receiver with other state-of-the-art
methods. Through our own experiments, DeepRX struggles to handle nonlinear sig-
nals with unknown variations. This makes it challenging to obtain meaningful results
from training DeepRX to handle nonlinear power amplifiers in channel environments
other than CDL channels. We believe this is because, unlike DCCN, DeepRX does not
incorporate a DFT-like operation in the network.
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Table B.1: DCCN network architecture layer specification.

Layer Type Shape
Input (Batch, OFDM symbols (N), FFT size)

Complex Dense (Batch,N,FFT size)
Complex Convolution (N,N,1) Kernel (3, 3)
Batch Normalization (Batch,N,FFT size)

Dense (Batch,N,FFT size)
Dense (Batch,N,FFT size)
Dense (Batch,N,FFT size)

Complex Dense (Batch,N,FFT size)
Max Pooling (Batch,N,FFT size)

Complex Dense (Batch,N,FFT size)
Relu (Batch,N,FFT size)
Dense (Batch,N,FFT size)
Relu (Batch,N,FFT size)

Soft max Output (Batch,OFDM symbols (N),FFT size)

2.1 End-to-end system
The end-to-end system is built around the conventional description of a baseband re-
ceived signal,

Y = H ∗X + W (B.1)

where Y is the received signal, H is the channel matrix, X is the transmitted symbol
matrix, and W is the additive white Gaussian noise with variance σ2 per element, and
∗ is the operation of convolution. Some elements in X are used for pilots dependent on
the transmission scheme. The symbols are carrier-modulated based on the constellation
(e.g., QAM, QPSK) and are assumed to have an average energy of one before the
nonlinear front end. The channel model can be represented as a multipath fading
channel, which can be further characterized by a linear finite impulse response (FIR)
filter [24],

yt =
L−1∑
l=0

xt−l

K∑
k=1

√
Ωkzk sinc ( τk

Ts
− l) (B.2)

where zk is a complex-valued random variable, ω, τk represents the tap delay profile of
the fading process, and Ts is the sampling period of the discrete signal. The length of
the filter L is correlated with the second term, which we denote zl. L is chosen so |zl|
is small when l < 0 and l ≥ L. For Rayleigh fading, the real and imaginary parts of zk
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are i.i.d. Gaussian random variables. Thus, |zk|2 follows a Rayleigh distribution. K is
the number of paths in a multipath fading channel. For flat fading channels K = 1, i.e.,
all channel coefficients on all subcarriers are identical. For a multipath fading channel
K > 1 is a frequency-selective channel, and the channel coefficient varies by subcarrier.

The front-end model is based on the popular memory polynomial model, which can
describe the nonlinear distortion introduced by a nonlinear system. The model is given
by an equation that specifies how the system’s output at a given time depends on the
input and previous inputs [5].

y(t) =
N∑
n=1

M∑
m=0

anmx(t− τm)|x(t− τm)|n−1, (B.3)

where N is the polynomial order, M is the memory effect, i.e., the number of previous
samples that affect the current output. The amplifier coefficients, anm, are determined
using reverse modeling, which involves capturing the input and output of the system
and using this data to estimate the coefficients. These coefficients depend on the input
signal’s peak-to-average power ratio and the baseband signals’ power levels [5].

The effects of different channel fading distortions and nonlinearity effects on the IQ
signal are shown in Fig. B.3.

(a) (b) (c)

Fig. B.3: AiP nonlinear distortion effect as expressed in the received constellation. a) Nonlinear
distorted signal effect on symbols. b) Nonlinear distortion in AWGN channel. c) Nonlinear distortion
in a flat fading channel.

2.2 Measurement setup
We identify two distinct challenges related to measurements. The first involves nonlin-
earity at varying input power levels, while the second pertains to nonlinearity induced
by different operation points. To address the first issue, we select the AMOTECH
A0404 active phased array in package (AiP) as the front-end device for our model. This
device comprises four Anokiwave AWMF-0158 beamforming devices and a 4× 4 patch
antenna array for transmission [25]. To achieve energy efficiency, the front end must
be driven nonlinearly by operating the AiP at different operation points. To assess our
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Fig. B.4: Measurement setup of the AiP with all instruments labeled.

DCCN’s performance in such a scenario, we conducted various front-end measurements
at different input powers.

The AiP nonlinearity is captured using an over-the-air measurement setup, shown
in Fig. C.6. The input signal to the system is a 3 GHz 5G NR signal with a bandwidth
of 100 MHz, with a peak-to-average power ratio of 10.6 dB is generated by the R&S
SMBV100B signal generator. The signal is up-converted to 28 GHz for the AiP. A linear
pre-amplifier drives the AiP into saturation. The setup is shown in Fig. C.6. The main
beam is aligned with the receiver, a horn antenna placed 44 cm away (42 wavelengths),
and connected directly to the spectrum analyzer (R&S FSW 67 GHz) for capturing the
data. The measurement procedure is as follows:

1. The 5G NR input signal is uploaded from the PC to the signal generator using
the R&S VISA tool.

2. The IQ signal is received and captured using the R&S VISA tool for the FSW.

3. Time alignment with the input and output signal is done post-process to ensure
each sample corresponds correctly with the transmitted signal.

We achieve the obscurity of the AiP measurement in post-processing by using artifi-
cial noise. We opt for this approach as there is no advantage in capturing the obscured
signal over creating it artificially.

For the different biasing points, we measure various CREE GaN HEMT CGH40006P
transistors. Due to limitations in the biasing point of the AiP, we cannot utilize it.
However, we can employ the same 5GNR mmWave setup at a lower frequency. The
measurement is identical except for the up-down converter setup. All PAs are biased
with a drain-source voltage of 28 V, and we investigate how a gate voltage of -1 to 3 V
impacts the PA’s nonlinear behavior.

Fig. B.5 depicts the nonlinear behavior of the AiP and the GaN HEMT PA. Subfig-
ure (a) demonstrates the nonlinear effect on the AiP’s amplification. The amplification
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Fig. B.5: Nonlinear effect on a) Amplification in the AiP, b) Power added efficiency of the AiP, c)
operation points in the GaN HEMT PA
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Fig. B.6: Proposed end-to-end autoencoder approach to train the DCCN receiver based on [16]. Mixed
fading is not used in the first step, and only one front-end model is used. In the second step, the mixed
fading and obscured front-ends are used to retrain the network and get better performance.

changes with variations in the amplitude or phase of the input signal, which can sig-
nificantly impact the quality of the transmitted signal. Subfigure (b) shows the AiP’s
power-added efficiency (PAE), defined as the ratio of the output power minus the input
power to the consumed DC power. The graph shows the PAE’s variation with different
gate voltages (VG), providing an indication of the AiP’s efficiency. Subfigure (c) displays
the operation points in the GaN HEMT PA, determined by the DC current and voltage.
The graph shows the operation points’ change with different gate voltages (VG), which
can affect the PA’s linearity and efficiency.

3 Training Neural receiver using two-step transfer
learning

The neural receiver is trained using a two-step transfer learning approach that utilizes
a mixed model for nonlinear power amplifiers and channel models. The nonlinearity
model of the power amplifier (PA) is derived from a combination of four distinct PA
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models.
Our training approach is based on [16], expands to incorporate randomly generated

channel models and a randomly selected PA model drawn from the measurements be-
tween 31-39 dBm output power. The power amplifier models are made noisy to increase
the model’s adaptability, with 5,10, and 15 dB SNR.

Similar to [16], the first step involves training the neural receiver on an AWGN
channel. However, we train the entire network, equalizer, and receiver and implement
a single nonlinear model in the first step. In the second step, we employ a transfer
learning scheme, freezing the output layer weights inspired by [26]. In this step, we
specifically train the neural network equalization layers to replicate the robustness of
linear minimum mean squared error (LMMSE) to tap delay mismatch. This is done
since the final layers are used to demodulate, and the initial layers are used for channel
estimation. The network is then retrained using our hybrid model composed of different
channel models and nonlinear transmitters. The channel models are drawn from a
distribution function that can generate different tap delay models with a Doppler spread
from 0Hz to 300Hz. To overcome local minima associated with richer multipath, shorter
delay spread fading models are used to smooth the overall loss.

The nonlinear model employs the mixed channel approach outlined in [16], gen-
erating four distinct models based on empirical AiP measurements. The nonlinearity
model, given by (B.3), encapsulates the inherent nonlinear characteristics of the AiP,
as presented in Fig.B.5. The model is then modified synthetically using Gaussian noise
perturbations to create variations. We use three different noise levels at 5, 10, and 15
SNR and a noise-free model, with one model being swapped for another as the channel
model changes during training.

We observed that if we train the DCCN using a freeze layer transfer learning method
and only retrain the final layers, we are unable to decode. We obtain a BER of 0.4 or
higher for all noise levels, and the neural network does not converge properly, especially
when dealing with nonlinear responses. We believe this is due to the complex con-
volution, which enables the learning of nonlinear behavior in the convolution, thereby
propagating the relationship between nonlinear effects on the IQ signal throughout the
network.

3.1 Determining Training Parameters
We determine the training parameters using a combination of manual tuning and grid
search. We experiment with various values for the learning rate, early stopping, batch
size, number of epochs, and with and without cyclic prefixes, considering both long and
short versions. All parameters are illustrated in Fig. B.7.

The sweep reveals that using a minimum SNR value of -2.0 during the initial training
step ensures a good validation BER for the DCCN, even in step 2. As in [16], we achieve
the best results when we include the cyclic prefix and set it to long.
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Fig. B.7: WandB parameter sweep of all possible tunable parameters showing that SNR is most
important to gain good BER performance. It intelligently finds the best parameter in the first column
and tries to reduce the goal of low BER even further.

Table B.2: Best training parameters for the DCCN receiver.

Setting Value
Maximum iterations 5000

Early stop 50 iterations of no BER change or if BER = 0
Initial learning rate 0.001
Learning rate decay 2% pr 500 iterations

SNR (dB) -2 to 20 dB
Batch size 512
Optimizer Adam

Tab. B.2 summarizes the training parameters used for performance evaluation.
These parameters, determined from the sweep in Fig. B.7, are the best for training.
With the chosen parameters, we can reduce training time efficiently, as we don’t need
to train as many values as in [16], and we can stop earlier.

3.2 Training Loss
We train our DCCN receiver using binary cross-entropy as the loss function. This
loss function is commonly used for binary classification tasks and measures the differ-
ence between the predicted and actual outputs. In our case, the predicted output is a
probability distribution over the input symbols. The actual output is a binary vector
indicating whether a symbol was transmitted.

We also evaluate the performance of our trained network using the BER as a metric.
BER , measures the number of bit errors per total number of transmitted bits, and
provides a quantitative measure of the network’s ability to recover the transmitted
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symbols. Thus, the total loss function can be defined as the cross-entropy loss function,

`(b, b̃,Φ) = − ln
(

ebk∑
i eb̃i

)
+ ε`reg(Φ), (B.4)

where k represents the index of the target bit, and ε < 1 is a small constant. The
Adam optimizer is initialized randomly. Updates are performed per coherence slot of
transmission within a batch size. Throughout the training, we monitor both the binary
cross-entropy loss and the BER. Our goal is to minimize both metrics by adjusting the
network’s hyperparameters and training it on a diverse set of channel models.

Fig. B.8: Crossentropy Loss, a) is loss pr iteration for initial training b) is loss pr iteration for the
second training stage of the proposed DCCN architecture.

Fig. B.8 illustrates a low loss for the first step, contrasted by a high oscillation in
the second step. The oscillation of the loss occurs due to the potential for the channel
to change from one instance to another, complicating the achievement of a smooth loss
curve akin to the training curve in the first step. However, this is not an issue as the
aim is to manage multiple different channel realizations. The declining and settling loss
curve indicates that our network is not overfitting.

4 Performance Evaluation
A mixed numeric simulator is used for performance evaluation. The simulation uses
(B.3) as the nonlinearity model based on real-world experimental data as the input and
output of the model. The evaluated modulation schemes include BPSK, QPSK, 8QAM,
and 16QAM. The channel models used for evaluation are the Extended Pedestrian A
model (EPA), Extended Vehicular A model (EVA), and Extended Typical Urban model
(ETU), mobile channels found in the 3GPP standard. Different models are contained
in training and withheld for the performance evaluation to evaluate the robustness of
the proposed neural receiver to different power amplifiers’ nonlinearity due to operation
point bias voltage difference and input power level variance.

The parameters of the different channel models are as follows To evaluate the per-
formance of different training methods, we compare our approach, which uses mixed
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Table B.3: Key parameters of 3GPP EPA, EVA, and ETU channel models

EPA EVA ETU
Number of Paths 7 9 9

Max Doppler Shift (Hz) 5 70 300
Relative Power (dB) 0.0 to -20.8 -1.5 to -20.9 -1.0 to -16.9

Rayleigh channel models drawn from a distribution and different obscured front-end
models, against a single-channel method. The evaluation initially tests the effectiveness
of training different modulation schemes using mixed Rayleigh training versus static
channel training, evaluated in a flat fading channel. Fig. B.9 shows the results of this
comparison, where our new hybrid training approach (denoted as "hybrid" in the figure)
outperforms the static channel approach.

Fig. B.9: Comparison of BER for different modulations using Hybrid Model Training Approach and
Static Channel Training Approach, evaluated in a flat fading Rayleigh channel and a fully known AiP
model at 32 dBm with no perturbation.

Our approach demonstrates similar performance across different modulation types,
allowing the DCCN receiver to maintain performance while compensating for the non-
linear front end.

Fig. B.10 demonstrates that the new training method enables the DCCN receiver
to improve BER and compensate for the channels simultaneously without significant
loss. This is achieved while the power amplifier is in saturation, maintaining a PAE at
24%. We observe that the flat fading implementation, using a mixed Rayleigh channel,
performs significantly better at high SNR.

Our method enables the DCCN adapt to multiple channels, performing better than
the static training method. As Fig. B.10 shows, the previous training method struggled
in highly mobile channels. In contrast, our approach significantly improves decoding in
the presence of high channel mobility.

Tab. B.4 shows that our training approach, which uses a distribution of randomly
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Fig. B.10: Comparison of BER using our Hybrid training scheme compared to single static channel
approach BER. Test achieved at 8QAM 32 dBm AiP nonlinearity with different 3GPP channel models.

Table B.4: Comparison of different training time processes relative to the GPU in an unknown tap
delay channel at 30 SNR.

Training Scheme Time Val. BER Modulation
7455.1 0.052618 16 QAM
5758 0.040873 8 QAM

Single channel [22] 6783.2 0.025806 QPSK
3864.7 0.049292 BPSK
8720.1 0.07524 16 QAM
6688.4 0.049406 8 QAM

Two channels 8517.3 0.016422 QPSK
7790 0.0099228 BPSK
12265 0.04705 16 QAM
9688.6 0.034533 8 QAM

Four channel mix [16] 10471 0.01743 QPSK
8730.7 0.022586 BPSK
9927.3 0.045018 16 QAM
8574.6 0.032042 8 QAM

Our approach 7709.8 0.0096985 QPSK
7378 0.0070007 BPSK

drawn Rayleigh fading models, makes the training process quicker than training with
a single-channel or a two-channel approach. This demonstrates that our approach sig-
nificantly enhances performance in random unknown channels. Thanks to its agility,
our approach enables faster training. We have reduced the training process by utilizing
earlier stops compared to [16]
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4.1 Non-perfect sampled Front-end model
The hybrid model transfer learning method uses mixed Rayleigh channels and AiP-
impaired models to enable a robust and efficient DCCN receiver that can adapt to most
expected scenarios, as shown in Fig. B.10. If the BER changes dramatically, as shown
in Fig. B.11, the front-end model can be sampled directly from the environment and the
DCCN can be retrained. This provides the significant advantage of enabling the DCCN
receiver to compensate for non-ideal deployment scenarios in 6G communication.

Fig. B.11: Comparison of BER evaluation in a Flat fading channel and an EPA 3GPP channel using
static channel training vs Hybrid approach. Pertubation from 50 dB to 5 dB SNR of a 32 dB AiP
model.

Fig. B.11 shows that the DCCN cannot compensate for noisy models without using
our hybrid model training. Using our proposed hybrid model training approach, we
demonstrate that the DCCN can learn and adapt to multiple noisy models without the
need for retraining. The DCCN receiver can be trained for each specified sampled noise
level of 5, 10, and 15 dB SNR, and it can still correctly demodulate the received signal
while compensating for the differences in noisy power amplifier models. The impact of
an imperfect AiP model where the nonlinear behavior is changed or obscured can be
handled as shown in Fig. B.11. Even when the power amplifier model is noisy, our
approach maintains good performance. The DCCN receiver can adapt to each noise
level, correctly demodulate the received signal, and compensate for the differences in
noisy power amplifier models.

4.2 Testing of different nonlinearity due to average power level
changes

We evaluate the adaptability of the neural receiver to changes in the transmitter’s power
level, which induce varying nonlinearities. Our goal is to determine whether our hybrid
method can train the DCCN to accommodate differences in output power nonlinearity.
Therefore, the input power given to the AiP will differ, which causes nonlinear behavior
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at different output power levels from 31 to 39 dB.

Fig. B.12: Different AiP input power levels effect on received nonlinearity. Output power variation is
from 31-39dB. If DCCN is trained using the regular method, it can adapt to a single nonlinearity but
not other nonlinearities. Our hybrid model is tested in all 3 channels while we only show the DCCN in
2 channels however, if retrained for ETU and EVA, it will follow the same curves.

The hybrid DCCN training method, which uses a mixed Rayleigh channel and front-
end model, proves to be a robust estimator, performing well even when the nonlinearity
changes due to variations in the transmitter’s power. As shown, it is possible to adapt
to different 3GPP channels and nonlinearities without retraining. Similarly, it achieves
the same BER as regular training DCCN, maintaining the ability to adapt to multiple
power level nonlinearities.

4.3 Testing of different power amplifier operation points
We examine the impact of various operation points and their associated nonlinearities
on the neural network receiver. The evaluation is conducted using a hybrid-trained
neural network, leveraging AiP mixed model training. While training the hybrid DCCN
never sees the GaN Hemt PA nonlinear response. We test in all four different 3GPP
channels and check for the robustness of the BER’s stability over the different SNR
ranges. Fig. B.13 shows that using our training approach of mixed channels and noisy
nonlinear models, it is possible to train the neural network receiver for the nonlinearity
of different operation points without seeing these nonlinearities in training. However,
upon closer inspection of the nonlinear characteristics of the different operation points,
we observe that they share some similarities with the AiP, which could explain their
adaptability.

5 Conclusion
This paper proposed a hybrid model transfer learning method for training OFDM neu-
ral receivers, enabling them to manage nonlinear transmitters in an end-to-end envi-
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Fig. B.13: Comparison of BER performance using the DCCN on never seen different GaN Hemt PAs
using different Gate Voltage and Drain Current to bias the operation point.

ronment. The transfer learning approach enables the DCCN receiver to comprehend
imperfect information about front-end nonlinearity and adapt to various nonlinearities
induced by different working points and input levels, all without the need for retrain-
ing. During training, we use a combination of different Rayleigh channels and measured
models of nonlinear front-ends to enhance the robustness of the neural receiver.

To predict bits amidst transmitter nonlinearity, we replace the DFT/IDFT and
soft decoder with deep learning layers. These layers process the IQ samples using
multiplication rules in complex fields and classify the bits according to the selected
modulation scheme.

By using complex-valued neural networks, DCCN can integrate the functions of
conventional receivers, such as LMMSE, and concurrently equalize the nonlinear symbols
for decoding by the neural receiver.

Our results indicate that our hybrid model training approach yields a 19% faster
training time compared to other methods, primarily due to the implementation of early
stopping. However, it is slower than training dedicated to a single channel. With
DCCN, it is feasible to achieve maximum power efficiency through AiP, even without
comprehensive knowledge of the nonlinear behavior, without compromising the BER.
The hybrid model-trained DCCN can also adapt to various working points, as validated
by the biasing of transistor voltages.

Moreover, our hybrid model training approach can improve BER by up to 50%,
significantly outperforming other training methods.

In future work, we aim to extend the benefits of the transfer learning scheme demon-
strated by the DCCN neural receiver to other neural receivers.

Furthermore, we have observed that without incorporating highly nonlinear mod-
els into the training scheme, adaptation becomes impossible. However, a single model
within the training set can adapt to multiple models due to the noise effect applied
to the front-end models. Therefore, we aim to explore the potential of using advanced
deep learning techniques to enhance the robustness of the neural receiver against out-
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of-distribution nonlinearities. To achieve this, it will be necessary to measure different
mmWave front-end devices and restructure both the training process and the deep learn-
ing layers.
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Abstract
One key communication block in 5G and 6G radios is the active phased array (APA). To
ensure reliable operation, efficient and timely fault diagnosis of APAs on-site is crucial.
To date, fault diagnosis has relied on measurement of frequency domain radiation pat-
terns using costly equipment and multiple strictly controlled measurement probes, which
are time-consuming, complex, and therefore infeasible for on-site deployment. This pa-
per proposes a novel method exploiting a Deep Neural Network (DNN) tailored to extract
the features hidden in the baseband in-phase and quadrature signals for classifying the
different faults. It requires only a single probe in one measurement point for fast and
accurate diagnosis of the faulty elements and components in APAs.

Validation of the proposed method is done using a commercial 28 GHz APA. Ac-
curacies of 99% and 80% have been demonstrated for single- and multi-element failure
detection, respectively. Three different test scenarios are investigated: on-off antenna
elements, phase variations, and magnitude attenuation variations. In a low signal to
noise ratio of 4 dB, stable fault detection accuracy above 90% is maintained. This is all
achieved with a detection time of milliseconds (e.g 6 ms), showing a high potential for
on-site deployment.

1 Introduction
The commercial availability of 5G communication systems is estimated to triple in
the next coming years. The primary enabler of 5G and the next evolution 6G is the
use of mmWave active phased arrays (APAs) as the primary communication front end
system [1]. Quality of Service (QoS) is one of the prime motivators for the evolution of
communication systems, fault diagnosis of communications systems has never been more
important to meet the QoS user expectation. It is critical to identify the failures in the
APA efficiently, or even on-site, to make repairs easy and keep the downtime of devices
low. Furthermore, failures are not only limited to antenna elements as conventional
fault diagnosis techniques have focused on [2–19]. Faults can also happen in the front
end circuits such as power amplifiers (PAs) or phase shifters, which makes the fault
diagnosis a challenging multi-dimensional problem as illustrated in Fig. C.1.

Fault detection in antenna arrays has been a research topic for many years [2–
19]. The techniques for determining faults vary in the mathematic formulation and use
different measurement methods. However, they all have in common that they use the
electric field component of the antenna array. The measurements also need to be in
either near field or far-field and use either 1 probe with a lot of measurements needed
or using a plane of probes with fewer measurements needed.

The most prevalent method used in the literature has been the rotating element
electric field vector (REV) method [20, 21], hence it is used as the base comparison.
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Fig. C.1: APA diagnosis concept, where the conventional approach is using a math estimator based
on measured electric field denoted Ė and antenna pattern, and the novel approach proposed in this
paper is using DNN and acquired IQ baseband signal at the receiver. The potential faulty components
are highlighted with color. The three potential errors are phase shifters represented using circles, power
amplifiers represented using triangles, and antenna elements represented by squares, respectively.
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Fig. C.2: The neural network tailored for APA fault diagnosis is a simple 4-layered feedforward
architecture, where each hidden layer has a size of 500 nodes.

The special thing with REV is that compared to other approaches for diagnosis of
APAs which mostly limits malfunctions to passive antenna elements and phase errors
[2–19, 22, 23]. The REV method does not look at passive elements but can detect
amplitude, phase, and element faults with very accurate estimations hence why it is
also used for calibration arrays before deployment.

Another fault diagnosis method is the inverse scatter problem (ISP) or more specif-
ically electromagnetic inverse problem (EIP) where the antenna array is seen as the
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scatter. Instead of relying on the antenna pattern, it uses the time-domain of the mea-
surement to make a tap-delay model of the received signal. This measurement can then
be reshaped using mathematical equations to produce an answer for what shape the
scatter has. This has been a thoroughly researched topic [24–28]. However, it needs
multiple input sources/measurement probes to be used. Therefore array diagnosis ef-
ficiencies of conventional methods have been significantly limited and not suited for
on-site deployment.

Deep Neural Network (DNN) has shown promises in many fields of fault diagnosis
[29–32]. Recent research in planar array diagnosis has shown that DNN can identify
failures if given the full RF domain antenna radiation pattern for each failure type
[33–36].

The multidimensional problem of identifying multiple types of faulty components is
tricky and is only solvable using full radiation patterns from anechoic chamber measure-
ments. 5G measurement setups are very sensitive to the positioning of probes due to
the scaling down of signal wavelengths at mm-wave frequencies. RF domain-based syn-
thetic method is therefore not suitable for making measurement setup simpler. [2–19].
Newer research has shown that using a comparable method to REV using DNNs it is
possible to reduce calculation complexity. But the methods do not reduce measurement
complexity [36–39].

This paper proposes a new APA diagnosis technology using baseband IQ signals
shown in Fig. C.1. In-phase and Quadrature (IQ) baseband signals are used in many
modern digital systems, and the baseband signal characteristics are unique to the APA.
Baseband signals typically have a frequency range of up to several hundreds of MHz
and are much easier to sample and process. Research has also shown that IQ signals are
easier to handle than amplitudes and phases [40]. Hence, to simplify the measurement
setup and data acquisition this uniqueness of the baseband signal is exploited in this
paper.

The challenge for conventional synthetic methods to use baseband IQ signals is
that it is not a trivial task to model the detailed dependence of the IQ signals on the
APA components. According to the theory of deep learning, however, a DNN with
sufficient parameters can model any mathematical equations [41]. The DNN used in
this work consists of 4 layers, and 5549147 trainable parameters, providing compelling
characterization capability. Therefore the DNN can capture the "hidden" features in
the IQ signals, which cannot be characterized by conventional techniques. The novelty
of this work is the proposed method’s capability to detect not only the failures in
the antenna array but also the failures of active components in the front end. This
is new and different from our previous work done at sub 3 GHz with planar arrays
[42]. Moreover, the proposed method eliminates the need for multiple measurements
at restricted locations opening up new avenues for measurement and test setups, which
greatly increases its potential for on-site deployment. To our best knowledge, work that
can provide similar outcomes has not been reported yet.
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This paper is organized as follows. Section II describes the new proposed method. In
this Section the network, faults, measurement setup and training details are described.
In section III the experimental results and test of the model are presented. Section IV is
a discussion of the proposed method and a comparison with the conventional methods
given earlier. Finally, the paper is concluded in Section V.

2 Proposed Method
The exploitation of the baseband signal starts with understanding the basic model of the
communication system. The communication system can be seen as a dynamic nonlinear
system with memory as the basic model description. This leads to the following dis-
tortions constellation, intersymbol interference and adjacent channel interference. Any
small imperfection in the front end system will have impact on these and will be part of
the baseband signal. Being a dynamic nonlinear system it can be described by Volterra
theory where complex baseband input signal x(n) and output y(n) are related as

y(n) =
∞∑
k=1

∑
n1

. . .
∑
nk

hk(n1, n2, ...nk)

p∏
r=1

x(n− rr)
k∏

q=p+1
x(n− nq)∗ (C.1)

where hk(n1, n2, ..., nk) are the Volterra kernels. Since any imperfection in the trans-
mitter will have an impact on the output due to the model basis for the Volterra series
this can be exploited for the classification and detection of failures in the APA. Using
the IQ baseband over a channel that is assumed to be static while transmitting it is
possible to create a machine learning algorithm for classification that is better suited
for monitoring.
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Fig. C.3: The training process of the DNN, where the IQ signal is acquired from measurement setup
and pre-processed for the DNN to handle. Here noise can be added for further robustness tests. After
going through the DNN different detection outcomes (e.g. confusion matrix) can be given.
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The DNN used to identify the different faults is trained using supervised learning to
map the different classes to the faults. DNN has been used instead of more complicated
networks like CNN or RNN. These other networks can potentially decrease the number
of neurons needed in the network but are more complex to feed and pre-process the data.
Since pre-processing and labeling the data is the most costly task it has been decided
to keep the network simple. For simplifying the training each instance of training
data is grouped in batches were 200 training data samples are grouped and processed
through the network. Going through all the training data available is one epoch. The
programming language used for the DNN is Python and the machine learning library
used is PyTorch v 1.4.

2.1 Architecture of DNN
The DNN is composed of four different types of layers, including Fully Connected Layer
(FC Layer), Batch Normalization Layer (BN Layer), activation function layer and hid-
den layers. The full network architecture can be seen in Fig. C.2. In the FC Layer,
weights and biases are expressed by Wi and Bi where i denotes the ith layer. The
output of the FC ith layer can be expressed as

yi = Wixi + Bi, (C.2)

where xi is the input to the ith layer. The number of neurons in the layer is determined
by iterative tests to achieve the best performance.

The BN Layer normalizes the mean and variance of the input data to 0 and 1
respectively and then gives the input data a new mean and variance corresponding
to the new dimension of the data. This reduces the time cost of the entire training
significantly [43]. The output of a BN Layer can be written as

ŷi = γ
yi − E[yi]√
var[yi] + ε+ β

, (C.3)

where γ and β are the scaling factors for the mean and variance in the new dimensional
space. Further, γ and β are learnable parameters. ε is a constant parameter that
prevents denominator from being zero. Generally, it is set to 0.001.

The output of the BN Layer is fed into the activation function layer which is chosen
to be the Rectified Linear Unit (ReLU) function. The ReLU activation function outputs
the positive part of its input and everything else as zero.

f(x) = x+ = max(0, x), (C.4)

where x is the input to a neuron. ReLu is chosen over Leaky Relu, since the IQ data can
be represented by the magnitude and phase, and rectifying the sine wave does not have a
significant impact on these two key factors and the sine wave are horizontally symmetric.
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Instead, using half period of the signal reduces the chance for the model to capture too
detailed features (e.g. noise) to avoid overfitting. Testing also confirms this since we
haven’t seen an increase in accuracy due to using leaky ReLu. This procedure transfers
using forwards propagation the raw data from the first layer to the last layer. The useful
features of the raw data are then extracted layer by layer. After each batch, the weights
in the DNN are updated according to the loss which is evaluated by cross-entropy loss
in combination with a softmax function

`(k,π) = − ln
(

eπk∑
i eπi

)
, (C.5)

where k is the index of the target class and π are the unnormalized posterior class
probabilities which are the output of the last layer of the network. To optimize the
network weights and biases, the popular Stochastic Gradient Descent (SGD) is chosen
in combination with an adaptive learning rate that decreases by a factor of e−1 each time
the accuracy score of the system stops and stagnates after two epochs. This is to ensure
that the gradient descent keeps decreasing to a global minimum without introducing
overfitting issues in the network. The SGD optimizer is given as

Q(w) = 1
n

n∑
i=1

Qi(w), (C.6)

where w, is the parameter that minimizes Q(w) and is found by solving the following
equation

w − η∇Q(w) = w − η
n∑
i=1

∇Qi(w)
n

, (C.7)

where η is the learning rate of the DNN. The final layer in the DNN is the output
layer which handles the classes that are to be determined. This layer can change size
depending on how many fault scenarios are to be classified and can be expanded to fit
new fault scenarios.

2.2 Fault Scenarios
The different fault scenarios investigated in this work include three major components
used in the APA: antenna element, power amplifier, and phase shifter. The different
fault scenarios are established by controlling the APA using a software program provided
by AMOTECH [44].

Antenna Element Malfunction

Single antenna element malfunction is one antenna element being turned off using
AMOTECH software controller while the whole APA is transmitting. Multi-element
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a)

b)

c)

d)

Fig. C.4: Outputs of different layers showing the influence of each layer of the DNN. a) is the Batch
Layer, b) is the Linear layer, c) is the ReLU layer and d) is the output layer.

failure is difficult to show since with 16 elements there are a total of 120 combinations
for 2 element failure, for 3 element failure there are 560, for four 1820, etc. This becomes
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a very complex measurement issue and too many classes for multi-class classification to
solve. Instead, multi-label fault detection can be used. With multi-label classification,
the measurement issue persists but the classification issue is no longer growing too large
but can be kept to be 16 classes for element detection since multi classes can be pre-
dicted. If all 16 elements can fail the combination of potential failures is 65535, which
is very impractical to collect. Instead, this paper limits failures to be grouped into
failure categories of faults as 1,2,..,6. Errors of over 6 faulty elements are too many
element failures for the power to not have dropped significantly enough that the array
is deemed not working. The goal of the test is for the DNN to determine the correct
antenna element being turned off and distinguish the different IQ waveforms that are
being received.

Magnitude Attenuation Issue

The goal of this test is to determine if the DNN can detect magnitude imbalance caused
by undesired attenuation. In the test, the signal attenuation was controlled by the
AMO software with a resolution of 0.5 dB(the lowest resolution available). The test is
carried out by attenuating one signal path with 0.5 dB using the AMO software and
then measuring 10 times as outlined in the measurement procedure.

Phase Fault Detection

The goal of this test is to determine the DNN’s capabilities for handling phase faults.
Due to limitations of the AMOTECH 0404 phase controller, 1bit phase difference is
the lowest phase error possible to introduce while not breaking the APA. 1bit phase
difference for the AMOTECH A0404 is 5◦ of phase shift. Each of the 16 antenna
elements is then shifted 5◦ out of phase from the rest one by one to mimic the absolute
minimum phase fault that can happen.

2.3 Data Collection and Measurement Setup
Validation of the DNN was done using a 3 GHz LTE signal, compliant with the 3GPP
downlink OFDM modulated also to be used in 5G and satellite high throughput com-
munication [45, 46]. The signal has a peak to average power ratio of 10.6 dB generated
by the R&S SMBV100A signal generator.

The 3 GHz OFDM signal from the generator is converted to 28 GHz using an up-
converter. A continuous-wave (CW) signal has been multiplied by two into 25 GHz
for up-conversion and down-conversion as illustrated in Fig. C.5. The leakage from
the local oscillator in the up-converted 28 GHz modulated signal is filtered out using
a bandpass filter. To avoid any nonlinearity in multiplier and up-converter, the signal
levels in these stages are kept in the linear region of these devices according to their
specifications. The 28 GHz signal is then fed to AMOTECH A0404 [44] that includes
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4 Anokiwave AWMF-0158 beam forming devices and a 4 by 4 patch antenna array as
shown in Fig. C.6. The data is captured by the observation horn antenna placed 42
wavelengths away (44 cm) and aligned with the main beam at 0 deg.

The measurement setup for the 4 by 4 AMO APA is shown in Fig. C.6. The captured
signal is split into two signal paths. One is analyzed in the spectrum analyzer (R&S
FSW 67GHz) for monitoring the actual ACPR. The other is down-converted to a 3
GHz signal and captured by an (R&S FSQ) spectrum analyzer for getting access to I
and Q data. It is chosen to only conduct experiments on single failure detection. This
means that only one antenna element can be off, have the wrong phase shift, or radiate
less power. The signal is captured 10 times with a small random time interval. The
procedure for taking measurements is as follows:

1. I and Q waveform for the LTE signal is uploaded by MATLAB from the PC to
the vector signal generator.

2. The AMO is manipulated to have a fault using custom software to control the
different circuits and antennas.

3. The I and Q at the receiver are then captured from the signal analyzer 10 times
with a random time interval between each measurement.

4. Another antenna element or circuit is chosen to be faulty and the measurement is
repeated for all 16 antennas.
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Fig. C.7: Minibatch of measured IQ signals (two examples highlighted with thicker line width) for
each of the 17 different magnitude faults.

2.4 Training of the DNN
For each fault scenario, 10 measurements of 5·106 samples at a sample rate of 10 kHz are
captured using the spectrum analyzer. The 10 measurements are done at random times.
This is to ensure the training data is intolerant to time shifts. For training data each
class is given as 10 measurements of 5 million samples. To make it easier to handle the
data in memory on the GPU it is split into training samples of 5000 I & 5000 Q samples
which are interpreted as one data sample of size 10000 when training the DNN. This
expands the number of trainable data samples the DNN can re-iterate over. For testing,
a new measurement of 5 million IQ samples per class is done. It is also split into smaller
data samples of the same size. Fig. C.7 shows different IQ signals features and illustrates
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Fig. C.8: The accuracy and loss versus epochs during training.

that the human eyes or synthetic approaches with close form equations characterized
simply characterize the features. But as can be seen in the results section, DNN can
classify the IQ signals for different faulty cases very well. Pytorch does not support
complex numbers. Therefore, the input signal is split into the real and imaginary parts
of the IQ sequence. The neural network will find a concatenation between the two in
training. The measured IQ data are split randomly into 70% and 30% to form training
and testing sets, respectively. The IQ data is put as the first 5000 samples if I and then
the next 5000 samples of Q as one vector of size (1,10000) for the input of the neural
network. The training data is passed through the network over multiple epochs to learn
all the features of the network. After each epoch, the network gets an accuracy score.
To keep improving the DNN and make sure no overfitting happens adaptive learning
rate is implemented. If the accuracy score of the network does not improve for three
epochs, the learning rate is lowered by a factor of ten. This is illustrated in Fig. C.8.

The loss of the network logarithmically decreases while the accuracy exponentially
increases as the training data goes through more epochs. It is evident that even though
the cross-entropy plateaus in the last training steps, the accuracy keeps improving epoch
by epoch until it nearly reaches 100 %. The DNN has a final accuracy of 99 % and a
loss very close to 0.

3 Experimental Validation
To evaluate how well the DNN performs in terms of accuracy, the test data is passed
through the trained DNN. The results are represented in a confusion matrix shown in
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Fig. C.9. From the test data, the accuracy of predicting the correct class is between
88 % and 99 % dependent on which class is predicted. These are very good results
considering the DNN has to determine which of the 49 fault classes it is. Hence, the
DNN will with a minimum of 88 % confidence correctly identify the failure in the AMO
APA. The different labels in Fig. C.9 are denoted by 1 for no faults, by 2-17 for antenna
off, by 17-33 for attenuation with 0.5 dB, and by 34-49 for a phase shift of 5 degrees.
Each failure is then distinguishable as a label for the DNN to output and the failure
label can then be mapped to the component malfunction. In Fig. C.9 the resulting
accuracy of each class can be seen. The difference between leakyReLu and ReLu has
been investigated together with a comparison to existing methods which can be seen
in Tab. C.1. The confusion matrix shows a diagonal matrix where the prediction is
between 90% and 98% meaning the DNN can correctly recognize the true class from
the test data. Any wrong prediction will be represented as a shade that is not on
the diagonal. Further testing has been done for multi-element testing, here faults are
grouped in clusters for easier prediction, there are 1-3 element failures, full-chip failure
meaning a full chip has failed and 2 PA and 2 phase shifter faults. To predict every
failure in the test data set takes 1.1 s while it takes 0.006 s for a single measurement
to be predicted on an NVIDIA TITAN RTX GPU. This makes the on-site deployment
of the proposed method promising. And this is especially true as the needed I and Q
signals are easy to acquire using a simple receiver front end.

The resulting test is shown in Fig. C.10, here it is possible to show the clear sepa-
ration between different fault cases similar to the performance shown for single element
detection.

3.1 Noise’s Effect on Diagnosis
To determine how robust the DNN is, a Signal to Noise Ratio (SNR) test is done. To
demonstrate this, the test data is polluted with Average white Gaussian noise (AWGN),
with a Signal to Noise Ratio (SNR) ranging from -5 dB to 9 dB. The resulting perfor-
mance of the DNN is displayed in Fig. C.11.

In Fig. C.11, when SNR is (-5 - -2) one class is predicted for all cases(black straight
line down). Fig. C.11 shows that when the SNR level is between -1 to 3, the addition
of noise does not impede the prediction, and from SNR levels of above 4 dB, the DNN
model predicts consistently the correct class though with less accuracy.

3.2 Statistical Analysis of Performance in SNR
To test the Statistical performance of the DNN different distributions of the 70/30 split
data are used. It is possible to see how well the DNN is trained and what worst-case
and best-case scenarios for data are. By varying the random split of data 10 times,
the batches are different from each other with enough variation to test the network’s
robustness to variations in test data. During this test, all three types of failures, antenna
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Fig. C.11: Multiple confusion matrixes with SNR -5-9 dB.

elements, PAs, and phase shifters, have been included. Box plots of accuracy versus SNR
are used to illustrate the difference of runs over SNR as shown in Fig. C.12 to illustrate
the statistical variance over 10 runs. By further looking into the distributions of the
different SNR values, it is very clear how the distribution of predictions behaves in
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Fig. C.12: Statistical accuracy versus SNR box-plots for three typs of failures: antenna element, PA,
and phase shifter. Class 0 is no failures, classes 1-17 are antenna on off detection, 18-33 is amplifier
faults and 34-49 is phase shifter faults. Since some classes have same distribution of detection accuracy
they have been plotted together to reduce space.
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Table C.1: Comparison with Previous Works.

Reference Method Accuracy Robustness
Estimate

[20] REV 100.0% 0%
[22] Fast only 90.0% N/A
[23] Complex signal 100% N/A
[21] OTA calibration 100% 50%
[33] DNN 80.0% Yes

This work DNN 99.9% 90%
DNN LeakyRelu 93.8% 86.7%

different SNR values. For high SNR values, the predictions cluster around 80-100 %
while for low SNR values the distribution gets spread out across the x-axis.

4 Discussion
The DNN can distinguish the 48 faulty classes and 1 not faulty class from each other
with an accuracy of between 90 % and 99 % while the faults are of the smallest possible
deviation to be introduced in the commercial APA of 0.5 dB magnitude in a single
PA and 5◦ phase shift per antenna element. The DNN’s biggest advantage compared to
radiation pattern approaches is the ability to use the baseband signal single measurement
to predict the faulty components’ location and failure type. Conventional and other deep
learning approaches can guarantee the correct prediction of antenna elements however
it requires multiple antenna probes or measurements points. Big measurement setups
are not needed after training as the model only requires simple IQ baseband signals.
Further, since the trained DNN model only takes up 22.3 MB of space, it can be used
in many devices with limited storage space.

Multi-element classification is shown to be possible, with the difficulty of determining
which element is faulty is was not possible to be solved with the method proposed in
this paper alone. Multi-label classification is a possible solution to help solve this,
however it comes with significant challenges. Simply using IQ data is of too small
dimension to directly use multi-label classification. The dimensionality of the data
makes multilabel classification only work as a coin toss and is therefore not presented
in this paper. Further investigation is needed to solve this problem with more advanced
machine learning techniques and measurement setup.

EIP/ISP are related problems but also very different from the proposed solution.
This work uses 5G OFDM baseband signal of IQ at a normal sample size to determine
faults in a transmitter at a normal frame size.EIP/ISP needs tap delay measurements
and this requires a different measurement setup/different pre-processing of the data to
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get the needed results. This works baseband approach is a new approach to the same
problem and could be beneficial in using for over the air (OTA) in situ fault diagnosis.

The DNN is adaptable for different deployment scenarios using new data and trans-
fers learning schemes to update the DNN quickly. This can make it possible to expand
the methods for larger antenna arrays.

Instead of having the APA work sub-optimal or not at all, a simple reconfiguration
of the APA steering vector can be done to compensate for malfunctioning hardware as
long as errors are kept under 2 faulty elements, otherwise, the power drop is significant
for this small 16 element array. Moreover, the DNN shows that even at SNR above 4
dB the accuracy of the predictions is maintained above 90 %. However, at SNR below
4 dB, the DNN has difficulties and one class ( class 13) is predicted with above 98
%. However, it always gets predicted even when SNR is below 4 dB. It can therefore
be concluded that it is possible to trust the DNN when SNR is above 4 dB but when
below 4 dB the results should not be given 100 % trust. A reason for this behavior is
because the model has found a strong weight for class 13, and when noise is polluting
the IQ signal so much that the signal is no longer recognizable from what the DNN has
previously encountered this class 13 will be predicted. To potentially eliminate this and
be able to handle much larger noise in the signal the DNN should be trained with high
noise signals and is future work for this method. But it is very impressive to achieve the
robustness of the model without noise addition during training. More details have been
provided, but out of range is a bit more difficult. As known, a deep learning classifier
does not understand out of range and it will be trying to put it into the learned classes.
Hence it has not been included as it is seen as arbitrary that out of range does not work
for deep learning systems which is one of the drawbacks of the proposed system.

Other possible future work for this method includes the distance relationship between
probe position for training data and testing data, the impact multiple failures will have
on the detection accuracy of the array, and the impact of noise in testing and training
data.

5 Conclusion
This paper presents a new deep learning-based method for fault diagnosis of active
phased arrays (APAs) widely used in 5G and LEO satellite communication systems.
The main contribution of this work is the development of the DNN for multiple fault
detection while eliminating the need for a big number of measurement points, time-
consuming procedures, and costly chambers paving the way for on-site deployment of
the fault diagnosis technology. The proposed fault diagnosis technique was tested both
for accuracy and robustness using a 28 GHz commercial APA with 48 experimental fault
scenarios. The trained deep neural network can distinguish component failures between
single path magnitude attenuation in the gain down to 0.5 dB, phase variation of 5◦,
and array element failure. Prediction accuracy of up to 99 % for scenarios without the
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added noise and above 90% in presence of significant noises (e.g. SNR of 6 dB) has
been achieved. The concept proposed in this work has the potential to be extended to
on-site fault diagnosis for more system blocks (e.g. switches, filters, etc.) in advanced
communication systems such as 5G and 6G communication systems.
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Abstract
We propose to use a liquid time constant (LTC) network to predict the future blockage
status of a millimeter wave (mmWave) link using only the received signal power as the
input to the system. The LTC network is based on an ordinary differential equation
(ODE) system inspired by biology and specialized for near-future prediction for time
sequence observation as the input. Using an experimental dataset at 60 GHz, we show
that our proposed use of LTC can reliably predict the occurrence of blockage and the
length of the blockage without the need for scenario-specific data. The results show that
the proposed LTC can predict with upwards of 97.85% accuracy without prior knowledge
of the outdoor scenario or retraining/tuning. These results highlight the promising gains
of using LTC networks to predict time series-dependent signals, which can lead to more
reliable and low-latency communication.

1 Introduction
Millimeter (mmWave) and terahertz (THz) communication is a promising technology for
achieving high data rates in 6G and beyond. However, highly directional transmission
in these bands makes the link vulnerable to blockage, causing sudden interruptions to a
communication link. Consequently, reliable mmWave and THz communication requires
predicting the occurrence of blockage [1].

Blockage prediction using machine learning based approaches has been investigated
in the literature for both in-band and out-of-band solutions. While the state-of-the-
art methods rely on information from multiple sources, either from other frequency
spectrums [2] or a camera feed [3], it is more advantageous if we can predict without
these additional resources or hardware. Prior work also proposed to use prior statistical
observations for meta-learning [4], however, it requires prior information about the
surrounding and thus is costly to generalize. In [5], an in-band proactive predictor
based on a pre-blockage power signature was proposed using deep learning to enable
the prediction of the wireless link status. However, the prediction accuracy decreases
significantly when predicting even just slightly further into the future.

In this work, we propose to use Liquid Time Constant (LTC) network [6] for blockage
prediction. Since the LTC network is based on ordinary differential equations (ODEs),
it has strong expressiveness, stability, and performance in handling time series. Using
the publicly available dataset on mmWave blockage scenarios [5], we demonstrate the
superior generalization of LTC networks by training using the indoor dataset, which
contains pre-blockage power signature under controlled blockage movement and apply
the trained model to the outdoor dataset with uncontrolled blockage events. We show
accuracy in blockage prediction above 97.85% for all outdoor scenarios for the imme-
diate future timeslot (t + 1). In addition, we demonstrate a 12% to 39% accuracy
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Fig. D.1: Proposed architecture and system model for THz blockage prediction x[t] using LTC network.
The input data is the received signal as a function of time samples r[t]. The LTC is trained to recognize
the pre-blockage signature contained in the data.

improvement in predicting blockage in the near future (t+ 5 and t+ 10 timeslots) com-
pared to the baseline [5]. The proposed model’s sparse network and high generalization
capabilities make it an attractive option for pre-blockage prediction in high-frequency
communication systems.

2 Problem formulation
We address the problem of proactively identifying directional link blockage status using
received mmWave signal power. We consider a system with one transmitter and one
receiver, each equipped with a directional beam. After the link is established, the link
can experience short blockages at unknown times.

We formulate the blockage prediction as a discrete-time problem where t ∈ Z is the
index of the time samples. The received signal power is represented by r[t], and the link
blockage status is defined as x[t] ∈ {0, 1} where 1 indicates blockage and 0 indicates no
blockage. At time t, given the received signal power samples Sob with an observation
duration of Tob, we predict whether the link is blocked in the future Tk timeslots. That
is,

Sob = {r[t− Tob + 1], · · · , r[t− 1], r[t]}, (D.1)

and the prediction is represented by

x̂[t+K],∀K ∈ {1, · · · , Tk} (D.2)

Our goal is to maximize the blockage prediction success probability:

maxP(x̂[t+K] = x[t+K]|Sob), ∀K ∈ {1, · · · , Tk}. (D.3)
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In this paper, we propose to solve the blockage prediction problem using a LTC network,
as illustrated in Fig. D.1.

3 Proposed Architecture with Liquid Time Constant
Network

Liquid Time Constant (LTC) network was first proposed in [6], where LTC is introduced
as variations of continuous time models loosely inspired by biological signals. Since LTC
networks are based on a system of ordinary differential equations (ODEs), they have
strong expressiveness, stability, and performance in modeling time series over a short
to medium time. For time-series prediction tasks, the LTC network has been shown
to outperform other modern RNNs, and long short-term memory networks on most
metrics [6]. Moreover, the LTC network requires fewer neurons and generalizes easier
than conventional RNN networks [6]. This behavior of the LTC networks makes it a
perfect fit for handling the time series blockage prediction problem.

Neural Circuit Policy (NCP), which creates a sparse network according to [7], is
jointly employed to implement an LTC network with fewer resources. Further, the
NCPs allow the LTC network to be adaptable to previously unseen data and provide
robustness to nonideal data samples, which enables offline training using pre-blockage
signature. Once the LTC network is trained, it is deployed to make blockage prediction
at each time slot t for the future Tk time slots.

4 Evaluation
To evaluate the performance of an LTC network on blockage prediction, we use a publicly
available dataset collected with a directional transmitter and a directional receiver at
60 GHz, consisting of indoor and outdoor scenarios [2, 5]. For the indoor scenario,
a controlled blockage event happened during data collection. In comparison, for the
outdoor scenarios, uncontrolled blockage events were caused by passing vehicles. The
dataset includes the power readings and the ground truth labels for blockage for all time
instances. We use the pre-blockage signature under a controlled blockage [5] from the
indoor dataset to train the neural network. We then use the trained LTC network to
predict blockage events on the outdoor dataset.

We construct an 8-neuron LTC network consisting of two input neurons, four inter
neurons, two control neurons, and one output neuron as described in [6] and illustrated
in Fig. D.1. We then use the NCPs defined in [7] to construct the neural network, which
helps create a very sparse and efficient network for training. We define the input as a
series of time data with 64 beam indexes, with power values over time. The output is
then determined by the output neuron, either 0 or 1. We then train the neural network



114 Paper D.

for 40 epochs over the complete indoor data set using an Adam optimizer, a cross-
entropy loss function, and a learning rate of 0.02. After the training, the LTC network
is evaluated on the outdoor scenarios. Since not all 64 beams receive a strong enough
signal, we exclude the predictions where the received power is lower than 0.4 normalized
received power.
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Fig. D.2: Blckage prediction accuracy of different outdoor scenarios, using our approach (red) and
the baseline approach [2] (blue).

Fig. D.2 presents the accuracy of blockage prediction in different outdoor scenarios
with the scenario numbers defined in the dataset. Fig. D.2 shows that our proposed
model outperforms the baseline approach given in [2]. The LTC network accuracy scores
range from 73.95% to 99.6%, with the lowest score being significantly better than the
state-of-the-art. Our approach shows, in some scenarios, an above 80% accuracy for t+5
and above 70% for t + 10, indicating our model’s advantage in predicting further time
in the future. The proposed model’s sparse network and high generalization capabilities
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make it an attractive option for pre-blockage prediction in sub-terahertz communication
systems.

Further, the neural network can be quickly deployed and does not need to be trained
for individual environments but shows high generalization capabilities for pre-blockage
prediction. For future work, we will explore how this pre-blockage prediction can help
improve reliability and latency in THz communication systems.
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