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Abstract—This paper introduces an adaptive constrained generalized predictive controller (GPC) applied to a float interleaved boost converter (FIBC) with a low output current. FIBCs face uncertainties due to thermal effects in switches and diodes, variable operating frequencies, inductor losses, measurement errors, and load changes. The controller uses FIBC's direct duty cycle/output voltage model. It features constraints on the control signal and its variations, helping to regulate the input peak current. The controller's stability and performance under uncertainties are enhanced by three mechanisms: adaptive adjustment of control signal's upper constraint and the output error weight coefficient, and an online model estimation mechanism for the GPC. This includes constraining estimated model poles for assured closed-loop stability. Experimental results with 20% real uncertainties and load changes demonstrate the controller's effectiveness: it reduces input peak current, and output voltage oscillations, and overshoots by 3.5A, 1V, and 7.5%, respectively, compared to a basic constrained GPC.

Index Terms—Adaptive control, float interleaved boost converter, generalized predictive controller, model uncertainties, steady-state response, transient response.

I. INTRODUCTION

POWER electronic applications have become increasingly prevalent in improving the operation of power grids and renewable energy sources over recent decades. Numerous studies focus on enhancing the performance of these applications through the implementation of more effective controllers. Low output current float interleaved boost converters (FIBCs), a specific type of DC/DC converter, are employed to increase the output voltage of photovoltaic systems and EV battery packs. FIBCs can be seamlessly integrated with inverters and power grids. Given the low output voltages of photovoltaic systems and battery packs, there is a need to boost the DC voltage for connection to the AC inverter input. These converters are applicable in both 200V DC/110V AC single-phase and 400V DC/120V AC three-phase inverters. The converters under investigation are typically used to elevate the output voltages of parallel-connected PV cells, as detailed in [1], [2]. The proposed power electronic interface, designed for both electric and hybrid vehicles, is presented in [3], [4]. The FIBC converter is a proper option for low-voltage renewable energy sources, such as battery packs and solar panels. It comprises two conventional boost converters connected in series, which facilitates maximum voltage gain while minimizing output voltage ripples, as detailed in [3]. Typically, the FIBC converter has a higher component count compared to traditional boost converters, resulting in increased construction and implementation costs. To improve its performance, various controllers have been applied to FIBC converters, including Proportional-Integral (PI) controllers [5], nonlinear adaptive control [6], and sliding mode controllers [7]. The model predictive controller (MPC) is an optimization-based controller increasingly used in controlling power systems and industrial processes, owing to its advanced features. Recent studies have demonstrated that MPC offers good stability and is more easily implementable in real systems due to its discrete nature [8]. Additionally, MPC can be applied in a constrained form, enhancing the controller's performance and improving the closed-loop system's stability. The capability of implementing constraints in MPC also aids in achieving simulation results that more closely resemble actual system outcomes, with constraints applied to both the system output and control variables. MPC can be modified to function as either a robust or adaptive MPC controller. Various forms of adaptive MPC have been investigated in [9], [10]. Robust MPC, based on convex hull approximation, was investigated in [11]. In [12], MPC was studied for interleaved boost converters. The use of enumeration-based MPC for direct voltage control of DC/DC boost converters was explored in [13].

The developed method in [14] describes the implementation of online weighting factor optimization using simplified simulated annealing for finite set predictive control on an induction motor, enhancing its robustness. In [15], an interleaved boost converter is managed using a dynamic neural-based Model Predictive Control (MPC) with
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adaptive constraint tuning to improve performance against input voltage fluctuations, focusing on control signal adjustments. The complexity of the converter's average state-space model posed significant implementation challenges for the MPC controller.

The study in [16], presents an explicit model predictive control (EMPC) technique for high-frequency DC-DC converters, utilizing a backpropagation neural network (BPNN) to pre-calculate control laws, reducing online computational demands. However, adjusting to operational changes remains computationally intensive. To address this, it proposes using BPNNs to approximate control laws offline, aiming to balance control performance with reduced storage and computational needs. While focusing on a simple converter, the complexity and data requirements of the MPC method, alongside its focus on control signal limitations without assessing quality changes, are notable.

In [17], a boost converter performance is enhanced with a model predictive controller that leverages a detailed nonlinear state-space model for rigorous stability analysis and design. The method identifies the control signal directly from the cost function, which may induce oscillations, and computes this signal through a non-iterative closed formulation, simplifying the process.

In [18], a buck-boost converter operation is managed using an unconstrained generalized predictive control model that captures the system's small signal input-output behavior independently of the input current. The model's precision is vital for controller efficacy, yet it operates without constraints on the control variable, posing risks of instability during rapid system changes. Additionally, the system demonstrates low output power and voltage in testing.

In [19], a variable self-tuning horizon mechanism for generalized predictive control is introduced, applied to a simplistically designed boost converter with a single switch. While the algorithm's complexity, based on an exact state-space model, allows for precise disturbance modeling, it faces challenges in observer parameter optimization and reference variable generation. Testing focused solely on load changes, omitting startup transient response analysis. The unconstrained execution of the GPC algorithm, without control variable limitations, could threaten system stability. Despite using advanced dSpace control hardware, the demonstration lacks in showing control variable adjustments.

Two major sources of uncertainty are parametric uncertainty and input DC voltage source uncertainty. It is essential for the voltage controller to keep the output voltage close to its reference value despite these uncertainties, which may fluctuate over time due to changes in working conditions and environmental temperature. For instance, in [20], the voltage regulation of a conventional boost converter was carried out using reduced-order PI observers, taking into account both parametric and input voltage uncertainties.

The major contribution of this study is the development of a direct voltage controller for the FIBC converter utilizing two types of constrained Generalized Predictive Control (GPC) controllers. These controllers have fewer parameters compared to the typical state-space model for the FIBC. The GPC method's structure, derived from solving the Diophantine equation, is inherently more resistant to uncertainty than other methods, as noted in [21]. The proposed controller is a constrained GPC with adaptive tuning of the control variable constraint. It effectively regulates both the output voltage and the current of each inductor during transient and steady-state responses. In contrast to controllers presented in the literature review sections especially in [3], [15], [19], and [22], this controller demonstrates strong robustness against model uncertainties and does not require extensive pre-trained data for design. To ensure the stable operation of the closed-loop system, the controllers are implemented in a constrained form. An adaptive technique is developed to optimize the system response of a Generalized Predictive Control (GPC) controller by adjusting constraints and output weight, specifically for control variable changes. This includes an adaptive algorithm aimed at improving transient response and minimizing steady-state voltage fluctuations, alongside an estimation algorithm for setting the GPC controller targets within stable constraints. The strategy enhances system response after load changes and increases robustness to disturbances and uncertainties. Simplification of the GPC controller is achieved through a direct transfer function model, reducing computational complexity and smoothly adjusting input current without direct inductor current measurement. The experiments confirm the approach's effectiveness in reducing control signal and inductor current oscillations, showcasing the proposed method's practical implementation ability. The innovations addressing the three primary challenges of this research and the strategies implemented to overcome them are summarized as follows. To mitigate the overshoot in the output voltage and input current without direct measurement, a mechanism for setting the control variable limit is introduced in the context of the converter's transient response. An adaptive adjustment mechanism for the output weighting coefficient in the GPC cost function is introduced to minimize fluctuations in the output voltage and its steady-state error for 40V output. To ensure the stability of the closed-loop system and maintain optimal performance amid disturbances and uncertainties, a constrained adaptive mechanism for estimating the system's online model is proposed for use in the target GPC. All results of proposed method have been compared to the basic GPC. A summarized block diagram of main parts of this research is shown in Fig. 1.
II. FIBC MODEL INVESTIGATION

A circuit diagram of the FIBC converter is shown in Fig. 2.

Fig. 1 Summarized block diagram of the main parts of this research

Fig. 2 Circuit diagram of the FIBC

The FIBC consists of two conventional boost converters connected in series. When switch $S_1$ is off, diode $D_1$ is on, and when $S_1$ is in its connected mode, the diode $D_1$ is off. $D$ is the large signal duty cycle of FIBC and the parameter $D_0$ is its nominal value for each switch. $d$ is the small signal duty cycle that has been calculated from $D = D - D_0$ [1, 23]. According to [3] the converter’s model has been investigated, here, it has been assumed that FIBC parameters are in the nominal model

$$L_1 = L_2 = L_3 = L_4 = L, \quad r_{L_1} = r_{L_2} = r_{L_3} = r_{L_4} = r_L, \quad C_1 = C_2 = C, \quad r_{C_1} = r_{C_2} = r_C. \quad \text{Also, } R_L \text{ is output resistive load.}$$

These uncertainties in real systems may arise due to thermal effects in switches and diodes, frequency bandwidth in inductors, errors in measurement tools, uncertainty in load, and changes in environmental conditions in certain applications, such as solar panels. Small-signal transfer function models relating the duty cycle to the output voltage and the duty cycle to the inductor current are presented in equations (1) and (2) as found in [3, 23]:

$$G_v = \frac{v_{o}(s)}{d(s)} = K_v \left( \frac{(1 - (s/\omega_{0})(1 + (s/\omega_d)))}{(1 + (s/\omega_0)Q + (s^2/\omega_d^2))} \right) \quad (1a)$$

$$G_i = \frac{d(s)}{i_L(s)} = K_i \left( \frac{(1 + (s/\omega_0)Q + (s^2/\omega_d^2))}{(1 + (s/\omega_0)Q + (s^2/\omega_d^2))} \right) \quad (1b)$$

$$\omega_{d1} = \frac{1}{r_c C}, \quad \omega_{d2} = \frac{1}{(R_L C/(D_0 + 3)) + r_c C} \quad (2a)$$

$$\omega_o = \frac{1}{\sqrt{L C}} \frac{2R_i(1 - D_0)^2 + 2r_L}{R_L + 2r_C} \quad (2b)$$

$$Q = \frac{\omega_o (R_L + 2r_c) L C}{R_L C(r_L + 2r_c (1 - D_0)^2 + 2(1 + r_c r_L C) v_{in}(D_0 + 3)} \quad (2c)$$

$$K_i = \frac{2(1 - D_0)(R_c (1 - D_0)^2 + r_L)}{v_{in}(2R_i(1 - D_0)^2 - r_L (1 + D_0))} \quad (2d)$$

$$K_v = \frac{1}{(1 - D_0)^2 (R_c (1 - D_0)^2 + r_L)} \quad (2e)$$

Based on the information in Table I and the illustration in Fig. 2, the model parameters of the FIBC and the input DC voltage source are presumed to have uncertainties within a defined range. Fig. 8 displays the input DC voltage and its step changes, selected by [3] to facilitate better comparison. For the application of the GPC controller to the system, the system model must be represented as a strictly proper discrete transfer function model, as noted in [8]. According to (1), $G_v$ is the nonminimum phase proper transfer function. After discretizing $G_v$ and $G_i$ transfer functions with $T_s$=0.001 sampling time to $G_d$ and $G_{d,d}$ models, $G_d$ is rewritten in (3) as follows:

$$G_d = G_{d,1} + G_{d,2} \quad \Rightarrow \quad G_{d,d} = f_v \quad (3)$$

Based on Fig. 3 and equation (3), the primary transfer function utilized in both the basic and the proposed constrained GPC controllers is $G_{d,1}$ with nominal parameter values. The system model, $G_d$, is subject to uncertainties in its parameters and input voltage. $G_{d,d}$ exhibits a small gain in comparison to the output of the main $G_{d,1}$ model. To examine the open-loop system’s poles and zeros, 1000 random discrete models Table I. Fig. 4 illustrates that within the assumed range of uncertainties, the open-loop system has two stable poles within the unit circle, indicating that the open-loop system is stable, while it has one unstable zero.
favorable control method. A significant advantage of GPC is its ability to be implemented in a constrained manner. GPC, a transfer function-based MPC controller, is widely used in various industrial processes, as referenced in [8, 24]. Its main characteristics include: 1) utilization of the process's transfer function, 2) suitability for implementation on non-minimum phase converters, delayed, and unstable systems, and 3) strong robustness against disturbances. The GPC algorithm is implemented using discrete models, with the CARIMA (Controlled Auto-Regressive Integrated Moving Average) model being employed in this study. It is important to note that the disturbance term is considered zero in this work. In general, the GPC algorithm can be expressed as:

\[
A(z^{-1}) = 1 + a_1 z^{-1} + \ldots + a_{na} z^{-na}, \Delta(z^{-1}) = 1 - z^{-1} \quad (4a)
\]

\[
B(z^{-1}) = b_0 + b_1 z^{-1} + \ldots + b_{nb} z^{-nb} \quad (4b)
\]

\[
\Delta(z^{-1}) A(z^{-1}) y(t) = \Delta(z^{-1}) z^{-dd} B(z^{-1}) u(t - 1) \quad (4c)
\]

Where polynomial \(A(z^{-1})\) is the output dynamics and polynomials \(B(z^{-1})\) and \(C(z^{-1})\) are control input and disturbance dynamics. \(na, nb, and nc\) are the degrees of these polynomials. \(dd\) is the input delay. \(\Delta(z^{-1})\) is an integrator that is added to the model to zero steady-state error. The objective is to minimize cost function \(J\) and generate the desired control signal \(u(k)\). In this paper, \(dd\) value is zero. This model is selected because there is an Integrator term \((4a)\) in the model that helps to reduce the steady-state error of output and increase closed-loop stability [8]. The prediction output is calculated over the prediction horizon using the Diophantine equation as follows:

\[
\tilde{A}(z^{-1}) = DA(z^{-1}) \rightarrow 1 = E_{1}(z^{-1}) \tilde{A}(z^{-1}) + z^{-j} F_{1}(z^{-1}) \quad (5a)
\]

\[
G_{r}(z^{-1}) = B(z^{-1}) E_{j}(z^{-1}) \quad (5b)
\]

\(5a\) is a Diophantine equation and \(E_{1}(z^{-1}), F_{1}(z^{-1})\) are Diophantine polynomials that are calculated by the recursive equations. The cost function is specified as follows:

\[
Y = \phi Y_+ + \pi U_+ + \Omega U_{\text{ref}}, \quad \Delta u(t) = U_{+}(1,1) \quad (6a)
\]

\[
J = (Ref - Y)^T H (Ref - Y) + U_{\text{ref}}^T R U_{\text{ref}} \quad (6b)
\]

\[
\Delta u_{\text{min}} < \Delta u(k) < \Delta u_{\text{max}}, u_{\text{min}} < u(k) < u_{\text{max}} \quad (6c)
\]

\(Y\) is the estimated output vector along the prediction horizon. \(Ref\) reference signal vector and \(R\) and \(Q\) matrices of the input and output weights are selected using the experimental results by repeating the tests. \(p\) is the prediction horizon, and \(m\) is the control horizon. \(\Delta u(t)\) is the control signal variation obtained from \((6)\). \(\Omega, \pi, \phi\) matrices and \(U_{+}, U_{\text{ref}}\) are defined as follows:

\[
\phi = \begin{bmatrix} f_{d+1,0} & \ldots & f_{d+1,na} \\ \vdots & \ddots & \vdots \\ f_{d+p,0} & \ldots & f_{d+p,na} \end{bmatrix}, \quad \pi = \begin{bmatrix} g_{d+1,1} & \cdots & g_{d+1,na} \\ \vdots & \ddots & \vdots \\ g_{d+p,1} & \cdots & g_{d+p,na} \end{bmatrix} \quad (7a)
\]

\[
\Omega = \begin{bmatrix} g_{d+1,0} & \ldots & 0 \\ \vdots & \ddots & \vdots \\ g_{d+p,m-1} & \ldots & g_{d+p,0} \end{bmatrix} \quad (7b)
\]

In summary, this section describes the model of the direct transfer function from the small duty cycle signal to the output voltage of the converter, along with its parameters. The model's simplicity is particularly emphasized. It is then discretized using a specified sampling time. To explore the feasibility of introducing uncertainty within a specified range, the locations of the model's zeros and poles have been identified. Results indicate that among 1000 models with random uncertainty in the specified range, the model remains stable but exhibits a non-minimum phase. Consequently, for the implementation of the GPC algorithm, which requires a strictly proper model, the discrete model is divided into two parts: a strictly proper model and a small fixed gain. The transfer function parameters are utilized strictly as initial values in the adaptive estimation algorithm of the model.
According to [8], it is evident that the GPC method differs from conventional MPC approaches. In GPC, the discrete transfer function model of the system is initially formulated based on changes in the control variable. This model is then utilized to calculate the outputs during the prediction horizon. Subsequently, the parameters of the prediction model (as shown in (7)) are recursively determined by solving the Diophantine equation, following (5a). This inclusion of an integrator in the method enhances the control structure’s ability to handle system uncertainties and increases its robustness against external disturbances. Moreover, by using the changes in the control signal as the basis for the cost function, this method ensures a smoother control signal and improved closed-loop stability, particularly when implemented in a constrained manner.

IV. APPLYING PROPOSED CONTROLLER ON THE SYSTEM

According to [8, 21] and Section III, the GPC controller employs the system's discrete transfer function model and requires less data from the system model compared to other types of MPC controllers to achieve high control accuracy using a full state-space model. The GPC controller demonstrates satisfactory closed-loop stability and responds effectively in the presence of uncertainties. In this study, two types of constrained GPC controllers are applied to the FIBC model. These controllers are categorized as continuous control-set MPC controllers and involve an online constrained optimization process to determine the optimal control signal for each sample. To exhibit the controller’s performance amidst uncertainties, the discrete model $G_{d,1}$ with the nominal parameter values of the FIBC (as listed in Table I) utilized in this section. The prediction and control horizon values are reduced to diminish the size of the matrices in (7) and to alleviate the overall computational burden.

A. Basic Constrained GPC

Controlling the currents of inductors is a crucial aspect when designing controllers for DC converters. In this paper, a direct voltage controller is applied to the duty cycle-to-output voltage transfer function model, as discussed in section II. To ensure effective control, constraints are imposed on the control signal ($D(k) \rightarrow u(k)$), considering the predicted output and the cost function (6). These constraints are designed to limit the current and its oscillation, which may affect the algorithm’s control capability. The constraints are defined in equation (8) as follows:

$$-0.03 < \Delta u(k) < 0.03, 0 < u(k) < 0.65$$  \hspace{1cm} (8)

This controller employs a prediction horizon and a control horizon ($p, m$) equal to 4. The weight matrices ($R, H$) of the cost function (6d) are tuned to balance the convergence speed of the output voltage ($V_o(k)$), steady-state error, and oscillations, as well as those of the control signal and its final value, to enhance the controller’s performance. These constraints and parameters are selected through experimental tests, and repeated until the results are satisfactory and as closely aligned as possible with those of the real system.

B. Constrained GPC with Adaptive Output Weight and Constraint Tuning

1) Tuning Control Signal Constraint

The proposed control system block diagram is shown in Fig.5.

![Fig. 5 Proposed control system block diagram](image)

Fig. 6 The proposed control system block diagram and the proposed GPC flow diagram

In this section, the proposed GPC control algorithm and its parameters remain the same as in the previous section, except for the control signal constraint $u_{max}$ and the output weight coefficient in the cost function, which are adaptively tuned. The primary focus of this work is on the system's transient and steady-state responses. During the transient response phase, the main objective is to eliminate output voltage overshoots while maintaining the system's response stability and reducing the initial inductor currents to expedite the transition to a steady-state. For the system's steady-state response, the aim is to minimize fluctuations in the output voltage around the reference value. The adaptive constraint tuning mechanism is detailed in equation (9):

$$\alpha, \beta > 0, \alpha > \varepsilon > 0.6, [\alpha e(k)] < \beta$$

$$\varepsilon(k) = v_{ref} - v_o(k), \alpha = \frac{\epsilon u_{max}}{40}$$  \hspace{1cm} (9a)

$$\begin{align*}
\text{if } \varepsilon(k) > 0 & \rightarrow \hat{u}_{max}(k) = -\alpha e(k) + \beta \\
\text{if } \varepsilon(k) < 0 & \rightarrow \hat{u}_{max}(k) = \alpha e(k) + \beta 
\end{align*}$$

(9b)

The value of $\beta$ is selected to be close to, yet less than, $u_{max} = 0.6$. The value of $\alpha$ is chosen such that $\alpha e(k)$ is close to $\beta$, and their sum is a small value, aimed at reducing the initial peak current of the inductors and minimizing output voltage overshoots. Equation (9a) is used as a reference to select these parameters ($\alpha, \beta$), with their appropriate values determined through repeated experimental tests and analysis of the results. During the transient response, $\hat{u}_{max}(k)$ starts very small at the beginning of the test, and $\alpha e(k)$ is positive. As the output error
decreases over time, the value of $ae(k)$ increases, resulting in a gradual change in the optimizer's output signal. This gradual adjustment aids the constrained optimizer in preventing abrupt changes in output voltage and current during the transient response. If the output voltage exceeds the reference value, the sign of $ae(k)$ becomes negative, assisting the optimizer in more rapidly reducing the controller output ($k$). In the steady-state response, due to time-varying uncertainties in the system parameters and the converter's input voltage, the converter model may vary. By adaptively adjusting the constraint, the output oscillations around the reference value and fluctuations in inductor current and control variable are reduced compared to the basic constrained GPC and robust MPC described in [3].

2) Tuning the Output Voltage Weight in the Cost Function

To improve the performance of the previous algorithm and address the quality of the transient and steady-state response of the output voltage under uncertainties, a mechanism featuring an adaptive weighting coefficient $W_o$ is proposed. This mechanism is incorporated into the cost function of the target controller, aiming to enhance smooth performance by increasing the inductor currents. The equations for this mechanism are detailed below in equation (10).

\[
J = (Re_f - Y)^TH(Re_f - Y) + U_z^2RU_z
\]

\[
H = W_oW_uW_o = [k_wu(k - 1) + c_w]y(k) - V_{o,ref}
\]

The weighting coefficient $W_o$ is a unit square matrix, while $k_w$ and $c_w$ are constant coefficients, with $c_w$ being a small fixed bias. As depicted in (10), the cost function of the target controller comprises two parts: one related to changes in the control signal and the other to the output error. The weighting coefficient of the output error enables control over its influence on minimizing the cost function. Specifically, at the start of the control algorithm's execution, during the system's transient response, the control signal is zero, and the output error is at its maximum. Consequently, the weighting coefficient of the output error $W_o$ is at its minimum value, leading the optimization algorithm to focus on the term related to changes in the control signal, $U_z^2RU_z$, to change gradually, leading to a smooth and overshoot-free transient response in the output voltage of the converter. Additionally, it's essential for the converter's input current, namely the inductor currents, to increase steadily without significant peaks. As the control signal increases and the output error $y(k) - y_{ref}$ decreases, the weighting coefficient related to the output $W_o$ also increases. This enhancement amplifies its impact on the controller's cost function. Consequently, this adjustment reduces output voltage fluctuations during steady-state responses, even with changes in load and input voltage. Unlike the basic GPC in equation (6), the cost function of the proposed controller is not exclusively dependent on the system model. The adaptive and online adjustment of the output weighting coefficient further improves system response, especially in the presence of discontinuities in converter components, particularly during changes in load and input voltage. Therefore, the proposed control structure demonstrates increased robustness. The small bias $c_w$ is a positive value that ensures the optimizer considers the output error in the cost function optimization. The coefficient $k_w$ influences the overall magnitude of the output weighting coefficient. These two constants are determined through repeated tests and analyses of the output voltage results to minimize output voltage error and prevent overshoot in both input current and output voltage. If these coefficients are set too low, the controller's speed may become excessively slow, potentially reducing the control signal to zero. On the other hand, if these coefficients are too high, the system might experience an overshoot in its transient response and steady-state fluctuations. Finding the appropriate values for these constants is crucial for achieving the desired performance of the system.

3) Online Adaptive Model Estimation

The final section of this study concentrates on the adaptive estimation of the model parameters, $G_{d,e}$, which are essential for configuring the target GPC controller. This estimation process is executed in a constrained manner, aiming to enhance the system's robustness against disturbances and uncertainties in parameters. System stability is assured by ensuring that the poles of the estimated model are maintained within the unit circle, as outlined in [21]. This method has notably improved the system's steady-state response, particularly in scenarios involving load changes. The estimated model parameters, denoted as $G_{d,e}$, are defined in accordance with (11).

\[
G_{d,e}(k) = \frac{\hat{y}(k)}{D(k)} = \frac{B_{d,e}(k) = b_o(k)z^{-1} + b_1(k)z^{-2}}{A_{d,e}(k) = 1 + a_1(k)z^{-1} + a_2(k)z^{-2}}
\]

\[
\theta_{d,e}(k) = [a_1(k), a_2(k), b_o(k), b_1(k)]
\]

\[
\begin{cases}
J_{d,e} = (\hat{y}(k) - V_o(k))^2 \rightarrow \text{Argument } \theta_{d,e} \\
P_1, P_2 \rightarrow \text{poles of the } G_{d,e} \\
-0.999 \leq P_1(k), P_2(k) \leq 0.999
\end{cases}
\]

According to Fig. 5 and (12), an online constrained sequential quadratic programming (SQP) estimation algorithm using the fmincon solver in MATLAB has been employed to update the parameters $\theta_{d,e}(k)$ of the model $G_{d,e}(k)$. This estimation is performed during the execution of the proposed GPC algorithm using the output signal of the controller $d$ and the output voltage $V_o$. The algorithm includes constraints on the poles of the estimated model to ensure the stability of the model. The results of this model estimation are presented in the experimental section, as shown in Fig. 11, to validate the performance of the proposed controller. To enhance the convergence of the model parameters in each iteration, the initial value $\theta_{d,e}(k - 1)$ is used in the estimation algorithm for calculating $\theta_{d,e}(k)$. In summary, the proposed GPC controller consists of three main components. The first part involves the adaptive adjustment of the control signal constraint to eliminate overshoot in the converter's transient response and ensure smoothness. The second part focuses on the adaptive adjustment of the output voltage weighting coefficient in the cost function of the controller, which contributes to a smooth transient response of the converter, reduces the peak in its current response, and decreases the system's steady-state error. The third part updates the system model adaptively, particularly to enhance the system's resilience to disturbances and parameter uncertainties.
The integration of these three aspects has significantly improved the performance of the GPC controller, enabling optimal control of the converter using a straightforward control variable to output the voltage transfer function model. Experimental results that demonstrate the effectiveness of the proposed controller are showcased in Fig. 11. It should be noted that, as per equation (4) and as previously mentioned, in this research, the polynomial \((z^{-1})\), which relates to the modelable disturbance, is set to zero. This decision serves two purposes. Firstly, it simplifies the model and reduces the number of parameters involved. Secondly, the implementation of an online adaptive constrained model estimation algorithm equips the proposed controller with the capability to swiftly update the model parameters in response to external disturbances or changes in the system dynamics, thereby enhancing the closed-loop stability. This feature also allows for the evaluation of the proposed Generalized Predictive Control (GPC) controller's effectiveness when unmodeled changes occur in the real system.

V. EXPERIMENTAL RESULTS

Based on the previously introduced FIBC converter and two constrained GPC controllers, an experimental setup has been developed to validate their performance. The nominal values of the system parameters are listed in Table I. It is acknowledged that in real systems, all parameters exhibit uncertainty. Consequently, the effectiveness of the proposed GPC controller is evaluated under these conditions. The setup is depicted in Fig. 7, with the nominal values of its parameters detailed in Table I. To test the controllers' efficacy, the real converter inductors, capacitors, and resistive load exhibit uncertainties in the 10%-20% range, as indicated in Table I. Furthermore, as stated in section II, the open-loop FIBC converter is classified as a non-minimum phase stable system. The experimental setup includes IRFP250 switches, MUR1560 diodes, HCPL3120 MOSFET drivers, and a control interface comprising an STM32F401RE Nucleo board with a W5500 Ethernet module. The control hardware utilized is a Corei7 Laptop with 12Gb of RAM.

![Experimental setup](image)

Fig. 7 Experimental setup

In this section, the parameters of the proposed constrained GPC controller were fine-tuned using the nominal values specified in Table I, alongside (8) and (9). The prediction and control horizons were set at 4. Owing to uncertainties in the experimental setup, particularly concerning the FIBC input DC voltages and load values, the output resistive load \(R_L\) was adjusted from 100 Ω to 80 Ω in the time interval from \(t=0.11\) to \(t=0.24\) seconds. The input DC voltage is depicted in Fig. 8. In the experimental phase, a non-ideal DC voltage source was employed to mimic more realistic operating conditions of the system. The voltage of this DC source fluctuated between approximately 9.5 V and 13 V, introducing a variable degree of uncertainty in the system's input voltage.

![Input DC voltage](image)

Fig. 8 Input DC voltage

This approach more effectively demonstrates the desired performance of the target controller. The experimental results, as illustrated in Figs. 9 and 10 and Table II, reveal that the constrained GPC controller with adaptive constraint tuning, when used as the direct voltage controller for a low output current FIBC, achieves a smoother transient response compared to the basic GPC. It results in smaller inductor peak currents than those observed with the basic GPC. In its steady-state response, the output voltage oscillations are maintained below 1 V for a regulated output voltage of 40 V. Furthermore, the inductors' currents and control signal exhibit smaller oscillations compared to those of the basic GPC, thereby reducing heat losses in the FIBC components, especially in the power MOSFETs. Table III provides a comprehensive comparison between this work and some prior studies. As indicated in [8, 21], GPC controllers exhibit good performance in the presence of model uncertainties and disturbances, owing to their inherent features. Moreover, the implementation of GPC controllers in a constrained manner can ensure the closed-loop stability of the system. This paper proposes two constrained GPC controllers, designed based on online optimization. Although there is no closed-form solution for closed-loop stability, the open-loop system remains stable within certain uncertainty ranges, as depicted in Fig. 4. The introduction of constraints on the control signal and its variations has markedly enhanced the closed-loop stability of the GPC controllers. Additionally, power electronics applications frequently encounter delays, such as switching-cycle delays, which are effectively modeled using nonminimum phase transfer functions. The studies [8, 21], show that the proposed constrained GPC controller responds well to non-minimum phase and delayed models in power electronics applications. The GPC, based on the system's transfer function model, is less complex compared to the steady-state model, leading to a reduced computational load. The proposed GPC
controller exhibits superior performance in managing the rapid dynamics of FIBCs. The control loop completes in just 1000 µs (sampling time). The adaptive control signal \( u(k) \) constraint tuning mechanism has significantly improved the system's transient response.

The convergence of the parameters associated with the output dynamics, as described in (11), is illustrated in Fig. 11. This figure shows that the parameters stabilize at a constant value after a brief period and remain largely unchanged, even with variations in the load. Meanwhile, the estimated parameters related to the input dynamics, also mentioned in (11), tend to converge to a certain range, albeit at a slower pace.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Basic GPC</th>
<th>Proposed GPC</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_o ) Overshoot (%)</td>
<td>10%</td>
<td>2.5%</td>
</tr>
<tr>
<td>( i_L ) Peak Current (A)</td>
<td>12.53</td>
<td>8.7</td>
</tr>
<tr>
<td>The sum of the absolute value of ( i_L )</td>
<td>13855</td>
<td>13142</td>
</tr>
<tr>
<td>( V_o ) Transient response</td>
<td>Aggressive</td>
<td>Smooth</td>
</tr>
<tr>
<td>( i_L ) Transient response</td>
<td>Aggressive</td>
<td>Smooth</td>
</tr>
<tr>
<td>( dk ) response</td>
<td>Aggressive</td>
<td>Smooth</td>
</tr>
<tr>
<td>( V_o ) Reaching Time (ms)</td>
<td>2.5</td>
<td>4</td>
</tr>
<tr>
<td>( V_o ) Steady-state oscillation (V)</td>
<td>±1.5</td>
<td>lower than 1</td>
</tr>
<tr>
<td>Heat loss of each MOSFET (J)</td>
<td>6.0614</td>
<td>5.6303</td>
</tr>
<tr>
<td>Heat loss of each inductor (J)</td>
<td>4.546</td>
<td>4.222</td>
</tr>
<tr>
<td>SSE of output steady-state error</td>
<td>1544</td>
<td>707</td>
</tr>
</tbody>
</table>

\[ \sum (V_{ref} - V_o)^2 \]
Fig. 11 illustrates the variations in certain parameters when the load changes, supporting the earlier discussion about the absence of a closed-form formula for the closed-loop system when implementing the proposed GPC controller. This controller, which relies on numerical constrained optimization, ensures the stability of the closed-loop system by estimating an input-to-output transfer function model. Fig. 12 verifies that the proposed adaptive constrained GPC precisely estimates the system's transfer function model. The placement of the model's poles inside the unit circle was a key constraint for the estimator. Practical tests and calculations of the poles of the estimated model (results shown in Fig. 10) demonstrate that these poles are within the unit circle as per the constraints, confirming that the proposed adaptive constrained GPC upholds the system's closed-loop stability. The proposed GPC's response is marginally slower than the conventional GPC. This is due to the Tuning Control Signal Constraint and the adjustment of the Output Voltage Weight in the Cost Function, which are mechanisms designed to ensure a smooth transient response, thereby preventing large current peaks and excessive output voltage overshoots.

Experimental results, particularly in the low voltage range of 40 V, evaluate the performance of the proposed controller and its applicability in systems like battery charging and solar panels. In addition to the basic GPC, the proposed constrained GPC introduces several significant innovations compared to the basic method and the robust MPC developed in [3]:

1) The proposed GPC controller only requires a discrete input/output transfer function from the nominal model of the system and does not depend on primitive models with uncertainties or additional data for tuning.

2) The transfer function in the proposed GPC has fewer parameters than the state-space model used in [3], reducing computational load and making it suitable for faster systems with lower sampling frequencies.

3) An adaptive constraint and weight tuning mechanism enhances the transient response by minimizing overshoots in inductor currents and the regulated output voltage. This adaptive adjustment of constraints effectively prevents large current peaks, especially in the transient phase.

4) An adaptive model estimation mechanism improves the controller's performance in the face of uncertainties.

5) The proposed GPC's steady-state response exhibits smaller oscillations compared to the basic constrained GPC.

6) As previously mentioned, the response of the proposed GPC is slightly slower than the conventional GPC, but this is balanced by the benefits of smoother transient response and avoidance of significant current peaks and voltage overshoots (as demonstrated in Figs. 9 and 10). To clarify, as previously mentioned, there are constraints on the control variable and its changes in both the basic GPC method and the proposed controller. However, owing to the rapid dynamics of the converter and the results of the constrained optimization process in the basic method, the control signal experiences significant fluctuations. Consequently, the output voltage achieves faster convergence but exhibits overshooting and fluctuations, and the peak of the input current exceeds the recommended level. In contrast, in the proposed method, the upper limit of the control variable changes smoothly, resulting in fewer fluctuations in the control variable. This leads to reduced fluctuations and overshoot in the output voltage and a smaller peak in the input current. However, the convergence speed is slightly slower than in the basic method. In essence, a compromise has been struck between these two aspects. Nevertheless, for future research, it may be worthwhile to explore faster optimization methods to address this issue further. The experimental results for the low voltage range of 40 V validate the effectiveness of the proposed controller in practical applications like battery charging systems and solar panels.

Ultimately, it's important to acknowledge that one of the challenges with predictive control methods, particularly in constrained implementations, is the extensive computational demand. Since electronic power converters operate with rapid dynamics, the sampling time must be short. This necessitates completing control loop calculations within a very brief period. Future research could explore various constrained optimization algorithms to minimize both the time and volume of these calculations as much as possible. Fortunately, technological advancements have led to the development of affordable boards equipped with powerful processors capable of executing these methods. Additionally, in this research, efforts were made to minimize the prediction and control horizons and to employ a simple model in the controller to further this aim.

<table>
<thead>
<tr>
<th>Ref</th>
<th>Control Method</th>
<th>Dynamic Complexity</th>
<th>Voltage Tracking</th>
<th>Robustness</th>
</tr>
</thead>
<tbody>
<tr>
<td>[25]</td>
<td>IMC</td>
<td>High</td>
<td>Good</td>
<td>Good</td>
</tr>
<tr>
<td>[26]</td>
<td>MPC</td>
<td>High</td>
<td>Very Good</td>
<td>Good</td>
</tr>
<tr>
<td>[27]</td>
<td>NMPC</td>
<td>High</td>
<td>Very Good</td>
<td>Good</td>
</tr>
<tr>
<td>[28]</td>
<td>MPC</td>
<td>High</td>
<td>Good</td>
<td>Good</td>
</tr>
<tr>
<td>Proposed GPC</td>
<td>GPC</td>
<td>Medium</td>
<td>Very Good</td>
<td>Very Good</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

This study focuses on improving the efficiency of DC/DC converters, which are vital components in power grid systems, by utilizing more effective control strategies. The transfer functions relating the FIBC converter's duty cycle to the output voltage and the duty cycle to the inductor current, including their uncertainties within specified ranges, have been thoroughly examined. To manage the system model as direct voltage controllers, both basic GPC and constrained GPC with adaptive control variable constraint tuning were implemented. The proposed controller is designed to ensure a smooth increase in the output voltage without any overshoots, while significantly reducing the inductor peak currents compared to the results achieved with the basic GPC. Additionally, the introduction of adaptive online model estimation has enhanced the closed-loop stability and robustness of the controller. In the proposed GPC the experimental results for transient and steady-state responses under 20% real uncertainties and load changes demonstrate that, in comparison with the basic constrained GPC, the input peak current, output voltage oscillations, and overshoot are 3.5 A, 1 V, and 7.5%, respectively less than the basic GPC. To alleviate the computational load, a controller designed for the transfer function model, which employs a smaller prediction and control horizon, has been utilized. The
IEEE Transactions on Industrial Informatics

Effective implementation of this proposed controller represents a promising method for enhancing the performance of DC/DC converters. For future research, it may be worthwhile to explore fast constrained optimization methods to solve the optimization problem in the MPC. Other adaptive MPC methods can be investigated. Also, neural network data-driven models may be an interesting approach for modeling the DC converters. Other implementation configurations of MPC like distributed MPC for the converters with several switches and working modes can be helpful to increase their performance.
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