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Figure 1: Three prototypes for selective camera blocking concepts of smart home cameras. a) Manual blocking: The user slides 
the yellow lens cap on the camera. b) Hybrid blocking: the smart home device lets a lens cover fall in front of the camera after 
usage. The cover needs to be raised manually. c) Automated blocking: An actuated cover slides in front of the lens or retreats. 
The cover is clearly visible. Before removing the cover, the lights in a ring around the lens fash. 

ABSTRACT 
Smart home cameras (SHCs) ofer convenience and security to 
users, but also cause greater privacy concerns than other sensors 
due to constant collection and processing of sensitive data. More-
over, privacy perceptions may difer between primary users and 
other users at home. To address these issues, we developed three 
physical cover prototypes for SHCs: Manual, Hybrid, and Auto-
matic, based on design criteria of observability, understandability, 
and tangibility. With 90 SHC users, we ran an online survey using 
video vignettes of the prototypes. We evaluated how the physical 
covers alleviated privacy concerns by measuring perceived creepi-
ness and trustworthiness. Our results show that the physical covers 
were well received, even though primary SHC users valued always-
on surveillance. We advocate for the integration of physical covers 
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into future SHC designs, emphasizing their potential to establish 
a shared understanding of surveillance status. Additionally, we 
provide design recommendations to support this proposition. 

CCS CONCEPTS 
• Human-centered computing → Empirical studies in ubiq-
uitous and mobile computing; Interactive systems and tools. 
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1 INTRODUCTION 
Smart home cameras (SHCs) are popular across a variety of ev-
eryday use cases and can be purchased as video doorbells, secu-
rity cameras, or integrated into other smart home products such 
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as videoconferencing portals, vacuum robots, and pet treat dis-
pensers. Among the many sensors integrated into smart home 
devices, cameras cause the greatest privacy concerns compared to 
other smart home sensors because SHCs are typically designed to 
constantly record sensitive and raw content without consent, and 
this could become problematic when data is abused for malicious 
purposes by device owners and organizations that can track user 
behaviour [11, 52, 56, 65, 92]. This vulnerability is further exacer-
bated when contemporary popular SHCs products are designed 
as ‘always-on’ devices, with no means to be sure if an SHCs is 
recording or to prevent it from doing so [57, 81]. 

Privacy concerns within smart home contexts are unevenly ex-
perienced by users and non-users of smart home devices, owing to 
the diverse composition of permanent and temporary household 
occupants, including guests. Prior research on the repercussions of 
continuous surveillance of such devices in multifaceted households 
has identifed factors such as varied device requirements, difer-
ent levels of technical profciency, and diferent mental models of 
the functioning of technology, leading to disparate privacy percep-
tions [18, 38, 77, 85, 88]. Understanding the current state of SHCs 
(‘Is it recording right now?’) is essential for all people exposed to 
this type of surveillance. To provide inclusive privacy to people 
even without technical experience, sensor-level regulation has been 
proposed to be more reliable and safe because it is perceptually 
intuitive and not opaque like software solutions [56–58]. At the 
same time, the complete shutdown of the device can be an option 
to alleviate privacy concerns, although it is not preferable to the 
primary and frequent users of these devices [81]. 

In response to better understand sensor-level SHCs regulations 
for inclusive privacy, we developed three prototypes for camera 
covers: Manual, Hybrid, and Automatic (see fg.1). These physical 
covers employ tangible interaction and allow individual users to 
perceive and control the sensing capabilities of an SHCs, regardless 
of background. The concepts were built around three design criteria: 
observability, understandability, and tangibility. In our study, we 
focus on indoor SHCs because these devices record user footage 
that is rich, vivid, and deeply textured content in the most intimate 
physical spaces of the home, such as bedrooms [21]. 

We developed video vignettes of the devices and crowdsourced 
subjective perceptions of creepiness and trust from a sample of 90 
SHCs users, a sample size larger than what is possible with lon-
gitudinal evaluation. Although our quantitative results suggest a 
preference for SHCs without covers, further analysis reveals that 
those who favor uncovered SHCs are less concerned about privacy. 
Qualitative fndings uncover a pattern of primary users downplay-
ing household members’ privacy concerns, normalizing constant 
recording for home security. Simultaneously, participants employ 
workarounds to obstruct camera lenses. Emphasizing the fuid and 
contextual roles of primary and non-users, we highlight situational 
practices, advocating tangible solutions like physical covers. In 
light of these observations, we propose design recommendations 
for future SHC implementations. Our discussions extend the im-
pact of physical covers beyond research by making the physical 
cover accessible for end users, acknowledging study limitations, 
and suggesting future work. 

In the following sections, we provide an overview of the liter-
ature and then detail our rationale for designing physical cover 

prototypes and the corresponding evaluation method. Finally, we 
conclude by including our fndings in the discussion of the applica-
bility of physical covers to future SHCs. 

2 RELATED WORK 
Physical privacy covers with SHCs touches on a wide range of top-
ics. We outline the general privacy research on smart homes, their 
inhabitants, and the arising tensions. To address this, a multitude of 
privacy-enhancing technologies have been proposed, both purely 
digital and physical. Relevant for evaluation is the perception of 
creepiness and trust as metrics on its perception by users. 

2.1 Privacy Tensions and Power Dynamics in 
Smart Homes 

Smart homes accommodate a wide range of permanent and tem-
porary users, as well as bystanders. These people have vastly dif-
ferent needs [18], skill-levels [18, 38, 47, 86, 88] and privacy ex-
pectations [75], which are changing over time [54]. These sec-
ondary users may include spouses [18, 38], children [49, 75], house-
mates [40], visitors [48], domestic workers [40], or tenants [46]. 
Baumer more generally refers to this category as usees, “individ-
uals who neither are clearly users of a system nor are clearly 
non-users” [3]. This group is reported to have incomplete men-
tal models [18, 38, 47, 86, 88] and re-purpose mental models from 
non-smart devices [1]. Furthermore, the existing power dynamics 
in relationships is often reinforced with the introduction of smart 
home devices, including domestic abuse [4] and spying [7]. Another 
factor which reinforces these existing power dynamics lies in the 
design of smart home devices for a male-centric user base with 
stereotypically feminized digital assistants like Alexa or Siri [71]. 
Typically, primary users, who tend to be male, have female part-
ners who are (claimed to be) usees or passive users of smart home 
devices [18, 38]. 

Although various kinds of data from smart home appliances 
are used for domestic surveillance, ranging from smart lights [7] 
to smart home cameras [23], the perceived impact difers greatly. 
Inferred data from non-audio/video devices, such as thermostats 
or smart lights, are underestimated [91], while both the presence 
and acquired data of devices with microphones and cameras are 
considered the most invasive [2, 54, 88]. Cameras generally cover 
larger areas than other sensors and can be described as “spatially 
sensitive and perceptually powerful” [23]. These cameras exist on 
a delicate balance between providing security for homes against 
various threats and creating new vulnerabilities by intruding into 
the most private and intimate spaces. Smart home security cam-
eras serve as poignant examples and symbols of the challenges, 
compromises, and concerns arising from the integration of surveil-
lance devices into the personal and private domains of our homes. 
For SHCs, in particular, their frst use case as a home security 
device is often only the basis for their purchase before they are 
repurposed [21]. Using these cameras for parenting purposes (overt 
surveillance of minors), covert surveillance of domestic workers, 
or for entertainment (watching nature, pets, or family members) is 
common [7, 23]. 
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2.2 Privacy-Enhancing Techniques and Sensor 
Level Regulations 

In co-habitual spaces, the privacy tension between users and usees 
to actively control surveillance devices has shown that non-users 
show common privacy-seeking behaviors and evasion techniques. 
These techniques include requesting deactivation by the owner, dis-
abling the ofending device themselves by unplugging, or blocking 
the input by covering [1, 7, 54, 86] and jamming [8, 26, 35, 79, 84]. 
Although several software-based techniques have been proposed, 
some adversarial such as network trafc analysis [30, 50, 53] and 
some cooperative like blurring by request [12, 55, 63], a major-
ity of the related work presents physical approaches. Even before 
smart home devices became widespread, webcam covering has been 
widely used and investigated as planned behavior [44, 45], describ-
ing the main motivation for using a webcam cover as an internal 
reassurance of security. In practice, after-market camera covers 
for webcams or smartphone cameras are widely available. Camera 
blockers integrated into commercially available products can be 
found on laptops (with sliding covers, swivelling mounts [31] or 
in retractable keycaps [42]) as well as in smart home devices (with 
clip-ons [33] and sliding covers [32]). All of them are manually op-
erated, some of them can be permanently removed (clip-ons), and 
some serve multiple purposes (swivel-mounted laptop webcams 
for angle adjustment). Improving on purely manual blockers, Do 
et al. [14] presented variable-opacity webcam covers supporting 
automatic blocking based on camera state, improving perceived 
trust and utility by highly visible state changes. 

The concepts of visibility and override informed the design of 
other camera probes for smart home environments. The Peekaboo 
Cam [9] makes use of two diferent privacy mechanisms to increase 
acceptability with participating families. The camera is unblocked 
automatically with a grace period and the option to abort, or cam-
era unblocking is requested via an audio prompt. In the wearable 
context, Koelle et al. [36] explored the social acceptability of data 
glasses and found privacy violations due to pervasive recording. 
They suggest changing form factors and using physical blockers 
to signal intention of use1. Status LED became a common privacy 
notice for camera sensors, but lack of uniformity led to trust issues, 
with people resorting to workarounds (e.g., Post-Its on camera lens). 
Koelle et al. [37] further studied privacy notices beyond LED lights 
and discovered that LED indicators can be spoofed, undermining 
security. A physical mechanism, such as blocking the camera lens in 
webcams, can improve trustworthiness [45]. All of these approaches 
have in common that there is some variation of tangible interaction 
involved, placing an object in front, on top, or near the device to be 
manipulated. Ahmad et al. [1] describe this as a “stronger sense of 
empowerment and control” and argue that this tangible interaction 
is expected to perform better for usees. They would also beneft 
from the privacy assurances made by tangible objects [7]. However, 
devices independent of tangible privacy control may appeal only 
to a minority of usees [13]. 

2.3 Creepiness and Trust 
The term creepiness has been widely used in pervasive technolo-
gies that are perceived as threatening privacy [83]. For SHCs in 

1https://www.thingiverse.com/thing:96237 

particular, Pierce et al. illustrate the notion of creepiness as critical 
in addressing privacy research [3, 56, 58]. Cameras are seen as a po-
tential source of sharing, stealing, or misusing digital information, 
posing risks to the privacy and well-being of those to whom the 
data belong. Similarly, in other privacy contexts where tracked data 
is commodifed, creepiness was associated with the feeling of being 
followed [76, 92]. Another perspective of Shklovski et al. [69] found 
that creepiness was related to situations where people became ac-
cidentally aware of data fows from technology that violate their 
privacy and often lead to learned helplessness. In summary, creepy 
user experiences in technology use can arise from frst impressions 
and aesthetics [83], violation of expectations [69], and perceived 
social unacceptability [75]. 

In privacy research within and beyond HCI, trust functions as a 
counterweight to vulnerability and loss of power in the disclosure 
of personal data [78]. According to Moyano et al.[51], trust is “the 
personal, unique and temporal expectation that a trustor places on a 
trustee regarding the outcome of an interaction between them”. In our 
case, the trustor, the SHCs user, requires the trustee (physical cover) 
to perform an action. Trust is fundamental to helping the trustor 
decide which trustee to consider in order to initiate the interaction 
and accept its outcome (avoiding surveillance). In other felds, trust 
is closely related to security in Information Technology [17] and in 
the Internet-of-Things [27]. While manufacturers explicitly empha-
size the convenience aspect of SHCs, the implications for privacy 
are not always clearly communicated. In the era of surveillance 
capitalism [92], devices and appliances transcend being mere com-
modities; they serve as data production tools. Understanding trust 
dynamics becomes essential as users often face trade-ofs between 
perceived conveniences of SHCs and the potentially hidden privacy 
implications in this evolving technological landscape [57, 81]. 

3 PHYSICAL CAMERA COVERS: PROTOTYPE 
DESIGN 

Privacy concerns in smart homes often arise spontaneously, such as 
incidents involving accidental exposure (e.g., being inadvertently 
seen by a camera), or chronically, stemming from the persistent 
surveillance of always-on cameras [54, 56]. To efectively address 
these concerns, any approach to enhancing the privacy of SHCs 
must consider both types of problems. 

Additionally, issues exist with prerequisites for interacting with 
smart home devices. Some users may lack interest in or under-
standing of digital devices, access to a smartphone, awareness of 
vendor-specifc apps, or knowledge of device-specifc credentials. 
In such cases, usees may need to rely on a primary user for assis-
tance. This social issue can be mitigated by implementing default 
behaviors that minimize the need for social negotiations, or by 
facilitating equal access through tangible interaction. An example 
found in many smart voice assistants is the use of physical mute 
buttons. However, as reported by Lau et al. [40], these buttons 
are challenging to comprehend, less trustworthy, and infrequently 
utilized. 

Alternative approaches proposed for SHCs, such as content-
based blurring, may be more challenging for usees to understand 
and verify. Leveraging other modalities, such as ambient lighting 
or audio cues, can enhance usees’ perception of control [57]. Based 
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on the literature and the identifed issues, we derive three main 
criteria for sensor blocking in SHCs that can beneft both users and 
usees in smart homes: 

(1) Observability. Essential for trust and acceptance is the abil-
ity to observe the current recording state of a device, ideally 
from any point within the range of the camera. If the de-
vice is equipped with a camera blocker, one should be able 
to observe the mechanism, confrming its proper operation. 
From afar, the blocker should aid in observing the device’s 
state (blocked or unblocked). This is in line with the privacy 
recommendations of Langheinrich [39] for notifying about 
data collection. A similar concept has been used successfully 
in Peekaboo [9], a camera probe for ethnographic research 
that combines a camera blocker with a speaker and a red 
fag to ensure observability. 

(2) Understandability. While understanding the full capabili-
ties and state of a smart home device may not be possible 
or necessary, the state of its sensors should be understand-
able at a glance. Similarly to how unplugged devices are 
universally understood to be of, this also applies to physical 
covers. A visible physical cover over a lens indicates that the 
device is in a ‘safe’ state, whether it is on, of, or on standby. 
If this physical mechanism is sufciently simple, it can be 
understood by observation, as long as it does not challenge 
existing mental models. A good understandability efect can 
be seen with variable-opacity flms on the smart webcam 
cover [14] and head-mounted eye wear devices [70]. 

(3) Tangibility. A person within the range of the camera sensor 
should be able to interact with the device, asserting control 
to abort or prevent unauthorized recording. Interactions that 
require a smartphone with a device-specifc app, an account, 
and access rights raise the barrier to assert control. On a 
spectrum of interactions to maintain control, direct tangible 
manipulation can be the one with the lowest barrier. This is 
synonymous with other ad-hoc evasion techniques, such as 
covering or unplugging. The tangible interaction provides 
direct feedback, making the act of blocking more observable 
and understandable as well. 

However, there is a limitation when combining tangible inter-
action with understandability and observability, a spatially close 
connection of the device, mechanism, and outcome is required. Al-
though a home may contain many smart home devices, adhering to 
all three concepts makes a cover necessarily specifc for a single de-
vice. Consequently, a person may have to interact individually with 
multiple SHCs in the same space, as any generalizable approach 
to control many devices simultaneously would be inherently more 
abstract and less understandable (see [13]). In conclusion, potential 
SHCs camera covers should be: 1) as simple as possible within rea-
son; 2) making use of physical mechanisms as revealing the ‘gears 
and cogs’ may help to decrease the leap of faith needed by people to 
trust the system; 3) have a visible default state, helping in reducing 
social friction and making it easier to induce preferred behavior. 

3.1 Prototype Development 
We developed three types of lens covers as attachments to a popular 
smart home camera, the Amazon Blink Mini2. The Blink Mini is a 
common type of SHCs: an indoor security camera that can easily 
be repurposed for many tasks. It has no hardware buttons and can 
solely be controlled by a paired app on a smartphone. The only 
information directly provided is the recording activity indicated 
by a blue light on the front. Building physical prototypes for an 
existing SHCs allows us to rely on participants’ familiarity with the 
base concept, and enables us to gauge the impact of benefts and 
drawbacks more accurately than with a purely conceptual study, 
both internally during the building process and externally with the 
participants through the survey [64]. 

The three prototypes ofer diferent levels of convenience and 
automation around trust and control issues related to the camera 
sensor: 

• The manual cover (see Fig. 2a) is a slider that can be attached 
to the camera. It is bright and easy to recognize across the 
room (see Fig. 3). This type of sensor cover is the most sim-
plistic design and does not enforce a default state. The sensor 
is blocked or unblocked, depending on the last manual inter-
action; the cover does not change state by itself. 

• The hybrid cover (see Fig. 2b) behaves similarly to the man-
ual cover but re-engages without manual intervention after 
recording stops. The cap is held magnetically. Once the cam-
era stops recording, a servo moves the magnet for a moment 
and allows the cap to drop. Before the SHCs can record again, 
the cap must be manually lifted. This is a blocked-by-default 
confguration, requiring manual interaction before usage. 

• The automatic cover (see Fig. 2c) moves the cap itself and 
requires no manual intervention; the sensor is blocked by 
default. Once the camera is about to initiate a recording, a 
countdown is shown around the lens as a ring of lights to 
resemble a clock face. When the countdown ends, a servo 
retracts the cap, uncovering the sensor. If a physical button 
on the device is pressed, the cover will remain closed or 
close again if already opened. Thus, this is an unblocked-by-
default confguration that allows the device to work unob-
structed if no action has been taken. The state of the device 
cover, and thus the recording ability of the device, is always 
visible. 

We designed three fully functional add-ons to investigate trust 
and control issues commonly found in widely used SHCs like the 
Amazon Blink Mini. Similar to previous studies [37, 58], we found 
that people often struggle to trust that the camera is of and may 
forget when the camera is on, leading to privacy concerns. Although 
manual and automatic covers may seem to be clear options that sit 
at the opposite spectrum for ease of use, we also focused on hybrid 
covers to specifcally tackle the problem of people forgetting about 
the presence of a camera. We chose a bright, hi-viz color for the 
blocking lid to create contrast with the camera’s enclosure. The 
automatic and hybrid cover detects camera activity by measuring 
the power consumption of the device, providing a straightforward 
and less invasive solution compared to analyzing network trafc. 

2https://www.amazon.com/Blink-Mini-White-1Cam/dp/B07X6C9RMF 
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(a) Manual Camera Cover 

(b) Hybrid Camera Cover 

(c) Automatic Camera Cover 

Figure 2: The three cover prototypes as add-ons to a Blink Mini smart home camera. The manual cover (a) requires to manually 
move the cap. The hybrid cover (b) lets the cap slide down automatically, but requires the user to manually lift it before next 
usage. The automatic cover (c) makes use of a motorized cap that opens and closes automatically but displays a countdown 
using the LED ring (red: counting down, blue: recording), allowing to abort manually through a button press before opening. 

The source code and CAD fles for the 3D-printed prototypes are 
available at OSF. 

The three prototypes ofer diferent levels of privacy measures 
compared to the unmodifed smart home camera. The automatic 
cover requires minimal efort, as it changes state automatically 
based on camera activity, benefting primary users, while still al-
lowing usees to object to being recorded by pressing the integrated 
abort button during the pre-recording countdown. The hybrid cover 
requires explicit unblocking, preventing detection without prior 
interaction from both groups of users. The manual cover requires 
direct interaction for every state change, the most straightforward 
but least convenient option. These trade-ofs were evaluated in a 
user study, detailed in the following section. 

4 METHOD 
Our objective was to understand how the participants perceive 
SHCs in general and how physical covers afect perceived creepi-
ness and trust. To avoid infated responses about privacy con-
cerns [6, 69], we used video vignettes of smart home camera covers 
without explicitly mentioning privacy issues. Vignettes allowed us 
to systematically present diferent hardware modifcations and have 
been used for studying privacy concerns in various contexts (see, 
e.g., [25, 28, 43]). We created one vignette for each physical shutter 
prototype and an additional one without any physical shutter. Each 
video lasted 30-40 seconds and was flmed in a home environment 
for relatability. We conducted two surveys, a methodology which 
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Figure 3: A physical cover as an extension for a commercial SHCs is designed to be noticeable at arbitrary locations within a 
living space. 

has previously been used to better understand smart home privacy 
perceptions (see e.g., [73, 87]). The two surveys are described below. 

4.1 Survey 1: Identifying participants 
In survey 1, our objective was to identify potential participants 
by verifying ownership of an indoor SHCs. We presented example 
images of indoor SHCs to confrm participants’ self-reported us-
age. Additionally, we collected demographic information (age, self-
identifed gender, coarse geographic location, household size) and 
explored the context of SHCs usage, including acquisition, setup, 
and placement decisions. Privacy perceptions were evaluated using 
the Smart Home Privacy Concern Scale by Guhr et al. [19], focus-
ing on four subscales: (1) secondary use of information (SUoIP), 
(2) perceived surveillance (PS), (3) perceived intrusion (PI), and (4) 
awareness of privacy practices (AoPP), which are relevant to the 
concerns addressed by physical covers. SUoIP evaluates the extent 
to which individuals are concerned about the potential misuse of 
data collected by smart home devices. PS measures users’ feelings 
of being monitored or watched by their smart home devices. PS 
focuses on the extent to which individuals feel that smart home 
technologies intrude on their personal life and space. AoPP mea-
sures the degree of awareness that individuals have regarding the 
privacy practices associated with their smart home devices. The 
privacy concern scale, previously employed in studies on smart 
devices among older adults [59], trust in chatbots in the insurance 
industry [60], or user-centric privacy controls for smart homes [10], 
includes an attention check question, and the order of the ques-
tions was randomized. Open-ended responses about the purpose 
of the SHCs were coded for signifcant themes by two authors. 
Participants who failed the attention check were excluded from 
subsequent analysis. 

4.2 Survey 2: Vignette evaluation 
Participants meeting the criteria in survey 1 progressed to survey 
2, viewing four vignettes in a Latin Square randomized order. Each 

vignette was followed by 20 Likert scale questions, including 8 from 
the Perceived Creepiness of Technology Scale (PCTS, see Appen-
dix B.1) [83] and 12 from the Human Computer Trust Scale (HCTS, 
see Appendix B.2) [20], encompassing all subscales. PCTS, designed 
to measure technology-related “creepiness”, derives from privacy 
studies associating the term with potentially privacy-threatening 
technologies. The three dimensions of PCTS — implied malice, un-
desirability, and unpredictability — capture perceived creepiness 
in our SHCs vignettes in relation with privacy measures that our 
prototypes can ofer. 

HCTS, validated for consistency within design fction scenarios 
simulating intimacy, particularly in smart home contexts [66], fea-
tures fve subscales focusing on technological system ethics and 
morality. HCTS assesses trust and expected consequences in user 
interactions with the technological system. The fnal section com-
prised free-text responses (see Appendix B), prompting participants 
to rank the vignettes, express preferences, and provide insights into 
their understanding. Likert-scale questions were randomized, and 
an attention check ensured response quality. The free text responses 
were subjected to a deductive thematic analysis [5]. There were a to-
tal of 410 free-text responses from 82 participants who volunteered 
to provide their opinions. We used Atlas.ti (https://atlasti.com/) for 
data analysis and proceeded as follows. Initially, the main author 
selected the most informative responses, leading to the formation 
of 39 preliminary codes. We then honed in on specifc codes that 
provided deeper insights into our quantitative fndings. For exam-
ple, the “family dynamics” was one of the codes we considered to be 
valuable. It explored how users of SHCs balanced the convenience 
of continuous surveillance with the potential impacts on house-
hold privacy due to the camera’s shutter options. This examination 
was part of a broader discussion that evolved through four rounds 
of collaborative discussions with all authors, culminating in the 
thematic coding of the data into four distinct themes which are 
presented in the qualitative fndings. The details of the codes can 
be found in Section 7. 

3458

https://atlasti.com
https://Atlas.ti


Manual, Hybrid, and Automatic Privacy Covers for Smart Home Cameras DIS ’24, July 01–05, 2024, IT University of Copenhagen, Denmark 

4.3 Participants and Procedure 
Participants were recruited through Prolifc Academic. To ensure 
sufcient response quality, we restricted participation to crowd-
workers with an acceptance rate of 95% or higher. We conducted 
two iterations with the same participants. We ofered the UK mini-
mum wage of £10.42 per hour at the time of the study as suggested 
by Prolifc, i.e. £1.60 for survey 1 with an expected completion time 
of 9 minutes and £3.50 for survey 2 with an expected completion 
time of 20 minutes (both durations based on our pilot studies). 

To           
based on a power calculation using G*power [16]. Given the ex-
ploratory nature of our investigation, we used small to medium 
efect sizes ( 2  �  = 0.15), an alpha level of 0.05, and a power of 0.8, 
according to established methodological recommendations [24]. 
Based on these parameters, the minimum required sample size is 62 
participants. To be conservative (foreseeing dropouts) and maintain 
reliability, we ended up recruiting 100 participants for survey 1, 
of which 90 were included in the fnal analysis of survey 2 after 
excluding those who failed one or more attention check questions. 
The surveys were distributed to a gender-balanced sample (50% 
men and women). 

minimize type 2 errors, we defne the number of participants

For both surveys, participants received clear instructions em-
phasizing that their involvement was entirely voluntary, and they 
could choose not to participate if they preferred. They were also 
informed that they could withdraw from the surveys at any time 
without any consequences. We assured participants of the conf-
dentiality of their responses, noting that the surveys would not 
contain any personally identifable information. Additionally, for 
any inquiries or concerns, we provided an email address through 
which they could contact us. Although local regulations did not 
mandate a formal ethics review, we adhered strictly to the ethical 
guidelines recommended by our institution. 

5 RESULTS 
The participants had an average age of 37.7 years (SD = 10.2), 
ranging from 19 to 79. The age group breakdown of the partic-
ipants is as follows: youth (18-24 years) = 6, young adults (25-34 
years) = 30, middle-aged adults (35-44 years) = 35, senior adults (45-
54 years) = 12, and elderly (55 years and above) = 7. participants An 
overview of participant demographics is provided in Table 1. Our 
sample spans 21 countries, with South Africa (27), United Kingdom 
(21), and Poland (11) being the three largest subgroups. For survey 
2, ten participants incorrectly answered at least one attention check, 
indicating low efort or potential automation. These participants 
were excluded from analysis, resulting in a total of 90 participants. 
With this sample size, our post hoc power stands at 0.933 for small 
to medium efect sizes ( 2�  = 0.15), considering an alpha level of 0.05 
and a recommended power of 0.8 [24]. 

5.1 Participant Overview 
Among our participants, only fve respondents had no children, 
while the majority (N = 85) had at least one child in their household. 
A substantial subset (N = 23) also lived with older individuals. Most 
participants (N = 53) use SHCs daily, and another signifcant group 
(N = 27) uses their SHCs weekly, while 10 reported rarely using 
their SHCs. Overall, participants use their SHCs primarily for home 

Table 1: Overview of participant demographics (N = 90). 

Attribute N % sample 

Gender 

Women 45 50%
Men 45 50%

Location 

Africa 27 30% 
Europe 58 64% 
North America 5 5% 
South America 1 1% 

# of SHCs 

Exactly 1 49 54%
More than 1 51 46%

Household Size 

Alone 1 1% 
With Partner 17 18% 
With Family (partner and kids) 31 34 % 
With Family (partner, parents and kids) 33 36 % 
Joint Family or more or more 18 19 % 

Educational Level 

High School (discontinued) 1 1.1% 
High School 8 8.8% 
Bachelor’s Degree 49 54.5% 
Master’s Degree 28 31.2% 
PhD or Higher 4 4.4% 

security, as explained by one participant, “Monitoring doorways, 
passages, and the gate for intruders and movement around the yard” 
(P65, Male). This was done to ensure the safety of other household 
members, as expressed by another participant, “I’ve started using it 
[SHCs] because my parents take care of my children, they are now not 
in good shape, and I wanted to make sure that everything is fne” (P77, 
Female). Furthermore, participants repurposed SHCs surveillance 
over time, as indicated by a response, “Multiple uses over the years. 
We bought it as a baby monitor, although it wasn’t designed for that. 
Then we used it for security, looking at the door, and now I installed 
it in my mother’s house because she is old and I want to take a look 
just in case something happens (which could also double as security 
if I point it in the right direction and change some settings)” (P18, 
Female). 

More than half of our sample (N = 49) had used their SHCs for 
over a year, with only nine participants having recently started 
(less than a month). Approximately equal numbers of participants 
(N = 46) used more than one SHCs, while (N = 44) relied on just 
one. Among our participants (N = 23), some felt the need to cover 
the SHCs lens for comfort, and 14 explicitly mentioned intimate 
situations as their primary reason, citing instances like “all the times 
I got out of the shower and ran for a snack naked when I am home 
alone” (P27, Female) and “intimate moments with my partner” (P81, 
Male). 

Regarding SHCs surveillance, our sample explicitly supported 
premeditated surveillance (N = 25) with a specifc goal like home 
security, while nine participants mentioned casual surveillance 
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with an unplanned goal, such as looking at past footage out of 
curiosity. These two types of SHCs surveillance, referred to as 
formal and casual surveillance by Tan et al. [23], encompass a broad 
spectrum of everyday surveillance defned by premeditation, focus, 
and regularity. Most participants (N = 40) mentioned using SHCs 
for both types of surveillance, while ten did not mention using 
SHCs for surveillance, and six preferred not to disclose whether 
they used SHCs for surveillance. The majority of our participants 
(N = 75) placed their SHCs in living areas or common spaces like 
hallways, while a substantial subset (N = 45) placed their SHCs in 
more private spaces such as bedrooms and children’s rooms. 

In our sample, a signifcant proportion of SHCs users (N =67) 
could broadly be classifed as primary users based on the introduc-
tion, self-education, and decision making related to SHCs at home. 
These classifcation criteria align with existing studies on smart 
homes in HCI [18, 23, 38, 88]. Specifcally, the majority of users 
(N =56) dominated the introduction and self-education aspects of 
SHCs use. However, when determining the SHCs’s location, a sub-
stantial number of participants (N = 53) collaborated with other 
household members in the decision-making process. 

Participants expressed moderate privacy concerns related to 
SHCs, with an average score of 37.72 (SD = 8.24) out of a maximum 
of 55. Cumulative scores from four pertinent subscales [secondary 
use of information (SUoIP), perceived surveillance (PS), perceived 
intrusion (PI), and awareness of privacy practices (AoPP)] were 
considered. Figure 4 displays box plots that illustrate the distribu-
tion of normalized percentage scores on these subscales. Each box 
denotes the inter-quartile range (IQR) divided by the median, while 
Tukey-style whiskers extend to a maximum of 1.5 x IQR beyond 
the box. Participants, on average, demonstrated greater awareness 
of privacy practices with the least variability as can be seen in the 
fgure 4. 

5.2 Quantitative Analysis 
We begin by evaluating participants’ perceived creepiness and trust 
scores across the four SHCs vignettes. Following this, we explore 
the correlation between creepiness and trust. Given prior research 
indicating gender-based variations in privacy protection [34] and 
the predominantly male representation among primary users in 
smart home studies [18, 71], we extend our analysis to assess the 
impact of gender on participants’ perceptions of creepiness and 
trust in the context of the four SHCs vignettes. 

5.2.1 Perceived Creepiness. We calculated the perceived creepiness 
scores by following the PCTS protocol [83]. Table 2 summarizes the 
descriptive statistics per vignette. A Kolmogorov-Smirnov normal-
ity test on perceived creepiness scores showed a normal distribution 
for all vignettes except for the vignette with no cover with p = 0.008. 
Therefore, we conducted a Friedman test which showed that the vi-
gnettes are indeed signifcantly diferent, �2 (3) = 35.07, p = <.001, 
�2 = .12. The distribution of the overall creepiness scores for the 
four vignettes can be seen in Figure 5a. Pairwise post-hoc tests 
using Wilcoxon signed rank tests showed that the "no cover" SHCs 
is perceived as signifcantly less creepy than any of the other SHCs. 
Furthermore, the participants found that the hybrid cover SHCs is 
signifcantly more creepy than the manual cover SHCs (see Table 3). 

0%

25%

50%

75%

100%

SUoPI PI AoPP PS
 

 

Figure 4: Box-Plot distribution for (N = 90) across the sub-
scales from Guhr et al. [19]. The abbreviations of subscales 
are as follows: secondary use of information (SUoIP), per-
ceived surveillance (PS), perceived intrusion (PI), and aware-
ness of privacy practices (AoPP) 

. The dots represent the density distribution of participants’ 
average scores. 

While these results may seem counter-intuitive at frst, we discuss 
potential reasons in our analysis of qualitative results below. 

Table 2: Descriptive statistics on perceived creepiness. 

Vignette N Mean Median Std. dev 

No Cover 90 13.07 12 4.41 
Manual Cover 90 15.94 14.5 6.34 
Hybrid Cover 90 18.09 17 6.54 
Automatic Cover 90 16.26 16 6.62 

Table 3: Pairwise post-hoc comparisons of the creepiness 
concerns of evaluated SHCs vignettes. P-values of Wilcoxon 
signed rank tests with Bonferroni corrections. 

Vignettes No Cover Manual 
Cover 

Hybrid 
Cover 

Automatic 
Cover 

No Cover 
Manual Cover 
Hybrid Cover 
Automatic Cover 

-
.007 
<.001 
.009 

-
.022 
1. 

-
.017 -
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5.2.2 Perceived Trust. We calculated trust scores using the HCTS 
protocol [20], with descriptive statistics in Table 4. A Kolmogorov-
Smirnov normality test confrmed a normal distribution (Figure 5b). 
A one-way ANOVA revealed a signifcant diference in mean trust 
scores between at least two vignettes (F(3, 270) = [19], p = <0.001, 
�2 = .09). Post hoc tests (Tukey HSD) indicated that no cover had a 
signifcantly higher trust score than all other vignettes. Addition-
ally, manual cover was more trustworthy than both hybrid cover 
and automatic cover. No signifcant diferences were found between 
hybrid cover and automatic cover (Table 5), but signifcant difer-
ences were observed between no cover and hybrid cover, and no 
cover and automatic cover. 

Table 4: Descriptive Statistics of the trust scores. 

Vignette Mean Std.Dev Min. Max. 

No Cover 46.58 7.44 33 60 
Manual Cover 43.58 8.58 19 60 
Hybrid Cover 41.18 9.37 14 60 
Automatic Cover 39.81 8.48 13 55 

Table 5: The p-values for the pairwise post-hoc comparisons 
of the trust concerns about diferent vignettes using Tukey 
HSD tests with Bonferroni corrections. 

Trust Mean dif. Std. Error p 95% CI 

No Cover-Manual 3.02 1.072 .036 [0.89, 5.15] 
No Cover-Hybrid 5.4 1.131 <.001 [3.15, 7.65] 
No Cover-Automatic 6.77 0.961 <.001 [4.86, 8.68] 
Manual-Hybrid 2.38 0.13 <.001 [2.12, 2.64] 
Manual-Automatic 3.74 0.935 .001 [1.89, 5.60] 
Hybrid-Automatic 1.37 0.965 .961 [-0.55, 3.28] 

5.2.3 Correlating Creepiness and Trust. We added individual vi-
gnette scores of creepiness and trust for each participant. The mean 
values of creepiness and trust across the four vignettes were found 
to be normally distributed using the Kolmogorov-Smirnov normal-
ity test with p = .63 and p = .766 respectively. A Pearson correlation 
test showed that there was a signifcant association between creepi-
ness and trust scores, r(88) = -0.74, p = <.001. Figure 6 shows the 
high negative correlation trend between the two variables, i.e. low 
trust corresponds to high creepiness. 

5.2.4 Ranking the SHCs Vignetes. Participants ranked the four 
SHCs vignettes according to perceptions and ft in their homes, 
visualized through stacked bar plots (see Figure 7). The specifc 
questions that prompted free-text responses can be seen in the 
Appendix B.3. Using PlackettLuce R package [74], we calculated co-
efcient scores for each type of SHCs. Despite a tie for the preferred 
choice between SHCs without cover and automatic cover, as seen 
in the rank 1 choice in the bar plots, nuanced insights emerged. On 
average, participants assigned the lowest weight (0.1910950) to the 
SHCs without a cover, slightly favoring manual covers (0.2294640). 
Hybrid covers (0.2615229) had a higher preference than manual 
covers and without covers, while cameras with automatic covers 

received the highest average preference (0.3179181). The trend of 
privacy concerns for the frst choice of participants revealed lower 
concerns for those selecting no cover (M = 35.94, SD = 7.78), slightly 
higher for manual covers (M = 38.44, SD = 8.10), and similar con-
cerns for hybrid covers (M = 38.67, SD = 9.62). Participants ranking 
cameras with automatic covers reported the highest average pri-
vacy concerns (M = 39.73, SD = 8.35). Cameras without covers were 
the least preferred on average, but users who chose them had the 
lowest reported privacy concerns. Cameras with manual and hy-
brid covers fell in between, and users reported moderate privacy 
concerns. 

5.2.5 Gender. We divided our sample by self-reported gender into 
men (N = 45) and women (N = 45) groups. Analyzing overall privacy 
concerns based on Guhr et al. [19], we found that men (M = 40.57, 
SD = 7.44) had lower privacy concerns than women (M = 41.94, 
SD = 6.82). A two-tailed t-test (t(96) = -0.95, p = .345, 95% CI [-4.23, 
1.49], Cohen’s d = 0.19) indicated a nonsignifcant diference with a 
small efect size. Privacy concerns distribution is shown in Figure 8a. 
Examining mean creepiness and trust scores across genders for all 
vignettes, both groups difered signifcantly in perceived creepiness 
for the manual cover. The Kolmogorov-Smirnov test showed non-
normal distribution for the men’s group (p = 0.043). Men (Mdn = 13) 
perceived lower creepiness than women (Mdn = 17) for manual 
cover. A Mann-Whitney U test (U = 718.5, p = .018, r = 0.25) con-
frmed signifcant diferences. Descriptive statistics for sub-scales 
are in Table 6. The frst sub-scale, implied malice, was not normally 
distributed. A Mann-Whitney U test showed a signifcant diference 
for the sub-scale unpredictability (t(73.26) = -3.43, p = .001, 95% CI 
[-2.53, -0.67]). 

Table 6: Sub-scale Scores and Signifcance Tests for creepiness 
scale for SHCs with manual cover. 

Sub-Scale Men; Women Var. & Sig. 

<0.001; U=814, Implied Malice Mdn=2; 3 p=.11, r=0.18 
Undesirability M(SD)=6.04(2.63); 7.33(3.46) 0.038; 0.05 
Unpredictability M(SD)=5.02(1.64); 6.62(2.67) 0.002; 0.001 

5.3 Qualitative Analysis 
To delve further into our intriguing fndings, we present the four 
themes that resulted from our deductive thematic analysis of 410 
free text responses from survey 2, provided by 82 participants who 
shared insights on vignette ranking motivations, their interpreta-
tion of camera sensor status, preferred physical covers, and align-
ment of vignettes with their privacy values. The specifc questions 
for prompting responses from the participants can be found in the 
Appendix B.3. 

5.3.1 Always-On Alert. Participants emphasized the importance 
of the always-on surveillance feature in SHCs, as one participant 
amusingly pointed out, “I do not understand the logic of having a 
security camera that does not perform its function/can be switched 
of on an ad hoc basis. If one wants security, then being able to turn 
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(a) Perceived creepiness scores. (b) Perceived trust scores. 

Figure 5: Distribution of creepiness and trust scores across the four SHCs vignettes. Vertical dashed lines indicate the mean 
values for each SHCs vignette. 
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Figure 6: Correlation Signifcance Trend between Mean 
Creepiness and Trust Scores across all four Vignettes. 

of the camera negates the usefulness of the camera. What happens 
if one forgets to turn of the cover and there is a security issue? Does 
that come down to user error or manufacturer error? The only camera 
that was truly suitable for purpose was the always-on mini camera” 
(P35, Male). 

Concerns were also raised about physical covers potentially in-
terfering with SHCs surveillance. A participant expressed, “I picked 
the one with no cover because I feel like I might miss important/useful 
footage with the camera covered. I know that with the hybrid or man-
ual versions, I would constantly forget to uncover the camera. The 
automatic one might be okay for me, but I would worry that it would 
miss important flming during the countdown period” (P14, Female). 
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Figure 7: Preferred Choices of Vignettes when asked to 
rank. 

Most participants (N = 71) self-reported being the primary users 
of SHCs, infuencing purchase decisions, installation, and location 
choices. The remaining 19 participants were not directly involved 
in setting up the SHCs or in the purchasing decisions, but they 
self-reported having some input on the placement of the SHCs 
within their homes. Primary users shaped the use of SHCs for 
other household members through normalization of surveillance 
by downplaying the privacy concerns of seniors and children. One 
participant nonchalantly stated, “None of my family or friends has 
ever been concerned about our smart camera. And if they were, I 
would just reassure them that they all carry smartphones around with 
cameras on them all day long, how are the two any diferent?” (P55, 
Male). 

3462



Manual, Hybrid, and Automatic Privacy Covers for Smart Home Cameras DIS ’24, July 01–05, 2024, IT University of Copenhagen, Denmark 

0.00

0.02

0.04

0.06

30 35 40 45 50 55
SHC Privacy Concers

D
en

si
ty

Male
Female

(a) Overall privacy concern scores between the men’s and 
women’s group. 

0.00

0.02

0.04

0.06

0.08

10 20 30
PCTS Manual Scores between Genders

D
en

si
ty

Male
Female
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group for SHCs with manual cover. 

Figure 8: The vertical lines represent the mean values of both 
groups. 

5.3.2 Constant Surveillance is the New Normal. Participants 
highlighted the profound infuence of constant surveillance on their 
interactions with household members, particularly children or pets. 
A participant humorously noted, “I can use my voice over the camera 
to calm my dog, and in turn, I am reassured when I know that he is 
not howling and annoying the neighbors. I also have proof if they ever 
try to report me to the authorities” (P43, Female). 

While remote surveillance was considered crucial, physical cov-
ers were seen to empower privacy without sacrifcing the benefts 
of remote monitoring. A participant expressed, “I would want a 
camera that I can control entirely remotely, so I chose my frst option 
[automatic cover] as the one I can remotely open or close the lens. For 
children, it can still be very comforting because you can speak with 

them to calm them if necessary. It gives them a more safe feeling” (P3, 
Male). 

Participants also shared their coping strategies to protect pri-
vacy, such as turning of their SHCs or rotating the camera lens 
away while at home. One participant revealed, “Currently I put a 
book in front of my camera when I don’t want it to see anything, 
so I’d like one of these cameras with a built-in cover” (P5, Female). 
Another participant emphasized personal responsibility, stating, “If 
you really want to be absolutely certain, if you are that scared for 
privacy, don’t put the camera in a position to invade your privacy in 
ways you don’t want” (P51, Male). The normalization of surveillance 
extended to guests, with one participant asserting, “I don’t consider 
others’ feelings in my home or guests. If someone feels invaded by my 
smart home camera, they can leave or not visit. Life is about choices.” 
(P33, Female). 

5.3.3 Perceptions, Concerns, Preferences and Hesitations for 
Physical Covers. The trust of the participants in an existing SHCs 
vendor over physical cover add-ons refected their perceptions of 
showing awareness to data practises. One participant expressed, 
“The uncovered camera looks the best, but it has the least protection. 
Yet, since it’s from Amazon, a trusted company, I feel safer. The manual 
cover is okay, and it’s guaranteed to be covered when needed. But the 
hybrid and automatic covers could be hacked or overridden.” (P16, 
Male). 

Regarding physical covers, the automatic cover raised suspicion, 
and was perceived as being out of control. A participant mentioned, 
“The automatic cover is 4th place since it could uncover itself without 
me noticing, while I believe it is covered, possibly showing sensitive 
[information] about my life.” (P61, Male). For manual and hybrid 
covers, doubts related to human errors in interacting with SHCs 
covers were evident. A participant commented, “They both [manual 
and hybrid] just look so unsafe because you need human interaction 
for it to fully function.” (P29, Female). Another participant expressed 
a similar concern, “I prefer the no cover, human error comes in the mix 
with the others [manual and hybrid]. Timers, physical buttons and 
also the automatic gives kind of a false pretense of privacy security” 
(P52, Male). 

If users had faced highly creepy situations, then the chances of 
using physical covers are higher; however, they might still weigh 
the trade-of between privacy and security. A participant articulated, 
“It’s a trade-of. You might have to feel a bit creepy for getting security. 
I have mixed feelings. Cameras make me feel censored in some rooms 
but more comfortable in others” (P27, Female). 

5.3.4 Perceived Benefits of using Physical Covers. Physical 
covers were perceived as privacy-empowering, with one participant 
stating, “I prefer using a smart home camera with lens protection. It 
is essential in today’s world where companies often misuse personal 
information” (P49, Male). Participants unfamiliar with physical cov-
ers emphasized the importance of control when they were unaware 
of the ongoing surveillance around them. This sense of control was 
summarized with a participant saying, “I gave the manual cover 
the top rank because it provides me with complete control over my 
privacy. This sense of control is what makes me feel the most safe and 
secure” (P9, Female). 

Physical covers positively afected self-confdence in being aware 
of the recording status of SHCs. A participant mentioned, “I believe 
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their [physical covers] use norms look pretty easy. You don’t have 
to keep track of a lot of things. But maybe that ease of use is what 
generates a bit of confdence: is the camera really of?” (P23, Female). 

The tangible interaction and control were considered desirable, 
as illustrated by one participant’s statement: “I dislike the uncovered 
camera as it may compromise my security, giving me a feeling that it 
might record without my knowledge. I prefer the hybrid one because 
I can manually open it, ensuring it is secure” (P38, Male). Similar 
sentiments were shared about the manual cover, “With manual, 
everything is clear, since you control the process of closing or opening 
the lens, others will not be so easy to control” (P12, Female). Primary 
SHCs users recognized the potential of physical covers for individu-
als less familiar with technology, referred to as usees. A participant 
expressed, “Manual cover is easy to understand for less technical 
people. Adding a physical cover can make uncovered cameras less 
uncomfortable for guests,” (P47, Male). 

6 DISCUSSION 
This section provides design recommendations for physical SHCs 
covers, reevaluating our initial criteria. We dive into the seemingly 
paradoxical behavior on why our moderately privacy concerned 
participants showed higher trust and lower creepiness for SHCs 
without physical covers. Exploring the broader implications of 
physical covers beyond research and academia, we acknowledge 
the limitations of our study and propose future directions. 

6.1 Revisiting the Design Criteria: Lessons 
Learned 

When evaluating manual and automated camera controls, partic-
ipants had reservations about adding physical covers. Two key 
factors driving these reservations were mental load and trust, as 
revealed in our qualitative fndings. Although manual cover ap-
peared to be the simplest concept, it garnered higher trust scores 
compared to hybrid and automatic covers. However, the subjective 
mental load associated with remembering to interact with manual 
cover, coupled with perceived physical efort, was deemed high, 
leading to a reluctance to incorporate it into daily use. Although the 
manual cover appears to positively meet all three design criteria, 
it did not convince the participants about potential long-term use. 
Hybrid and automatic covers were seen to be less trustworthy and 
somewhat creepy, but the participants found them less mentally 
taxing. However, the low trust of the participants in them was di-
rectly afected by their reluctance to surrender control to another 
autonomous entity for the preservation of privacy. 

Although a signifcant portion of primary users (N = 31) pre-
ferred SHCs without covers, it should be noted that most initial 
purchases were also SHCs without covers, as indicated by self-
reported models and responses in free text. We believe that this 
infuenced the reluctance to adopt physical covers after becoming 
accustomed to continuous surveillance over time. These fndings 
may also relate to the observation that primary users who often 
purchase and set up SHCs themselves, are more likely to feel “in 
control” of these devices. As a result, they may be more concerned 
on whether the physical shutters impact the functionality than on 
privacy. With an average household size of three and SHCs often 

placed in shared spaces, the home transcends individual use, evolv-
ing into a space of intimate communal interaction. Despite this, 
primary users frequently minimize privacy concerns from other 
household members, accepting the pervasive nature of constant 
recording by existing SHCs. 

To counteract the normalization of indoor surveillance, we rec-
ommend ofering a choice between all three types of physical covers 
for future SHCs. Acceptance of these covers is infuenced by factors 
such as mental load and trust. Although quantitative results may 
suggest lower preference for hybrid covers in terms of creepiness 
and trust, our recommendation for them values a person’s conf-
dence in knowing the camera’s status (on and of) whether it may 
be through automatic lens blocking and the ability to manually 
unblock the camera based on the subjective perceptions of mental 
load and trust they place in the physical shutters. Our intention of 
also including hybrid covers could prevent users from forgetting 
or not knowing that the camera sensor is on, as identifed in other 
SHCs studies [3, 22, 23]. 

Physical cover prototypes formalize typical privacy preservation 
practices, such as using sticky tapes or placing books, by integrating 
interactive sensor-level regulation, enhancing their visibility and us-
ability. Recognizing that digital data are prone to leakage [29, 56, 69], 
SHCs as a source of raw sensor data pose a security vulnerability 
that must be addressed amid their increasing integration into daily 
life. 

Physical covers for SHCs provide sensor-level regulation, unlike 
many smart cameras and IoT devices that rely solely on software-
based LED lights [61]. We believe that these covers can serve as 
intuitive privacy indicators for various users, ofering situational 
awareness to usees by their distinct appearance from the camera 
case (see Figure 3). Additionally, they act as justifcation mecha-
nisms for usees to gauge the primary user’s intentions. Moreover, 
these covers justify the device’s status without relying on written 
language, color codes, or complex icons, making them accessible 
and user-friendly for privacy actions. These interpretations are also 
supported by fndings from other feld studies related to privacy in 
the smart home [1, 13, 37, 57]. 

Incorporating physical covers as a built-in feature aligns with 
the goal of making privacy protection inherent in the product’s 
design. While providing physical covers post-hoc by separate man-
ufacturers may seem more trustworthy to users uncertain about 
vendors, our fndings indicate that participants generally trusted 
their SHCs vendors, possibly leading them to downplay privacy 
concerns. In addition to recommending future SHCs models in-
clude options for all three types of physical covers, we also suggest 
vendors integrate them as an inherent part of the product. This 
approach can formalize workaround blocking techniques, such as 
using books or tape, as identifed in our qualitative fndings. Our 
participants expressed interest in purchasing future SHCs with 
built-in physical covers, which is consistent with users willing to 
pay an additional 10% to 30% for improved privacy and security in 
smart home devices [15]. We estimate that all three types of covers 
would be fnancially feasible to implement within this price range. 
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6.2 Unpacking the Trade-of: Accounting for 
Fluidity and beyond Rationality 

In our sample, moderately privacy conscious participants traded of 
privacy control from physical covers in favor of constant surveil-
lance for home security and monitoring other household members. 
Our fndings align with pragmatic attitudes observed in other pri-
vacy studies in which users rationalize between convenience and 
privacy risks [18, 38, 67, 69, 89, 90]. 

Furthermore, our fndings highlight an afective dimension where 
participants felt anxious about potential privacy violations due to 
the misuse of the SHCs’ constant audio and video surveillance ca-
pabilities. Although not a new revelation, this afective dimension 
emphasizes the need to look beyond pragmatism to the trade-of 
between privacy and convenience in various contemporary digital 
technologies [68]. We emphasize the importance of this afective 
perception, particularly in how SHCs can disproportionately beneft 
the economics of vendors or manufacturers over users [11, 92]. 

In privacy research, people often express a negative afect with 
the data practices of digital technologies, labeling them as creepy [68]. 
Our fndings align with this sentiment, as creepiness arises when 
individual expectations clash with the capabilities of SHCs [67, 83]. 
Participants who prefer SHCs without covers often leverage fea-
tures like remote monitoring and cloud storage, enhancing home 
security, but potentially compromising privacy for others. Although 
“surveillance as care” may be benefcial in some situations, privacy 
researchers caution that it can reinforce problematic power dy-
namics and obscure less intrusive forms of care [56, 82]. This dis-
crepancy highlights the tension between the stated values and the 
actual actions. 

It is crucial to remember that human actions are not purely 
rational but are infuenced by context and circumstances. In today’s 
data-driven economy [92], the convenience often comes at the 
expense of privacy, turning privacy into an idealized value that is 
challenging to practically achieve. This perception may appear less 
contradictory when diferent privacy preferences are considered, 
such as expecting primary users of SHCs to empathize with the 
perspective of usees. 

Although the majority of our participant sample identifes as 
primary users, aligning with characteristics from previous stud-
ies [18, 38, 82], we observe that the distinction between primary 
users and usees is not strictly discrete. The primary user category is 
fuid and dynamic, echoing the interpretations of Wong et al. [82]. 
A user may be primary in one context and become a usee in another, 
highlighting the fexible nature of these roles. 

Control remains a central theme for participants seeking ways to 
safeguard their privacy, employing methods such as repositioning 
the camera lens or choosing less intrusive locations. When distinc-
tions between primary users and usees are blurred, physical covers 
for SHCs could ofer users a reassuring mechanism to avoid false 
positives (recording without indication) and automatically respond 
to privacy-sensitive situations predictably and reliably. 

6.3 Broader Impact 
Our work extends beyond the academic HCI community by provid-
ing openly available hardware and software designs (see reproduc-
tion note) for physical blockers. These resources can beneft future 

studies or be directly utilized by privacy-conscious individuals. Our 
fndings emphasize the importance, reiterated here, for designers 
of SHCs and related products to integrate tangible control mecha-
nisms into their devices, ofering users and particularly usees the 
option for greater freedom of choice. 

Furthermore, we discovered that primary users often attempt to 
consider the perspective of their household’s usees, although not 
through direct consultation. Our insights reveal that primary users 
are unsure how to reassure usees, often resorting to downplaying 
surveillance as a coping mechanism. To address this, we believe 
making our prototypes open source for tech-savvy primary users 
might encourage them to use these tools alongside their SHCs. 
This might serve as an ad-hoc solution to support reassuring usees 
within their household without the need for repeated explicit dis-
cussions with the primary user. 

6.4 Limitations and Future Work 
Our analysis comes from a crowd-sourcing platform that collected 
self-reported opinions from SHC users, with the majority of the 
sample identifed as primary users based on home purchase, instal-
lation, and usage characteristics [18, 38]. Although our aim was to 
include participants from diverse geographical regions, our current 
sample lacks coverage of Oceania and Asia, the latter partly due to 
limited indoor SHCs use [72]. Both North and South America are 
underrepresented as well. Conversely, 30% of our sample (N = 27) 
is from South Africa, where prioritizing continuous surveillance 
for home security over privacy concerns may be infuenced by 
increased experiences of assaults and home invasions in the re-
gion [62]. Likewise, participants’ privacy perceptions in diferent 
geographical regions might be shaped by local factors that were not 
addressed in our study.To promote inclusive privacy research, we 
suggest incorporating emerging markets for smart home cameras 
from underrepresented regions [41, 80]. 

Considering the varied impact of indoor SHCs on household 
members, especially older adults and children, our fndings mainly 
refect the opinions of primary users (N = 71) living with secondary 
users/usees (N = 19) [3]. As mentioned above, this may have biased 
the responses towards functionality over privacy. Acknowledging 
these limitations of our study, we propose explicitly including the 
opinions of non-primary household members, guests, and other 
usees in future studies. 

While our camera blockers provide visible reassurance that no 
video recording is taking place, they cannot provide the same level 
of privacy protection for audio recordings. Although the blockers 
do cover the camera’s microphone as well, they cannot entirely 
prevent audio from being recorded. For future work, we recommend 
to explicitly look into users’ perceptions about audio recording 
devices vis-a-vis sensor blocking mechanisms as well. 

In our quantitative fndings, we observed that women tend to 
have more privacy concerns than men. This refects the dominance 
of men in the primary user group, infuencing smart home device 
manufacturers towards a male-centric user base [18, 38, 71]. Al-
though our primary focus was not gender specifc, we observed 
signifcant gender diferences in perceived creepiness with respect 
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to manual covers. Although beyond the scope of this paper, we rec-
ommend future studies to explore gender-specifc privacy concerns 
related to SHCs. 

Finally, our study is limited by the fact that participants could 
not interact directly with our prototypes, but rather viewed them as 
video vignettes. Our tangible prototypes in particular may lose some 
of their self-explanatory nature in a video. However, we consider 
this an acceptable limitation, as it is a widely used methodology [25, 
28, 43] which enables us to reach a larger sample size than what is 
usually feasible with laboratory-based studies. 

7 CONCLUSION 
In this study, we examined user perceptions of physical covers for 
regulating privacy in SHCs. We developed three prototypes — man-
ual, hybrid, and automatic — for a popular SHC model and created 
video vignettes demonstrating their privacy-preserving capabili-
ties. Our investigation involved recruiting 90 SHC users to assess 
perceived creepiness and trust associated with these covers. Sur-
prisingly, our quantitative analysis revealed a prevailing preference 
among participants for SHCs without physical covers. This prefer-
ence stemmed from users valuing the convenience of monitoring 
household members and enhancing home security over privacy 
concerns. Notably, individuals favoring uncovered SHCs exhibited 
lower levels of privacy concerns compared to those advocating for 
physical covers. By integrating our quantitative fndings with qual-
itative insights, we advocate for the integration of physical covers 
into future SHC designs, emphasizing considerations of mental 
load and trust. We also suggest - in line with other studies [57, 82] 
- that privacy is highly contextual and that physical covers can 
ofer a common language of justifcation on the status of surveil-
lance. We conclude by discussing the broader impact of the physical 
covers, making the prototypes publicly available, acknowledging 
limitations to our study, and suggesting future directions. 

REPRODUCTION NOTE 
The design fles for the prototypes, survey data, and scripts for 
generating all referenced plots are available publicly: 

https://osf.io/5ckmh/?view_only=4569bbbaa4574f3bad6541ee4c2cc70f. 
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A SURVEY 1: SCREENER FOR GETTING 
TARGET SHC USERS 

A.1 Demographics 
(1) What is the highest degree or level of education you have 

completed? 
(2) What type of home do you currently live in? (e.g., apartment, 

shared living, etc.) 
(3) How many people are living in your household? 
(4) How many children do you have? 
(5) Do you also live with senior citizens? 
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A.2 Context and Smart Home Camera Use 
(1) What other smart home devices do you own in addition to 

smart home cameras? 
(2) What do you use your smart home camera for? 
(3) How long have you been using your smart home camera? 
(4) How often do you use smart home cameras? 
(5) Do you use more than one smart home camera? 
(6) What is/are the model of your smart home camera(s)? 
(7) Where have you located your smart home camera in your 

home? (e.g., living room) 
(8) Do you move your smart home camera within the home? 
(9) In your own words, have you taken any steps to increase 

privacy, security, trust and control of your smart home cam-
eras? 

(10) Have you ever felt the need to cover your smart home camera 
lens to feel more comfortable? 

(11) Can you think of times where you thought you wished you 
had covered the camera lens? 

(12) Please breify describe the situation when you wished you 
had covered the camera lens? 

A.3 Smart Home Camera User type 
(1) How was the smart home camera introduced to your home? 
(2) How did you learn to use the smart home camera? 
(3) How was the smart home camera set up at home? 

A.4 Privacy Perception 
Each statement was rated on a fve-point Likert scale ranging from 
strongly disagree to strongly agree. 

(1) I am concerned that smart home cameras may use my per-
sonal information for other purposes without notifying me 
or obtaining my authorization. 

(2) When I give personal information to use smart home cam-
eras, I am concerned that the cameras may use my informa-
tion for other purposes. 

(3) I am concerned that smart home cameras may share my per-
sonal information with other companies or people without 
my authorization. 

(4) I am concerned that smart home cameras are collecting too 
much information about me. 

(5) I am concerned that smart home cameras may monitor my 
activities on my smartphone. 

(6) I feel that as a result of using smart home cameras, others 
know more about me than I am comfortable with. 

(7) I believe that as a result of using smart home cameras, the 
information about me that I consider private is now more 
readily available to others than I would like. 

(8) I feel that as a result of my using smart home cameras, in-
formation about me is out there that, if used, will invade my 
privacy. 

(9) Companies seeking information online should disclose the 
way the data is collected, processed and used. 

(10) A good consumer privacy policy should have a clear and 
conspicuous disclosure. 

(11) It is very important to me that I am aware and knowledgeable 
about how my personal information will be used. 

B SURVEY 2: PERCEPTIONS OF CREEPINESS 
AND TRUST 

You will be shown 4 diferent videos of smart home cameras and 
then asked to rate statements based on the video watched. 

For each of the four vignettes, the following questions were asked. 
Each statement was rated on a fve-point Likert scale ranging from 
strongly disagree to strongly agree. 

B.1 Perceived Creepiness 
(1) I think that the designer of this smart home camera had 

immoral intentions. 
(2) The design of this smart home camera is unethical. 
(3) Using this smart home camera at home will make other 

people laugh at me. 
(4) I would feel uneasy using this smart home camera at home. 
(5) This smart home camera looks bizzare to me. 
(6) This smart home camera looks as expected. 
(7) I don’t know what the purpose of the smart home camera is. 
(8) This smart home camera has a clear purpose. 

B.2 Perceived Trust 
(1) I believe that there could be negative consequences when 

using this smart home camera. 
(2) I feel I must be cautious when using this smart home camera. 
(3) It is risky to interact with the smart home camera. 
(4) I believe that this smart home camera will act in my best 

interest. 
(5) I believe that this smart home camera will do its best to help 

me if I need help. 
(6) I believe that this smart home camera can understand my 

needs and preferences. 
(7) I think this smart home camera is competent and efective. 
(8) I think that this smart home camera performs its role very 

well. 
(9) I believe this smart home camera has all the functionalities I 

would expect. 
(10) I use this smart home camera, I think I would be able to 

depend on it completely. 
(11) I can always rely on this smart home camera. 
(12) I can trust the information presented to me by this smart 

home camera. 

B.3 Qualitative Responses 
Imagine in the future, smart home devices with cameras could look 
and behave in a certain way that is suitable to your household 
values. 

How would you rank the four choices for smart home cameras? 
Would you like to provide a detailed opinion on the choice you 

made? We will verify your answers manually and ofer you a bonus 
payment (+1 EUR). 

(1) Please motivate why you ranked the smart home cameras 
in that way. 

(2) How likely is that you would buy one of the smart home 
cameras, or change the smart home cameras you have? 
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(3) How do these smart home cameras afect you? E.g. like be- (4) How hard or easy is it to understand these smart home 
ing watched by the smart home camera. Would you have a cameras? E.g. the status of the camera. And why? 
negative or a positive feeling as the end result of using these (5) How do these smart home cameras support or not support 
smart home cameras? the comfort of other household members? (E.g. Children, 

Senior Citizens, Guests) 
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