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Introduction 
The 13th International Conference on Disability, Virtual Reality and Associated Technologies 
(ICDVRAT 2021) provides a forum for international experts, researchers, clinicians and user groups to 
present, review, and discuss how advances in the general areas of Virtual Reality and Interactive 
Technologies can be used to assist people with Disability. 

ICDVRAT is now in its 25th year, with biennial conferences in the series previously held in 
Maidenhead, UK (1996), Skövde, Sweden (1998), Alghero, Sardinia, Italy (2000), Veszprém, Hungary 
(2002), Oxford, UK (2004), Esbjerg, Denmark (2006), Maia & Porto, Portugal (2010), Viña del 
Mar/Valparaíso, Chile (2010), Laval, France (2012), Gothenburg, Sweden (2014), Los Angeles, USA 
(2016), and Nottingham, United Kingdom in 2018. Due to the global COVID-19 pandemic, ICDVRAT 
2020 was delayed to 2021 and was changed to the series’ first ever hybrid event with more than half of 
all attendees watching and presenting their research online. 

After two rounds of peer reviews in 2020 and 2021, the International Programme Committee selected 
37 Full Papers for presentation at the conference, divided into 7 plenary sessions and four broad topic 
categories: Physical and Motor Rehabilitation Studies, Cognitive Assessment and Rehabilitation, 
Synthetic Agents, and VR and Psycho-Medical Applications. 11 of the Full Papers were accepted into a 
special issue of the Virtual Reality journal published by Springer and are included as 2-page short 
abstracts in these proceedings. An additional 14 Short Papers were accepted which are presented during 
the Short Paper session and as posters throughout the conference. The conference is held over three 
days between September 8th and 10th at the Musibéria in Serpa, Portugal, as well as online at 
https://www.crowdcast.io/e/icdvrat2021 

ICDVRAT 2021 is proud to host three invited keynote speakers. Albert “Skip” Rizzo will present 
the opening keynote addressing the history and current state-of-the-art in Virtual Human Technology 
for clinical use. Pierre-Paul Vidal and Tony Brooks will deliver their invited keynote presentations on 
conference days two and three respectively. 

The video recordings of each conference session can be found on the Crowdcast platform, using the 
conference link above. The Conference Proceedings will be submitted to a publisher or citation database 
and made available once this process is completed. 

Acknowledgements 
The Conference Chairs would like to thank the ICDVRAT Programme and Steering Committees 

for their commitment to the review and planning process, all authors who have submitted to the 
conference, the Organization Committee, Conference Sponsors, and the students who commit their time 
to make the conference a success. 

On behalf of ICDVRAT 2021, we welcome all delegates who have travelled to Serpa or are joining 
us online to the Conference and sincerely hope that delegates find the conference to be an enjoyable and 
insightful event. 

 
Pedro Gamito, David Brown and Sebastian Koenig 
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Conference Prizes 
The conference awards two prizes: The Best Paper Award and The 
Standen Award for Early Career Researchers. 

The International Society for Virtual Rehabilitation (www.isvr.org) is 
the 2021 sponsor for The Best Full Paper Award. 

Katana Simulations Pty Ltd is the 2021 sponsor for The Standen Award. 

Early Career papers are papers where a student, doctoral student or doctoral 
candidate is affirmed to be the primary author     and where the paper is presented 
by that student at the conference. These papers are identified prior to the 
conference on submission of the final paper. 
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Keynote: Prof. Albert “Skip” Rizzo 
 

 
The Evolution of Virtual Humans in Clinical Virtual Reality and Beyond! 

Albert Rizzo 

University of Southern California, California, USA 

 

 

BIO-SKETCH 

Albert “Skip” Rizzo is a clinical psychologist and Director of Medical Virtual Reality at the 
University of Southern California Institute for Creative Technologies. He is also a Research 
Professor with the USC Dept. of Psychiatry and at the USC Davis School of Gerontology. His 
career began as a clinician providing rehabilitative services for persons with traumatic brain 
injuries and stroke. Over the last 25 years, Skip has conducted research on the design, 
development and evaluation of Virtual Reality systems targeting the areas of clinical assessment, 
treatment and rehabilitation across the domains of psychological, cognitive and motor functioning 
in both healthy and clinical populations. This work has focused on PTSD, TBI, Autism, ADHD, 
Alzheimer’s disease, stroke and other clinical conditions. Some of his recent work has involved 
the creation of artificially intelligent virtual human (VH) patients that novice clinicians can use to 
practice skills required for challenging diagnostic interviews and for creating online virtual human 
healthcare guides, and clinical interviewers with automated sensing of facial, gestural, and vocal 
behaviors useful for inferring the state of the user interacting with these virtual human entities. In 
spite of the diversity of these clinical R&D areas, the common thread that drives all of his work 
with digital technologies involves the study of how interactive and immersive Virtual Reality 
simulations can be usefully applied to address human healthcare needs beyond what is possible 
with traditional 20th Century tools and methods. To view some videos of this work, please visit 
this YouTube channel: https://www.youtube.com/user/AlbertSkipRizzo/videos 
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Keynote: Prof. Pierre-Paul Vidal 
 

 
If the style is the man himself, how to quantify it? 

Pierre-Paul Vidal 

Université Paris Descartes, France 

 

 

BIO-SKETCH 

Pierre-Paul Vidal began his studies in Medicine and Human Biology at the University of Medicine 
of Pitié Salpétrière. These studies were completed with a medical thesis in 1978 and a research 
degree in human biology in 1980. After a DEA in Neuroscience in 1981, he started a PhD thesis 
in science in 1982 as a DGRST fellow which was completed in 1986. Pierre Paul Vidal became a 
member of the CNRS Laboratory of Occupational Physiology during his studies as an assistant 
in the Physiology Department where he began his career as a researcher and physician. He joined 
the CNRS in 1980 as a research associate. Pierre-Paul Vidal was appointed research fellow in 1984 
and research director in 1990. He is currently Director of Research of exceptional class Emeritus. 
During his training he did several internships abroad: one year at the Aviation Medical Research 
Unit, (N.A.T.O. Fellowship,) at Mc Gill University, Montreal, 1978; three and a half years of post-
doc, first at the Laboratoire de Neurobiologie de l'Ecole Normale Supérieure (1983) and then at 
the Department of Physiology and Biophysics, at N.Y.U. Medical School, for two and a half years. 
During his professional career he had the privilege, thanks to the CNRS, to create and head three 
research laboratories in integrative neuroscience: the Laboratory of Neurobiology of 
Sensorimotor Networks in 1997, the Center for the Study of Sensorimotricity in 1990 and the " 
Cognition and Action Group " (UMR 8257 MD) first and only UMR MD (Ministry of Defense) 
in 2014. He is co-founder of the Borelli Center in 2020 directed by Pr Nicolas Vayatis. He has 
published 186 articles to date on sensorimotor control. Pierre-Paul Vidal is a full professor at 
Hangzhou Dianzi University, Hangzhou, China and an associate professor at the Fra Gemelli 
Medical University, Università Cattolica del S. Cuore and. He directs the BME Master's program, 
which started at HDU Hangzhou (China) in 2016. He is also President of the expert committee 
for biomedical promotion of the INSB of CNRS, CNRS representative to the Board of the 
Biomedicine Agency, Director of the Platform for the Study of Sensorimotricity of the Saints 
Pères René Descartes University, and Member of the Scientific Council of the IRME. Finally, 
Pierre-Paul Vidal is associate editor of three scientific journals (Frontiers in Neurology, Sensors 
and Experimental Brain Research 
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Keynote: Dr. Anthony Brooks 
 

 
(Working towards) Probably the best (re)habilitation complex in the world 

Anthony Brooks 

Aalborg University, Denmark 

 

 

BIO-SKETCH 

Dr. Anthony Brooks is Associate Professor at Aalborg University, Denmark where he has been 
director/founder of the ‘SensoramaLab” and a founding team-member of the ‘Medialogy 
education’ (Bsc, Msc, PhD) and as section leader, lecturer, coordinator, supervisor, and study 
board member. He is also lecturer, supervisor and coordinator on the ‘Art and Technology 
education’ (BA) and study board member. He has been active working for the European 
Commission as project evaluator, rapporteur, and expert reviewer for approximately fifteen years 
ongoing. His research has been catalyst for numerous externally funded International, European 
and National projects as well as a media art/serious-games industry start-up company, and a family 
of patents resulting from his evolved method and prototypes. Cross-disciplinary emergent models 
have also resulted. Originating from Wales, born into a family with disabled members, at an early 
age he ‘invented’ alternative solutions for adaptive accessibility and creative ‘control’ of stimuli. 
In the 1980s he created bespoke instruments and volumetric invisible sensing systems for 
unencumbered gesture-control of digital media to stimulate meaningful causal interactions that 
could be tailored to individuals, their needs, preferences and desires alongside the outcome goals 
of artists, facilitators, therapists, educators etc. As first artist in residence at the Centre for 
Advanced Visualisation and Interactivity (CAVI) at Aarhus University, Denmark at the end of 
1990s, he originated the ZOOM emergent model (Zone of Optimized Motivation) for in-action 
intervention and on-action analysis and assessment /refinement across fields of healthcare and 
learning. He has approximately 200 publications. He is acknowledged as a third culture thinker 
and “world pioneer in digital media and its use with the disabled community” where creative 
artistic expression acts as catalyst for new opportunities in practise. His artistic work has been 
featured at major events around the world, including two Olympics/Paralympics (Atlanta 1996; 
Sydney 2000), numerous European Cultural capital showcases, and also at more underground 
events such as the Danish NeWave in New York City 1999. His interactive art installations have 
been exhibited at numerous renown Museums of Modern Art. Tony has been plenary keynote 
speaker at approximately fifteen international events and he is Danish representative for 
UNESCO’s International Federation for Information Processing Technical committee on 
“Entertainment Computing”. Under the European Alliance for Innovation (EAI) he has steered 
the International Conference ArtsIT since 2009.
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Objective: Virtual reality (VR) provides an environment in which users may immerse themselves as if 

real, providing multiple opportunities for technologies and gaming solutions to assist rehabilitation. While 

multiple studies are emerging reflecting the increased use of VR in rehabilitation, this review aims to pull 

together reviews of VR to consider the evidence across contexts of rehabilitation practice. Corresponding 

to the challenge themes of the VR4REHAB InteReg project the review focused on: lower and upper limb 

function; pain; memory impairments and treatment adherence.  

Design: Systemised Review of Reviews 

Materials and Methods: The Participant Intervention Comparison Outcome Framework was used to 

identify core search terms of VR and synonyms or related areas of practice (e.g. OR augmented reality) 

AND rehabilitation terms (e.g. Rehab* OR Therap*) AND with topic specific terms (e.g. pain OR 

physical suffering). Databases searched included Cochrane Library and PubMed with a second search 

including CINAHL, AMED, PsychInfo and IEEE Explore. Key words related to aims of study. Two 

interns conducted searches and extracted data from all articles. Findings were categorised based on the 

subdomains of body function, activities and participation from the International Classification of 

Functioning, Disability and Health.   

Results: From a total of 763 hits, 199 reviews were identified. Of the 19 reviews of VR use for the lower 

limb and 52 of the upper limb, the majority focused on the stroke population. While insufficient good 

quality evidence to reach conclusions generally, evidence supports beneficial effects on gait and balance 

in the elderly and fewer for individuals with multiple sclerosis, traumatic brain injury or cerebral palsy.  

Positive effects of internet delivered therapies or video games were found from 33 reviews reducing 

headache, anxiety, pain and stress in both chronic and acute pain.  One review found a small advantage 

for computerized cognitive training for executive function with the remaining 38 suggesting moderate 

effects to promote improvements in procedural learning.  Reviews (n=55) focusing on treatment 

adherence found little effect over and above direct intervention with some support for use in serious 

mental health. 

Conclusion: The reviews included in this systematised review highlight the potential of VR for use in 

rehabilitation across a number of contexts.  Limitations to research methodologies within the reviews, 

differences in protocols and delivery modes and lack of standardization of outcomes preclude 

recommendations for practice. However the increase in studies across broad areas of clinical practice 

indicate exciting prospects for the use of VR technologies in rehabilitation. 
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1. INTRODUCTION

Motor and cognitive rehabilitation of disorders of brain development or acquired injury, disease or disability 

remains one of the great challenges to health professionals, particularly physical and occupational therapists, 

psychologists, and neuropsychologists.  Furthermore pain, particularly low back pain, is a common but difficult to 

treat symptom leading to long-term sick leave and early retirement and as such, a high economic burden to societies 

(Ekman et al., 2005; Gaskin & Richard, 2012).  Taken together there is an urgent need to identify solutions for 

increasing access to and effective implementation of rehabilitation therapies.   

Over the past 20 years, there has been an increase in the use of technologies, particularly virtual reality 

(VR) technologies within rehabilitation practices.  VR has been defined as “an artificial environment that is created 

with software and presented to the user in such a way that the user suspends belief and accepts it as a real 

environment”(https://whatis.techtarget.com/definition/virtual-reality).TheVR industry has developed 

exponentially, particularly in the gaming and entertainment arenas.  Modes of access, applications (Apps) and use 

vary and may influence not only the extent to which an individual may feel engaged within the environment, but 

also impact on the extent to which particular technologies and environments may contribute any therapeutic 

benefit. 

In rehabilitation settings, VR aims to improve motor or cognitive skills to support development and or 

reacquisition of functional skills. VR has been used in various ways in rehabilitation from training of movements 

of the upper or lower limbs, addressing problems in balance or posture, treating phantom and or chronic pain to 

games and environments to promote memory and visual spatial functions.  The ‘patient’ populations who may 

receive VR training are diverse and include for example stroke patients, dementia, lower limb amputees, spinal 

cord injury and acquired brain injury as well as individuals cerebral palsy or people with lower back pain.   

The form and contexts for VR vary in the extent to which the person is ‘immersed’ or ‘suspended’ in the 

environment. Projected images and desk top images differ in methods of 3-D imagery and extent to which 

peripheral vision supports the embeddedness within the environment, with head-mounted displays enabling more 

fully immersive experiences.  VR may involve simulations in which the person has the impression of, for example, 

really flying a plane, or through the use of avatars which act in the environment or within 3-D video games.  

Extensions of VR technologies include augmented reality (AR) which blends real images or tangible (haptic) user 

devices in computer generated images and mixed reality (MR) aims for the merging of real and virtual worlds to 

create new environments. Furthermore, VR systems may be coupled with other technologies such as use of 

treadmills interlinked with VR environments or robotics to control more specific mobilisation of limbs for sensory-

motor rehabilitation. 

As an assistive technology, VR has been introduced for example as a training tool for wheelchair users to 

become accustomed to moving around in different environments using a head-mounted display (HMD) and 

assistive switch such as a joystick (Harrison et al., 2002).  Wheelchair users can navigate a virtual world such as a 

simulated busy street or shopping centre to learn how to avoid obstacles and navigate inaccessible situations in a 

virtual setting before putting these into practice in the real world.  The aim of this technology is to enable people 

with disabilities to lead an independent life wherever possible. 

Use of commercial consoles and games that have undergone expert software development (e.g. 

gamification), are competitive with bespoke developed packages and acceptable in principle to young people with 

disabilities (Glegg et al., 2018); albeit their potential to impact on functional skills has undergone more limited 

examination. Further, commercial systems/games offer potential for therapy to be accessible and affordable, 

delivered within home or community environments, without the costs of bespoke systems or limits to the number 

of games developed for these systems (Deutsch et al., 2008: Reid and Campbell, 2006). However, accessibility to 

commercially produced systems either, physically to set up or manage the consoles (including the Nintendo Wii 

Balance board) or adjustments to visual-perceptual requirements or speed of the games may restrict use (Farr et 

al., 2019); thus  limiting capacity of commercial products for therapeutic use. 
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Considering the breadth of VR developments, it is not hard to imagine the multiple different contexts 

that this emerging technology can be applied to, beyond the gaming and entertainment world, and in particular 

the multiple outcomes of VR used in therapeutic contexts.  In view of the potential scope for applications of VR 

in rehabilitation, there is a need for a consistent language and framework to consider not only the mechanisms 

and processes of VR technologies within rehabilitation, but importantly defining the outcomes that might be 

facilitated.  The International Classification of Functioning (WHO, 2001) is a useful construct that provides a 

common language to consider the characteristics of the individual, influences of environments and how these 

may interact on activity performance and participation.  The ICF framework can thus contribute to the 

categorisation of outcomes to aide interpretation of the effects of various VR technologies and protocols used in 

rehabilitation practice. 

Multiple studies are emerging which reflect the increased use of VR in rehabilitation, yet uptake has 

trailed behind opportunities made available by the exponential development of commercially available apps and 

VR technologies; which may or may not have potential for therapeutic benefit.  This review aims to pull together 

reviews of VR to consider the evidence across contexts of rehabilitation practice. Corresponding to the themes of 

the VR4REHAB InteReg project the review focused on predominant challenges in rehabilitation: lower and 

upper limb function; pain; memory impairments and treatment adherence. Our research question thus 

considered: What evidence is there for benefits of Virtual Reality in Rehabilitation? And, specifically what 

outcomes are positively impacted across our five identified challenges?  

2. METHOD

2.1 Study Design 

In order to combine the strengths of a critical review with a comprehensive search process to provide an exhaustive 

search and best evidence synthesis mapped against the ICF (Grant & Booth, 2009). 

2.2  Search 

Key search terms were agreed by consensus meeting of four authors (NL, DG, CM, DM)  Boolean operators of 

AND or OR were used to include review articles with primary search terms of Virtual Reality (VR) or related 

synonyms (e.g. simulated 3D environment) with five searches across the different themes undertaken in each 

database 1) Lower limb and lower limb functions; 2) Upper limb and upper limb functions; 3) Pain (chronic pain 

or long term pain) 4) Memory and 5)Adherence.  See Table 1 for details of search terms.  

Table 1. PICO framework and Search Terms 

Problem AND Intervention/Interest Comparison 
Outcome 

All (As per theme) Virtual Reality OR 

Augmented Reality OR 

(Interact* AND Technology) 

OR Simulat* OR Immersi* 

Rehab* OR Therap* 

OR Treatment OR 

Training OR 

Exercise 

Outcome OR 

Effect* 

(no search 

terms) 

Subtheme specification 

Lower Limb (Move* AND Legs OR Lower Limb, lower extremit*) AND (Walk OR GAIT OR 

Posture OR Balance) 

Upper limb (Move* OR Function* OR reach OR grasp OR holding OR bimanual) AND (Arm OR 

Hand OR Fingers OR Elbow OR shoulder) 

Pain  Chronic Pain OR Long Term Pain 

Memory Memory OR Executive Function OR Impuls* OR Cognitive Flexibility OR Attention 

Adherence 

and 

Immersion 

(Adherence OR Immersion OR Engage* OR Involv* OR Compliance OR Attend*) 
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Comprehensive searches of electronic databases were initially conducted in  MEDLINE (Ebsco) and the 

Cochrane Library between March and September 2019 retrieving full text articles in the English language.  The 

search was repeated and expanded to include additional databases CINAHL (Ebsco), AMED (Ebsco), PsychINFO 

(ProQuest) and IEEE Explore on June 25 2020.  The primary and secondary collection of literature and review of 

the articles was undertaken by the first author with two interns. The titles, abstracts or full texts of articles were 

screened for inclusion reflecting the following criteria: (1) systematic review as a research design; (2) involved 

intervention studies and 3) published in peer-reviewed journals. Manual search of reference list of articles selected 

for the full text review was conducted for any further articles that met the inclusion criteria.  The second search 

was undertaken by the final author to identify any additional/recent articles meeting all inclusion and exclusion 

criteria. The Preferred Reporting Items for Systematic Reviews and Meta Analyses (PRISMA; (Moher et al., 2009) 

guidelines were followed for data extraction.  Details of search, hits, exclusions are available on request and the 

search process is presented in figure 1. 

Figure 1. PRISMA figure of Search Process 

2.2  Selection of articles for narrative synthesis 

A table was created summarizing the study type of each review, typology of population, age of participants, 

primary and secondary outcomes, measurement techniques and results of each article.  Review articles were 

selected for consideration of treatment effects when the systematic review included empirical studies, with 

randomised controlled trials are well controlled cohort studies and effects on objective and or patient reported 

outcomes clearly reported.  Articles were excluded when these were more narrative reviews (e.g. Chen et al., 

2019 was excluded as these authors presented the merits and limitations of  VR and other technologies for home 

based intervention  rather than reported on effects of VR delivered at home). 
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2.3  Categorisation of Outcomes 

In order to identify the effects of VR technologies within rehabilitation, outcomes of identified studies were coded 

using the ICF to better understand potential effects of VR in rehabilitation. The ICF was usedprovide a common 

language to communicate findings across the diverse inter-disciplinary groups involved in the development and 

implementation of VR technologies in rehabilitation. Outcomes identified in studies ranked as moderate to high 

quality were assigned codes according to the ICF domains of Body Structure and Function, Activities and 

Participation, and Environmental Factors.  Coding criteria used previously were applied to ensure meaningful 

concepts were linked to the most precise ICF category in an objective manner (Cieza et al., 2016). 

3. RESULTS

From a total of 743 hits after duplicates were removed and titles, abstracts screened and a further six papers 

identified, 201 full text articles were identified of which 48 met eligibility criteria for detailed narrative synthesis, 

two of which were IEEE conference proceedings. These are discussed across the five challenges of the 

VR4REHAB project: lower and upper limb function; pain; memory impairments; and, treatment adherence. See 

table 1 for distribution 

Table 1. Review distribution 

Challenge  Hits (%) 

        N=743 

Full text Identified 

N=202 

Narrative Comparison 

N=48 

Lower Limbs 92 (13) 21  (10) 21 (44) 

Upper Limbs 273 (37) 53 (26) 11 (23) 

Pain 64  (9) 33 (16) 10 (21) 

Memory 112 (15) 40 (20) 3  (6) 

Treatment 
Adherence 

202 (27) 55 (27) 3  (6) 

3.1 Evidence across VR rehabilitation challenges 

3.1.1  Lower Limb  Twenty one reviews were identified, one of which also reported on upper limb outcomes. 

Most reviews focused on stroke survivors  (n=11( with others containing patients with multiple sclerosis (n=2), 

Parkinson’s Disease (n=1), Cerebral Palsy (n=2), Traumatic Brain injury (n=1) Spinal Cord injury (n=1), Elderly 

n+10, mixed neurological disorders affecting balance and gait (n-1) and one involving health community dwelling 

adults (n-1). The summary from Cochrane reviews reflects insufficient good quality evidence to reach conclusions 

about the effect of virtual reality.  Across other data bases, VR showed beneficial effect on gait and balance 

functions in elderly, MS patients, individuals with CP and patients with traumatic brain injury and stroke patients. 

Sitting and standing balance was seen to benefit Spinal Cord injuries although outcome measures were less reliable. 

3.1.2  Upper Limb  Eleven reviews were identified, again involving predominately stroke survivors (n=8), 

children with CP (n=2) and Spinal Cord Injury (n=1).  Strong evidence is demonstrated for improvements in body 

function measures with less consistent evidence of transfer to activities of daily living across groups.  Comparisons 

are confounded due to differing impacts on cognitive functioning, chronicity of stroke/age of children as well as 

mixed intensities and durations of therapy protocols and or combination with electromechanical and robot assisted 

arm training.   

3.1.3 Pain  

3.1.3 Pain  Ten reviews addressed different aspects of pain.  Four studies loosely used VR technologies via 

internet/video games or remote interventions when interventions explore more psychological therapies to address 

chronic pain in children (n=1) and adults (n=1), phantom limb pain (n=1) and pain and anxiety pre-post 

anaesthetic procedures in children (n=1),  Positive effects of these approaches were evident for reducing 

headache, anxiety, 
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pain and stress  Mixed effects were seen from six studies that used VR particularly focussing on pain and fear, 

analgesic procedures, burn patients and for use as a distraction (n=3).  The extent of immersion in interactive VR 

appeared to contribute to effects on pain. 

3.1.4 Memory  Three reviews focused on maintaining cognitive function in healthy (n=1), at risk of cognitive 

decline (n-1) and memory rehabilitation across a mix of memory impairments (n-1).  One Cochrane review found 

a small advantage for computerised cognitive training for executive function with moderate effects on 

computerised cognitive training and VR cognitive training in long-term improvement of cognition or procedural 

learning in people with memory impairments. 

3.1.5 Treatment Adherence Three reviews focussed on treatment adherence, reporting on compliance with 

intervention protocols in mental health (n-1), serious mental illness (n-1) and posttraumatic stress disorder (PTSD; 

n-1).  The Cochrane Review concluded that VR had little effect regarding adherence/compliance in people with

serious mental illness.  While positive results were suggested for VR exposure therapy for PTSD, methodological

issues reduced the quality of the evidence with particular problems in randomisation procedures, assessor blinding

and methods for monitoring treatment adherence.

3.2 Impact on Outcomes mapped to ICF 

Outcome measures and those which presented positive effect sizes were related to ICF domains of body 

function. See Table 2. The majority of these focused on body functions rather than activity performance or 

participation outcomes which may translate to daily life outside of clinical/experimental conditions. 

Table 2. Categorisation of outcomes by ICF domains 

Body Functions (b) 

Mental functions (b1) 

  Specific mental functions (b140-b189): 

Higher-level cognitive functions (b164) 

Cognitive flexibility (b1643) 

 Psychomotor functions (b147) 

       Psychomotor control (b1480) 

       Quality of psychomotor functions (gait) (b1481) 

b152     Emotional functions (b152) 

       Emotional functions, other specified (b1528) 

Sensory Functions (b2) 

 Vestibular function of balance (b235) 

       Sensory functions of the inner ear related to determining the balance of the body (b2351) 

 Note Sensation of falling not recorded. B2402 

        Sensitivity to a noxious stimulus (Pain)(b2703) 

Functions of the cardiovascular system (b410-b429) 

Additional functions and sensations of the cardiovascular and respiratory systems (b450-b469) 

Exercise tolerance functions (b455) (fitness see d570) 

Fatiguability (b4552) 

Muscle Power functions 

 Power of muscles of one  (b7301) 

Movement Functions (b7) 

 Power of muscles of one limb (b730) 

 Muscle functions (b750) 

Control Gait pattern functions (d770) 

Muscle Power functions (b730) 

Control of voluntary movements (b760) 
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  Coordination of voluntary movements (b7602) 

Involuntary Movement functions (b765) 

  Tremor (b7651) 

Muscle functions not specific (b789) 

  Range of movement 

Activity and Participation (d) 
Environmental Factors (e) 

Mobility (d450–d460 Walking and moving) 

 Changing basic body position (d410-d429) 

         Changing body position from sitting, standing 

         to moving around. 

Attitudes (e4) 

    Not covered 

Carrying, moving and handling objects (d430-d449) 

General tasks and demands (d210-d299) 

         Handling stress and other psychological 

         demands (d240) 

Services, systems and policies (e5) 

 Not covered 

Looking after oneself (fitness) (b570) 

Services, systems and policies for the production of 

consumer goods (e510) 

Not covered 

General social support services, systems and policies 

(e575) 

  Not covered 

Community, social and civic life (d9) 

Recreation and leisure (d920) 

4. CONCLUSION

This systemised search and reviewed identified a number of systematic reviews across different domains 

of rehabilitation practice. While no specific recommendations can be made in view of the breadth of practice, 

the multiple combinations and variety of methods of VR (ranging from bespoke platforms to use of 

commercial products and video games) the potential for positive effects of VR technologies in 

rehabilitation have been demonstrated.  

Outcomes reflecting significant effect sizes were predominately represented by measures of 
body functions with few looking at the translation to activity performance and participation. The mapping 
of VR research outcomes to ICF classifications helps to bridge research to daily contexts. However, it is not 
clear whether this represents the relative ease of which it is possible to measure body function outcomes such as 
stride length or reach or grasp strength as opposed to walking around a supermarket and reaching for and 
obtaining items to put in a shopping trolley.  More research is needed to consider the translation of experimental 

studies to daily life. 

Importantly, detailed reporting on study protocols is recommended, particularly with respect to dose 

and intensity as well as mechanisms of access with future reviews contrasting more precisely different 

mechanisms of VR and treatment dosage.   Additionally, concerns were evident across some of the studies in 

which methodological limitations compromised interpretation of findings, particularly with respect to: a) 

Recruitment methods and populations were poorly described, b) blinding and use of more objective measures of 

outcomes and c) Intervention location and environment and frequency of contact with a specialist or therapist are 

clearly detailed.   There is a need to bridge the results of rigorous quantitative techniques used in clinical and 

experimental trials to demonstrate viable and meaningful outcomes for the individuals and their families to 

promote adoption of successful interventions into practice.  
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Considering the theoretical potential of VR to modulate health status, relatively few potential outcomes 

across activity performance and participation were addressed in the studies. It is an imperative for future research 

into the potential benefits of VR in rehabilitation, that meaningful patient/client perspectives are considered as 

primary outcomes. This information is vital in order to support translation of experimental trials to clinical practice. 

Acknowledgements: Thanks go to our two interns for undertaking the initial searches and collating of information.  
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ABSTRACT 
Virtual Reality (VR) technology is constantly tested and implemented in various different rehabilitation programs. 
For older adult patients social VR-experiences may reduce the risk of loneliness, but there may be potential 
negative consequences of using competitive rather than collaborative game designs. We conducted a mixed 
methods user study to gather feedback on a collaborative VR tandem bike scenario. All participants indicated that 
they found the social aspect enjoyable, and that it was easier to complete the task with others. Future studies should 
explore location and appearance of the virtual co-actors, as well as implement additional collaborative tasks. 

1. INTRODUCTION
With a growing global geriatric population there is a high demand for new and innovative rehabilitation equipment 
and devices. However, according to previous research, health-related outcomes are frequently determined by 
human behavior rather than the number of technical breakthroughs (Schroeder, 2007). Therefore, it is equally vital 
to explore different user preferences in vastly heterogeneous populations than it is to simply expand on the 
technical innovations that constitute methods of delivering the therapy. Virtual reality (VR)-based rehabilitation 
is a growing field, and more interventions are being implemented in clinical settings e.g. to increase adherence by 
placing the patient in novel, interesting and enjoyable virtual environments (Keshner et al, 2019). Stationary 
bicycles are commonly used as a versatile and safe rehabilitation and exercise technology, that has largely 
remained unaltered. However, many previous studies have attempted to augment repetitive cycling through various 
game-inspired mechanics (Gallagher, 2016; Høeg, 2021). Rehabilitation can be a socially isolating and lonely 
experience for some patients (Bernhardt, 2004), and social consequences may arise when using a technology that 
encapsulates its users within a highly subjective experience. While some studies have incorporated social aspects 
into rehabilitation interventions to increase motivation (Marker and Staiano, 2015; Goršič, 2019; Pereira, 2021), 
the majority have relied on competitiveness rather than collaborative concepts. Competitiveness in games can lead 
to feelings of stress and aggressive behavior. For older adults, who engage in activities where defeating another 
player is endogenous, a failure to succeed may undermine intrinsic motivation and potentially be detrimental to 
their enjoyment, well-being and adherence. The limited evidence for collaborative game principles and potential 
negative consequences of competitiveness, supports further research into the effects of collaboration and social 
presence in VR-based rehabilitation. 

2. METHODS
This project presents a mixed methods usability study to gather user feedback on a collaborative VR scenario that 
encourages co-located players to work together by completing a biking-based scenic ride on a tandem bike in VR. 
Current or discharged clients in an outpatient setting were invited to participate with a co-player (friend, family or 
an unfamiliar person). All participants (n=11, 64% males, 60±11 years) experienced the VR activity on an 
exercise 
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bike with a partner. Side effects (Simulator Sickness Questionnaire – SSQ), system usability (System Usability 
Scale – SUS), motivation (Intrinsic Motivation Inventory - IMI), embodiment (Virtual Embodiment 
Questionnaire) and inter-player interaction (Interpersonal Interaction Questionnaire) was measured and 
participants provided additional feedback in a post-test semi-structured interview. 

3. RESULTS
Results of the study indicate potential and feasibility for the collaborative social biking application with an 
excellent SUS score (85±5) and high intrinsic motivation in all categories: Enjoyment (6.5±0.7), effort/importance 
(6.1±0.7) and relatedness (6.4±0.6). Participants biked on average 10.6 (±2.6) minutes with a mean speed of 14.6 
kmph (±5.3). Side effects (SSQ) were only a minimal acceptable increase (mean change score) in nausea 
(16.5±13.6), oculomotor (5.5±11.3), disorientation (6.3±9.6) and total scores (8.5±8).  

4. DISCUSSION AND CONCLUSION
All participants expressed that they found the social aspect enjoyable, and felt that it was easier to complete the 
task when collaborating with a biking buddy. Moreover, they generally lost track of exercise duration. Real world 
interaction between co-players varied in quantity but was mostly positive. The sense of co-presence was limited 
by physical constrains and poor (avatar) representation. Most participants said they would use the program again, 
but future studies should explore how to improve the location and appearance of the co-actors, as well as implement 
additional collaborative tasks. 
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ABSTRACT 

This paper describes a novel physical therapy solution that consists of integrated wearables, 
augmented reality, and a software platform. Targeted activation of deep core muscles and breathing 
training are prescribed in general physical therapy as well as in low back pain rehabilitation. The 
concept is to provide real-time feedback from wearable devices – surface electromyography sensors 
and respiratory inductance plethysmography belt - to optimize the engagement of the deep core 
muscles during exercise by means of Hololens 2 and Biosignalplux devices. The requirements, 
architecture, design considerations, as well as system evaluation (System Usability Score), are 
described in the paper.  

1. INTRODUCTION
The most recent global estimates show that one in four (27.5%) adults do not meet the recommendations for aerobic 
exercise. Physical inactivity has high incidence in; low back pain 80% of population, 6% of deaths globally, 22% 
of heart disease, 12% diabetes and hypertension (Bull et al., 2020).  
There is a variety of technological solutions developed for rehabilitation purposes, including motion capture (Su, 
Yeh, et al., 2015), video feedback (Don et al., 2019), virtual reality (Alazba et al., 2018).  Recently VR has shown 
efficacy on treatment for low back pain treatment and maintaining higher  physical activity level in general (Stamm 
et al., 2020)(Tack, 2019) (Trujillo et al., 2020)(Mbada et al., 2019).  
There are several downsides for both VR and AR applications. The existing augmented reality (AR) solutions are 
focused on stroke rehabilitation for upper limbs (Hondori et al., 2013), as a tool for distraction during painful 
procedures (Griffin et al., 2020) and posture correction (Williams et al., 2019).  The VR applications are focused 
mainly on cognitive behavioural therapy, activity level in general, these applications are limited in a 3D space 
depth and the capturing area. Kinect and motion capture systems have the dimensional limitations, movements can 
be compensated with different muscle group which can’t be identified using these systems. Due to physiological 
and cognitive disturbances because of the aging process, the elderly population is in a higher risk group for motion 
sickness and psychological overwhelming in the immersive virtual reality environment.(Sagnier et al., 2021)(K.-
Y. Kang, 2015)(Stamm et al., 2020). Therefore, in order to provide patient-specific and objective information from 
the target muscles groups, as well as to decrease possibility of motion sickness, an alternative solution is proposed.

2. METHODS
2.1. Physical therapy approach 

The ARehab system is intended for deep muscle activation using visual feedback. The target user is a person in an 
age group of 16+, applied with the help of a physical therapist. It is beneficial to a healthy user; as well as to those 
with low back pain, sedentary, amputee or other individuals in a need for strengthening deep core muscles and 
improving their quality of movement. The only limitations of the method relate to technical causes – associated to 
the placement of sensors, signal quality (body constitution) and user’s ability to follow audio/visual feedback.  
Targeted activation of deep core muscles and pursed lip breathing training are prescribed in general physical 
therapy as well as in low back pain rehabilitation and prevention programs.(Chang et al., 2015) Deep core 
muscles 
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as part of lumbopelvic-hip complex (LPHC) play a crucial role in efficient movement control (Granacher et al.,  
2013). Due to the complexity of the deep muscle identification and lack of direct feedback in the traditional 
approaches, the proposed solution involves surface electromyography (sEMG) sensors. Feedback from sEMG 
sensors has been proven to increase the motivation, motor and self-control re-training efficiency. (Neblett, 2016). 
For the proposed solution sEMG sensors are placed on the deep core muscles (multifidus and transversus 
abdominis), accordingly the exercise program is focused on the mentioned muscle activation increase and control. 
Equipment. The offered novel system (ARehab) setup consists of sEMG and respiration sensors and Hololens 2 
head mounted display (HMD) (figure 1). The respiratory inductance plethysmography (RIP) belt (Løberg et al., 
2018) is placed between the 10th rib and umbilicus. The sEMG sensors are placed on Transversus Abdominis and 
Multifidus bilaterally according to SENIAM guidelines (http://www.seniam.org/ ) - 1 cm medial to the anterior 
superior iliac spine for Transversus Abdominis muscle and at the level of L5 spinous process (i.e., about 2 - 3 cm 
from the midline) for the Multifidus muscle. Range ±1.5mV, bandwidth 25-500Hz. 
Exercises. The exercise program consists of two exercises to begin in default: pursed lip breathing and Transversus 
Abdominis activation training. These two are followed by exercises targeted to the deep trunk muscle activation – 
Bent Leg Raise, Back Bridge, Side Plank, Chair Lean with Resistance Band. The choice of exercises is based on 
the previously performed study using visual feedback (Lancere & Wilken, 2020). A video demonstration of the 
exercise and countdown are demonstrated in the Hololens 2 headset before and during each exercise. 
Calibration: The user is asked to perform maximal inhale with abdomen and abdominal muscle strength test by 
Kendall to establish the maximal values of the specific user. These values are used to determine maximal 
thresholds for the visual feedback.  
Visual feedback. The visual feedback depends on the data from the respiration and muscle activity sensors in real-
time while performing exercises. Depending on the exercise step, the data from either RIP belt or sEMG sensor 
specific channel alters the diameter of the green circle (figure 1). The circle diameter increases if the numeric 
values increase meaning abdominal expansion or increase in the muscle electric activity. 
How to perform the sequence: After the two calibration steps, the user performs the sequence of exercises. Video 
instruction of the entire exercise is provided before each of exercises. The user is instructed to fill the circle both 
when inhaling and when contracting the deep muscles. When the user is ready to start the exercise, he/she gives 
verbal command “start!” which is then followed by a visual and audial countdown during the inhalation or 
movement. The sequence can be changed or paused by the Physical Therapist in the control panel. 

2.2. System Setup 
The high-level system consists of four main blocks - input/sensors, server, the Web Browser Client, the Hololens 
Client. Development programming languages used are Java, JavaScript and C# in Unity engine. All exercises are 
splitted into steps. 1. Input/sensors. The Plux sensor broadcasts a live data stream over Bluetooth to the Bitalino 
OpenSignals application, then further to a chosen port over Transmission Control Protocol (TCP).  
2. The ARehab server is a standalone Java application driven by the open-source Spring Framework. The server
consists of multiple data transmission layers. Layer 1 establishes TCP connection to OpenSignals, sends
commands, and receives a raw data stream. Layer 2 applies filters for the raw data. Layer 3 transforms the
accumulated data according to the current workout step. Layer 4 accepts incoming TCP connections and broadcasts 
the effort data. Layer 5 broadcasts the data over the Web sockets, so the web browser client can show execution
flow and allow an operator to manipulate it. Layer 6 sends the data to the Logstash storage. 3. The web browser
client is implemented as a JavaScript application packed as a part of the server. It connects to the server web socket
layer and allows manipulating the steps in real-time. 4. Hololens client is implemented it as a standalone Unity
application. The application loads the workout data from the server before the workout start. The client receives
the data broadcast during the workout process. The Unity client draws the real-time charts, playbacks media files.
Workout configuration meta-language is used to describe the patient workout steps. All the steps are loaded to the
workout. When the workout starts the Unity client requests the server for the step sequence and receives the sorted
list with all required fields. Then, in real-time the server notifies Unity the specific step number and patient effort
magnitude, so the Hololens can show an appropriate media file or the visual feedback. ARehab server uses the
dynamic data buffering strategy for the broadcast, so that if Unity can’t read the stream as fast as server sends it,
the server reduces the frequency to gain the perfect pixel-in-pixel results.

Figure 1. Visual feedback related to respiration and muscle activity real-time and sensor placement. 
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The system allows adding several new input and output devices both to obtain the information from the user 
(sensors) and to provide visual/auditory feedback (HMDs) based on the sensor data in real-time during exercising. 
The operator can change the exercise setup remotely thus significantly increasing PT’s capacity and optimising 
the rehabilitation time since the program is individualized according to patient specific data.  

3. STUDY SETTING
The evaluation process was performed during one session which consisted of 3 parts: introduction of the 
technology and the process, performing the exercises and filling the questionnaires. The evaluation procedure was 
confirmed by Latvian Physical Therapy Association ethics committee. The setup was tested by fourteen physical 
therapists from private clinics and from hospital rehabilitation departments.  
First, the Physical Therapists filled questionnaires on their professional experience and most common patient 
diagnosis. After a brief explanation of the procedure, therapists performed the exercise sequence in the HMD to 
fully evaluate the process that their patient would need to undergo. Physical Therapists were asked to perform the 
tests trying to follow only the information they see and hear in the Augmented Reality without any outside help. 
Then the specialists filled the System Usability Scale (SUS) and subjective satisfaction questionnaire. SUS is a 
reliable and valid measure of perceived usability. To obtain more detailed understanding about respondents’ 
opinions and different aspects of such a complex system, focus group approach was used. Specialists were asked 
about their opinion on augmented reality headset applicability, necessity to use wearables, visual feedback in their 
practice, user experience. The data was logged and tracked using a participant code and time date code 
(alphanumeric subject ID and/or YYYYMMDD_TTTT). The data was analysed based on SUS 
methodology.(Brooke, 1996) 
It must be noted that the testing was performed in an early protype stage to be able to perform alterations according 
to the potential target user’s feedback according to their real-life requirements. 

4. RESULTS AND CONCLUSIONS
The average age of Physical Therapists was 30y (23; 56) with working experience 7 years (1; 33). The most 
common treated medical conditions on every day basis were stated Spinal complications (hernia etc.) 71%, Low 
Back Pain 76%, Neurological conditions 48%, Elderly and Sportsmen 47%, Obesity 46%, after Orthopaedic 
surgeries 37%, Cognitive Impairment 35%, Cardiovascular conditions 33%, Pulmonary conditions 30%.  
The SUS percentile rank was 66 which is below the average. When analysing the answers, it was noticed that there 
is a significant amount answers graded as “neutral”. The result is influenced by the comparingly small testing 
population, and the work needs to be expanded. 
Previous use of technologies: Only one of the respondents had had previous experience with virtual technologies 
or wearables and during discussions respondents confirmed they would need some time to adjust for the new 
experience. It was indicated that the adapting time greatly depends on the previous experience with technologies 
and the user’s cognitive state. Focus group discussion/visual feedback: When asked outside from the SUS 
questionnaire, 82% of the testers confirmed that they would use visual feedback in their practice periodically, or 
on everyday basis. 21% said the visual information was hard to process.  
Motivation, self-awareness and time: Only one of the respondents disagreed that the offered solution would save 
the Physical Therapist’s time. 80% agreed that the offered application would increase the patient’s motivation, 
50% thought the patient’s self-awareness would increase. The introduction time for the user varied from 5-
20minutes during the first session to several sessions. 64% confirmed that the rehabilitation program would be 
more patient cantered using the proposed system. 
UX/UI: 80% confirmed that the instructions aligned with the actions demonstrated in the AR, and there were no 
situations when one should try to remember what needs to be done next, it was clear how to use the system from 
the technical point of view. 50% of respondents said they felt comfortable, and they would use the headset for their 
patients. 14% were afraid the headset would fall during the activities. 
Majority of the respondents indicated that there are parameters that require individualization, for example, the 
speed of the audial and visual feedback, the time between instructions. It is important to note that specialists 
confirmed that the proposed system would be applicable to patients with wide range of medical conditions. 
The main conclusions are that there is a high interest and necessity for a complex real-time visual feedback 
providing systems and we have received a confirmation that the proposed system are highly suitable for 
rehabilitation applications. Meanwhile, it is clear the user experience, adjustability of the system and the previous 
experience with technologies play a crucial role in practical applications and is a challenge in the clinical setup. 
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ABSTRACT 
Pervasive games, due to their adaptive nature and casual gameplay, can be especially suitable to 
promote positive behavior and help elderly people. In this paper, we describe and compare two 
studies, in Brazil and Japan, in which we evaluated the effect of introducing social interaction as a 
design element of pervasive game targeting elderly players on their levels of physical activity. 

1. INTRODUCTION
Protecting the health and promoting the quality of life of elderly people become increasingly challenging goals for 
society, as the proportion of senior citizens increases worldwide. In this context, promoting physical activity and 
preventing social isolation are especially relevant interventions that positively affect the quality of life of the 
elderly (Hagan, Manktelow, Taylor, & Mallett, 2014; Vagetti et al., 2014). 

Interventions to promote physical activity have been object of study for many years now (Hallal et al., 2012; 
Romeo et al., 2019) and many studies have also explored strategies to prevent social isolation (Kay, Daykin, Lane, 
Meads, & Studies, 2018), with varied levels of success. In recent years, games, due to their potential of creating 
fun experiences and engaging users, have become object of great interest both commercially and in academia as a 
way to create positive behavior change and connect people. In particular, the emerging genre of pervasive games 
can be very effective for those purposes. 

A pervasive game is an electronic game that blends elements from the real world into the world of the game 
(Montola, 2005), the most remarkable example being the extremely popular Pokémon GO (Niantic, 2016). Any 
element from the real world can be potentially used in the game, including the player’s location, aspects of their 
local environment, physical objects, social relations, and others. Because pervasive games are adaptive, integrating 
different aspects of player’s life, they focus on casual gameplay which allows people of diverse backgrounds and 
levels of experience to play together and interact through the game (Guo, Trætte, Wang, & Zhu, 2010; Marquet, 
Alberico, Adlakha, & Hipp, 2017). 
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Pervasive games can be especially suitable for elderly players, who usually prefer casual gaming experiences 
(Cota, Ishitani, & Vieira, 2015) and tend to have more flexible and dynamic lifestyles. Whether senior players are 
motivated by external factors, such as isolation or boredom, or by internal factors, such as inherent interest in 
games or on the theme of specific games (De Schutter & Malliet, 2014), they can still potentially find appeal in 
pervasive games, since the, due to their approach, these games allow different levels of engagement and different 
styles of playing. 

Previous works have investigated the motivations of elderly people to play games (Carvalho & Ishitani, 2012; 
De Schutter, 2011; McLaughlin, Gandy, Allaire, & Whitlock, 2012) and many different games and gamified 
applications have been developed specifically to promote physical activity among senior players (Bleakley et al., 
2015; Larsen, Schou, Lund, & Langberg, 2013) or to prevent social isolation and loneliness (Hagan et al., 2014), 
however, little focus was given on the effect of specific design elements of pervasive games on older adults. 

In this paper we describe and compare the findings of two studies, one in Brazil and one in Japan, in which we 
evaluated the effect of introducing one design element – social interactions – in a pervasive game targeting elderly 
players. Due to its relevance to the quality of life of elderly people, we chose the promotion of physical activity as 
our target goal, while the social elements in the game also focus on prevention of loneliness and social isolation. 

The remaining of this paper is organized as follows. In Section 2, we describe the methodology and 
experimental settings used in the studies. Section 3 presents a summary of relevant results and statistical analysis 
of the data. Section 4 discusses the findings and their repercussions. Finally, in Section 5, we conclude with our 
final remarks and possible future works. 

2. METHODS
We developed a pervasive mobile game, called Shinpo in Japan (L. H. Santos, Okamoto, Hiragi, et al., 2019) and 
Trilhas in Brazil (L. H. Santos, Okamoto, Funghetto, et al., 2019). The same basic game was adapted to each 
culture, and a variation of it was created introducing social interaction elements. After that, a single single-blind 
quasi-experimental study was conducted in each country comparing two groups – with social interaction, and 
without social interaction. The next sections describe the game and the experimental settings. 

2.1 Game 

In our game, players must collect virtual cards (Figure 1) by visiting real locations within their city that are publicly 
accessible. Each card features an animal and a color, which indicates its level. There are four levels, and the goal 
of the game is to collect the card of highest level for all animals. 

Figure 1. Examples of cards from Shinpo and Trilhas. 

In the main screen of the game (Figure 2, a), players can see a map showing their current location and nearby 
hotspots. Hotspots were defined using Google Maps information about public places of interest, such as 
religious temples, supermarkets, government offices, etc. After visualizing nearby hotspots, players must 
physically walk towards them, and then “check in” to register a visit. If the game is open and the player’s speed 
exceeds a certain threshold, the game warns the player to not walk while looking at the smartphone. 

A player receives a random Level 1 card for every unique hotspot they visit within a day, or for every 
1000 steps they walk. The step count was measured using a background service that operated whenever the 
smartphone was turned on. This software used Google Android’s Sensor API, which is the same as the 
Google Fit, an application previously shown to have accuracy equivalent to or better than that of 
wearable devices (Case, Burwick, Volpp, & Patel, 2015). At any moment, players can trade 5 cards of the same 
animal and level for 1 card of the next level and same animal (Figure 2, b). 

   In the version of the game with social interaction, additional rules were added to stimulate players to interact 
and collaborate to obtain more cards. Players can leave one copy of any of their cards, up to Level 2, on 
each 
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hotspot they visit, once in the morning and once in the afternoon of each day (Figure 2, c). If this happens, that 
hotspot will be highlighted on other players’ devices, with an exclamation mark added to its icon. When a different 
player visits such hotspot, she receives a copy of the card left there and the original owner also gets more random 
cards. Every day, players are randomly assigned to a challenge group, and anytime a person in the group collects 
a card, all other members also receive a card. The members of the group and their contribution to the challenge 
are shown to all other members to promote a sense of union (Figure 2, d). All players can choose a public avatar 
and a nickname and can make a short self-introduction; when players receive cards due to other players’ actions, 
they have a chance to give them a “like” (Figure 2, d). 

Figure 2. Screenshots of Shinpo. 

The feasibility study and follow-up evaluations (L. H. O. Santos et al., 2019; L. H. Santos, Okamoto, Funghetto, 
et al., 2019; L. H. Santos, Okamoto, Hiragi, et al., 2019) suggested that these mechanics allow players to feel more 
engaged in playing the game by working together with other people. We hypothesized that this setup would result 
in a higher positive effect on levels of physical activity. 

2.1 Experimental Settings 

Participants were recruited among community dwelling senior adults living in Kyoto, Japan, and Brasília, Brazil. 
Because this research is contextualized as a preventive health intervention and it is expected that experience with 
games will become increasingly common among older adults in the future, the inclusion criteria adopted the 
broader age range of 50 years or more, aiming for middle-aged and older adults. Additional criteria included 
healthy people with independent ambulation and no cognitive or physical impairment that prevented them from 
understanding the instructions of the game or taking short walks. All participants signed an informed consent term, 
and the research protocol was approved by the respective ethical committees in each country. 

A 4-week protocol was adopted. Participants were randomly assigned to either social interaction (SI) or no 
social interaction (NSI) groups. During the first week, participants did not play the game, but their level of physical 
activity, measured by the average number of steps per week, was registered to serve as baseline. During the 
remaining weeks, participants could freely play the game, while their levels of physical activity and game actions 
were monitored. Participants were blinded to group assignment, whereas researchers were not. 

To evaluate how much participants played the game, the weekly average number of visits to hotspots was also 
observed. Within a single day, this observation represents the number of unique hotspots visited by the player, 
while within a week, it is the sum of the visits in each day of the week (i.e., the same hotspot is not counted twice 
for the same day, but it can be counted twice for a week). Since players were oriented to not keep the game open 
while walking, so play time was not an appropriate measurement of how much a person played. 

At the end of the experiment, participants were asked to answer a survey consisting of the Game Experience 
Questionnaire (GEQ) (Poels, de Kort, & Ijsselsteijn, 2007) and the System Usability Scale (SUS) (Brooke, 1996). 
There was also a free text question where participants could write comments, criticism or suggestions. All 
questionnaires were administered by researchers, who were available to clarify possible doubts about the items. 
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3. RESULTS
Here we present a summary of the results and data analysis. Section 3.1 reports general information about the 
participants, Section 3.2 reports the main outcomes and Section 3.3 reports the results of the game experience and 
usability evaluation. 

3.1 Participants 

In Table 1, we present a summary of demographic information and data about participants’ previous experience 
with games and technology. The first column shows the grouping item, and the following columns present 
information about each city, divided by experimental group (SI and NSI). For game experience data, respondents 
could indicate more than one item and percentages are relative to the number of people who reported any play 
activity. 

Table 1. Participants’ demographic data and previous experience with technology and games. 

Item Brasília Kyoto 
NSI SI NSI SI 

Demographics 
Participants (Females) 
Average age (σ) 

15 (11) 
64.3 (6.0) 

17 (14) 
61.1 (7.4) 

9 (7) 
62.2 (8.4) 

9 (7) 
62.2 (8.4) 

PC usage frequency 
Everyday (%) 
2 or more times/week (%) 
Up to once/week (%) 
Never (%) 

6 (40) 
4 (27) 
4 (27) 

1 (6) 

5 (29) 
4 (24) 
6 (35) 
3 (12) 

4 (45) 
1 (11) 
1 (11) 
3 (33) 

2 (22) 
2 (22) 
3 (34) 
2 (22) 

PC skills 
Check email (%) 
Online browsing (%) 
Use social networks (%) 
Use applications (%) 

14 (93) 
14 (93) 
14 (93) 
7 (47) 

12 (71) 
12(71) 

13 (76) 
4 (24) 

6 (67) 
4 (44) 
3 (33) 
5 (56) 

4 (44) 
5 (56) 
2 (22) 
5 (56) 

Smartphone skills 
Never used (%) 
Check email (%) 
Online browsing (%) 
Use social networks (%) 
Install applications (%) 

1 (7) 
13 (87) 
14 (93) 
13 (87) 
6 (40) 

1 (6) 
13 (76) 
12 (71) 
16 (94) 
8 (47) 

1 (11) 
8 (89) 
6 (67) 
6 (67) 
6 (67) 

0 (0) 
9 (100) 
8 (89) 

9 (100) 
9 (100) 

Game play frequency 
Everyday (%) 
2 or more times/week (%) 
Up to once a week (%) 
Never (%) 

1 (7) 
3 (20) 
1 (12) 
9 (60) 

3 (18) 
0 (0) 

2 (12) 
12 (71) 

3 (22) 
0 (0) 

5 (56) 
1 (11) 

2 (22) 
2 (22) 
2 (22) 
3 (34) 

Play partners 
Alone (%) 
Friends (%) 
Family (adult) (%) 
Family (young) (%) 
Strangers (%) 

4 (67) 
0 (0) 

1 (17) 
1 (17) 
1 (17) 

4 (80) 
1 (20) 
2 (40) 
3 (60) 

0 (0) 

8 (100) 
1 (13) 

0 (0) 
1 (13) 

0 (0) 

6 (100) 
0 (0) 
0 (0) 
0 (0) 
0 (0) 

3.2 Physical activity and game interactions 

In Table 2, we report the results for the main outcome, with cities side by side. The first column indicates the 
average value for the baseline (first week), while the following columns indicate the variation in relation to the 
baseline on each week (weeks 2 to 4). The absolute variation is the difference between the value on the given week 
and the baseline, for each participant. The relative variation is the ratio between the absolute variation and the 
baseline, for each participant. Average values and standard errors after calculation are reported in all cases. 

We analyzed these results considering the change for each week after baseline to be a repeated measure, and 
an analysis of variance (ANOVA) was performed, with group and week as factors. For the results from Brazil, a 
Type-III strategy was used to account for unbalanced data. Considering the absolute change, the analysis of 
the 
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effect of group as factors resulted in p = .01 (𝜂𝜂2 = .19). No relevant relationship was found with week as a factor 
(p = .65). For relative change, taking group as a factor resulted in p = .009 (𝜂𝜂2 = .27), while taking week as a factor 
resulted in p = .54. For the results from Japan, considering the absolute change, the analysis of the effect of group 
as factors resulted in p = .04 (𝜂𝜂2 = .31). No relevant relationship was found with week as a factor (p = .19). For 
relative change, taking group as a factor resulted in p = .02 (𝜂𝜂2 = .30), while taking week as a factor resulted in p 
= .17.  

Table 2. Average number of steps at baseline and variation in subsequent weeks. 

Group Measure Baseline (SE) ∆𝟐𝟐 (SE) ∆𝟑𝟑 (SE) ∆𝟒𝟒 (SE) 
Brasília Kyoto Brasília Kyoto Brasília Kyoto Brasília Kyoto 

NSI 
Absolute 17099.4 

(3906.5) 
46897.2 
(7905.4) 

383.8 
(563.8) 

1583.3 
(3108.3) 

435.9 
(574.5) 

591.5 
(2414.5) 

-106.1
(979.9)

-1041.8
(1992.7)

Relative N/A N/A 1.1% 
(4.3%) 

4.6% 
(7.2%) 

2.2% 
(4.6%) 

2.4% 
(4.7%) 

-2.6%
(8.1%)

0.6% 
(4.4%) 

SI 
Absolute 17981.9 

(2171.1) 
45967.3 
(8260.7) 

3841.9 
(1425.4) 

11520.0 
(3941.5) 

2270.6 
(947.1) 

9576.3 
(2631.5) 

2443.4 
(982.6) 

7648.7 
(3900.9) 

Relative N/A N/A 21.7% 
(5.1%) 

28.0% 
(8.7%) 

16.5% 
(4.4%) 

23.0% 
(5.1%) 

17.9% 
(4.7%) 

13.9% 
(8.0%) 

Data about visits to game locations are shown in Table 3. Each column shows the average number of weekly 
visits to hotspots for each group in weeks 2 to 4. Standard errors are reported for all values. 

Table 3. Average number of visits to hotspots. 

City Group Week 2 (SE) Week 3 (SE)  Week 4 (SE) 

Brasília NSI 8.4 (2.1) 8.9 (1.7) 5.1 (3.0) 
SI 14.2 (1.9) 9.5 (2.0) 12.8 (3.4) 

Kyoto NSI 42.8 (15.8) 89.7 (24.5) 96.2 (35.2) 
SI 169.0 (63.9) 115.0 (40.0) 140.0 (57.6) 

The relationship between the change in the step-count and the number of hotspot visits was evaluated using 
Pearson’s correlation coefficient. For the data from Brazil, the correlation between the absolute change in the 
number of steps and the number of visits was r = .21, with a 95% CI of [-.06, .45]. When relative change was 
considered, the factor was r = .34, with a 95% CI of [.08, 0.56]. For the data from Japan, the correlation between 
the absolute change in the number of steps and the number of visits was r = .58, with a 95% CI of [.32, .77]. When 
relative change was considered, the factor was r = .39, with a 95% CI of [.08, .64]. 

3.3 Game experience 

In Table 4, the scores for the Game Experience Questionnaire and the System Usability Scale are presented. The 
results of the experiments in Brasília and Kyoto are shown side by side for comparison. Scores range from 0 to 4 
and results equal or greater than 2 indicate a strong perception of the item by the user. 

Table 4. Game Experience and Usability questionnaires' comparative results. 

Item Brasília Kyoto 
NSI (SE) SI (SE) NSI (SE) SI (SE) 

GEQ – Core 
Competence 
Sensory and Imaginative Immersion 
Flow 
Tension 
Challenge 
Negative affect 
Positive affect 

N/A 
1.8 (0.4) 

N/A 
1.8 (0.3) 
1.6 (0.4) 
1.3 (0.3) 
1.3 (0.2) 

N/A 
2.8 (0.2) 

N/A 
0.9 (0.3) 
2.0 (0.2) 
1.6 (0.3) 
2.3 (0.3) 

1.6 (0.1) 
1.7 (0.2) 
1.4 (0.2) 
0.5 (0.1) 
1.3 (0.2) 
0.7 (0.2) 
2.6 (0.2) 

2.1 (0.2) 
2.3 (0.1) 
1.6 (0.1) 
11 (0.2) 
1.5 (0.1) 
1.0 (0.1) 
3.0 (0.1) 
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GEQ – Social Presence 
Psych. Involvement – Empathy 
Psych. Involvement – Negative 
Behavioral Involvement 

1.3 (0.5) 
N/A 

1.2 (0.8) 

1.9 (0.4) 
N/A 

1.0 (0.4) 

0.8 (0.1) 
0.5 (0.1) 
0.5 (0.1) 

2.0 (0.2) 
1.0 (0.2) 
1.5 (0.2) 

System Usability Scale 2.0 (0.3) 2.4 (0.2) 2.6 (0.1) 2.8 (0.1) 

The experiment in Brasília was performed first, and for this experiment the questionnaires were used only as 
support for initial analysis of the game, so only a subset of the items of the GEQ was included in this experiment. 
For this reason, it is not possible to draw strong conclusions from this comparison or perform any valid comparative 
statistical analysis. 

4. DISCUSSION
In both experiments, a higher positive effect was observed on the SI group when compared to the NSI group.  In 
the case of Brasília, a statistically significant difference was found only for relative change, not absolute, while a 
small effect was observed, considering 𝜂𝜂2. In the case of Kyoto, however, the difference was significant for both 
cases, and it also yielded greater effects and higher correlation between play activity and measured effect. This 
finding leads to the belief that social interaction mechanics had a positive effect on levels of physical activity. 

The demographic data does not suggest any significant discrepancy between groups in these two cities, 
although elderly people in Brazil seem to use the smartphone more often, while elderly people in Japan reported 
having more experience playing games. One aspect that is relevant for this result is the characteristics of each city. 
While Brasília is a city with many distant locations that are mainly accessed by car and, to a lesser degree, by 
public transportation, in Kyoto it is especially common for citizens to walk between destinations on their daily 
routine. A third possible explanation could be that Japanese people, in general, have higher baseline levels of 
physical activity, when compared to Brazilian people (Aoyagi & Shephard, 2010; Guedes, Hatmann, Martini, 
Borges, & Bernardelli, 2012). 

Another observed discrepancy rested in the number of game interactions in each experiment, with values in 
Japan reaching as much as 10 times those observed in Brazil. This could have happened due to the fact that basic 
searches for religious building (shrines and temples) in Kyoto can easily return dozens of results for any given part 
of the city, while in Brazil the hotspots would be based more on different keywords, such as parks and public 
squares, due to the specific context of each case. It could also be the case that in Japan elderly people felt more 
motivated to visit many places, due to a deeper connection with the topic of shrines and temples for these 
participants than Brazilian participants would feel with the more generic categories used in their case. 

The usability of the system seems adequate all cases, since values equal or greater than 2 were obtained for all 
groups. For the game experience, the items “Sensory and Imaginative Immersion” and “Positive Affect” had 
particularly higher values in the SI groups, which could be explained by the naturally higher level of immersion 
of pervasive games, which also causes an overall better experience for the player. However, since positive 
evaluations were observed only for the SI groups, it seems that the social element is important for this result. It is 
interesting to notice that the results of the experience evaluation were larger for the SI group for all 2 categories, 
in Brazil, and all in Japan, suggesting more social interaction in that group, both positive and negative. For the 
core items of GEQ, the SI group had better results than NSI group for "Positive Affect", "Competence" and 
"Sensory and Imaginative Immersion", but "Challenge", "Negative Affect" and "Tension" were also higher, 
although not over 2, which would be a bad result overall. This would suggest that people in this group had a more 
intense game experience. 

The self-reported evaluation given on the free text comments seems to indicate that players in the SI groups in 
both cities had more fun and felt more engaged in the game, specifically enjoying the card exchange mechanics, 
although they also felt motivated by the chance of being stimulated to exercise more. Participants from both cities 
in all groups complained about the lack of competition, which is a modality of social interaction, leading to the 
belief that the social factor is relevant for some players. 

Despite these differences, the results of both experiments line up to give stronger evidence that social 
interaction is an important motivational factor into promoting physical activity of elderly people using pervasive 
games. 
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4.1  Limitations 

The studies described here had the following limitations. 

The sample size was small, which reduces the possibility of observing stronger (or weaker) effects and 
gathering more insights about the experience of players. The main outcome was measured using a smartphone 
software. The methodology has been evaluated in previous studies, and the authors of those studies concluded that 
it is adequate; however, future interventions might test similar settings with a different device, such as external 
pedometers, and compare the results. In both cases, because the data are not collected in a controlled environment 
but rather in a user-dependent context, participant compliance with carrying the device affects the results. Also, 
step-counts were observed in a continuous state, considering any daily activity of participants. Because the baseline 
week used these same criteria and the analysis considered the observed change, the results are still relevant. 
Nonetheless, further interventions might also separate in-game counts explicitly and analyze if there is any 
difference. Finally, although this research is inserted in the more general field of interventions to improve the 
quality of life of older adults, it focuses specifically on increasing physical activity based on previous results that 
show a strong correlation between these variables. Future interventions could measure these two variables 
explicitly and evaluate their relationship in the context of pervasive games. 

5. CONCLUSION
Although previous studies had already found a strong connection between social interaction and the quality of life 
of the elderly, in this study we found that social interaction is an important design element also on pervasive games 
targeting the elderly. In our findings, we could see an effect of this element on player behavior and on their 
experience while playing, and our game had successfully generated a positive effect on elderly players. We 
observed a significant increase on physical activity, which is another key factor for the quality of life of the elderly. 

Next steps of this research could include a deeper investigation of how social interaction affects the gameplay. 
For instance, other modalities of social interaction, such as competition and a combination of competition and 
collaboration could be explored. Additionally, mechanisms for players to get more personally involved in game 
could be created, such as collaborative creation of narratives inside the game, or ways for player to create 
connections with the places they visit and/or with other players. 
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ABSTRACT 

Balance disorders can lead to severe consequences for older adults. Computerized posturography offers 

an objective assessment of balance, and VR can help to increase its ecological validity. We investigate to what 

extent a posturographic VR bus ride is ecologically valid and suitable to assess balance. Sixteen healthy adult 

participants underwent the VR bus ride. Participants felt a moderate 

level of presence, and the simulation elicited significant postural changes responses, which correlated 

with validated posturography assessments of the participants. The results support the viability of our tool for 

balance assessment in the context of a meaningful activity. 

1. INTRODUCTION

Balance disorders or problems maintaining postural balance can have substantial implications on the performance 

of most daily activities and lead to an increased risk of falls, which often have severe consequences for older 

adults (Salzman, 2010). However, for community-dwelling older adults, most of the research-based 

assessments are abstract single-tasks evaluations that do not feature a representative design of functional 

activities, and there is a need for items that better reflect postural control demands in daily-life situations 

(Pardasaney et al., 2013). There is a lack of ecological validity that can hinder the transferability of results to 

real-world situations for which virtual reality (VR) could provide a solution. To design a digital system that 

could overcome the limitation in the transferability of older adults posturography results to real-world 

situations, we developed the “VR Bus Assessment of Balance.” A dynamic posturography test that 

introduces optical-flow perturbations in a realistic and ecological valid task. This work represents a feasibility 

study, done with healthy adults, where we investigate to what extent this simulation is suitable to assess balance 

by comparing it against a validated posturography tool. First, we measured how much participants felt present 

in the simulated world, thus increasing the ecological validity of the tool. Then, we investigated if this tool 

could produce observable and significant changes in participants’ posture, measured trough centre-of-pressure 

(CoP) position. Lastly, we followed up on the previous question and examined if there were significant 

correlations between the participants’ responses to our VR simulation and their ability to keep balance. 

2. METHODS

The VR Bus Assessment of Balance, a virtual bus ride, was built with the game engine Unity 3D. The backdrop 

of the ride are the virtual streets of Reh@City, a grid plan neighbourhood of a city with over 200 buildings 

(Teresa
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Paulino, Ana Faria and Sergi Bermudez i Badia, 2019). The bus drives a closed circuit with realistic behaviour, 

which lasts approximately 4.5 minutes to complete. The experience takes place inside a CAVE, mediated through 

the KAVE software (Gonçalves and Bermúdez, 2018). During the virtual ride, data are collected from the virtual 

bus itself (position and orientation) and a Wii Balance Board (WBB) (CoP position over the board). 

Participants had their balance and postural control assessed with a validated WBB-based posturography system 

(Llorens et al., 2016). After that, they completed the VR bus ride, acting as a standing bus passenger over the 

WBB, facing the front wall of the CAVE. Lastly, answered the Slater-Usoh-Steed Questionnaire (SUS) (Slater et 

al., 1995), and the Presence Questionnaire (PQ) (Witmer et al., 2005). 

3. RESULTS & DISCUSSION

Participants reported moderate levels of presence, comparable to other VR experiments with the same system. The 

immersive characteristics of the VR system contributed positively to presence, while the lack of interaction had a 

negative effect. Statistical testing revealed significant differences in posturographic measurements between 

different segments of the ride. Segments in which the bus turns, significantly increased maximum CoP excursion 

in the medial-lateral axis and CoP mean speed, relatively to straight segments. It made them adopt an anticipatory 

compensation behaviour when subjected to variations of the visual stimuli. This tells us that the VR bus ride can 

be used to trigger balance control responses successfully. Lastly, participants’ CoP excursions during the static 

posturography assessment correlated negatively with medial-lateral excursions in the VR ride, that presented them 

with visual information contrary to vestibular. This finding suggests that the VR Bus Assessment of Balance is 

sensitive to detect people with a lower visual information weight when integrating it with somatosensory and 

vestibular information for balance and postural control. 

4. CONCLUSIONS

Our study supports the feasibility of our paradigm to assess balance based on a more ecologically valid scenario, 

contextualized by a meaningful activity of daily living. Following this feasibility study, the system will be re-

evaluated to assess its discriminative properties in older adults with an increased risk of falls. 
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ABSTRACT 

The research project involved the design of fully immersive virtual reality (VR) application based 

on mirror therapy (MT). VR, in combination with interactive gaming, affords opportunities to extend 

the visual and proprioceptive feedback employed in MT and facilitate engagement to participate in rehabilitation. 

The research project comprised three stages: data collection through a design thinking workshop with clinicians, 

engineers, and people with stroke (PwS), iterative design and prototyping 

of a VR game based on the design requirements and expert review of designs with clinicians. The 

VR application was developed and designed according to design criteria from the primary research conducted at 

the workshop. The prototype could form the basis for an application that may be used 

by PwS to support their ongoing upper limb rehabilitation. Future directions will include testing how 

VR could facilitate engagement in rehabilitation through qualitative analysis of user testing phase 

with PwS. 

1. INTRODUCTION

Mirror therapy (MT) is a low-cost intervention that uses a simple visual illusion to promote motor recovery 

during stroke. The subject views the reflection of their non-paretic limb performing exercises in a mirror, 

while their paretic limb is blocked from view behind the mirror, to trick their brain into thinking their paretic 

limb is moving symmetrically and synchronously with their non-paretic limb (Deconinck et al., 2015). This 

simple visual illusion capitalises on the brain’s preference for visual feedback over proprioceptive and 

somatosensory feedback about limb position in space. Motor priming techniques activate brain regions involved 

in motor planning and intention to move, to prime the primary cortex, therefore facilitating motor learning and 

reducing impairment by inducing neuroplasticity (Stoykov & Madhavan, 2015).  Meta-analysis of MT has been 

conducted highlighting the efficacy of MT for improving motor function after stroke (Thieme et al., 2018) 

when used as an adjunct coupled with conventional physical therapy when the patient is unable to fully use 

their paretic upper limb. 

Immersive virtual reality (VR) technology provides a solution to enhance the illusion utilised in MT by 

overcoming the spatial and creative limitations of the conventional mirror box. Head Mounted Displays (HMDs) 

afford immersion to be increased beyond the conventional mirror box through the creation of virtual 

environments and virtual representations of the body, which are not physically constrained in the physical world, 

extending the types of exercises and movements that are possible. Meta-analysis on mostly non-immersive 

VR for stroke rehabilitation showed that VR is no more effective than conventional rehabilitation in terms of 

functional outcomes when conducted in isolation (Laver et al., 2017). However, they also showed a statistically 

significant benefit when VR is used as an adjunct to conventional rehabilitation. There was also no subgroup 

analysis conducted on non-
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immersive versus fully immersive VR due to the limited number of fully immersive solutions (Laver et al., 2017, 

p. 25). Therefore, there is debate on whether VR-based mirror therapy provides enough value over conventional

mirror therapy to justify the cost and technical requirements of VR (Darbois et al., 2018).

People with stroke (PwS) are also not engaging in a sufficient dose of therapy to induce significant neuroplastic 

changes. Lang et al. (2009) conducted an observational study of 312 physical and occupational therapy sessions 

for PwS at inpatient and outpatient settings and recorded movement practice and number of repetitions. They found 

the amount of motor practice provided during practice was insufficient to drive neuroplasticity and promote 

optimal recovery of motor function. Adherence to post-stroke rehabilitation at home after discharge from a 

rehabilitation clinic has also shown to be low. The most common reasons for non-adherence were identified as 

doing different exercises to those prescribed and that exercises were painful or boring (Miller et al., 2017). 

However, very few studies report on why PwS would find therapy “boring” or how can we design to avoid such 

boredom. Purpose-built video games could use elements of effective stroke rehabilitation like task-specific training 

required for recovery of function, while also increasing therapy dose through engagement (Lohse et al., 2013). 

Therefore, to design VR experiences to increase engagement, we need to understand the daily life of PwS through 

their rehabilitation journey to help us identify opportunities to facilitate therapy dose and engagement. 

We propose to design and develop a purpose-built fully immersive VR application based on mirror therapy as a 

support tool for upper limb rehabilitation. We aimed to construct themes for the VR game by consulting PwS and 

stroke rehabilitation experts through a design thinking workshop. We developed design criteria from these themes 

and investigated the usability of the game as well as how the design of the game met our design criteria by 

validating the application with clinicians. In this paper, we discuss the data collection phase, the prototyping phase, 

the results of an expert review of designs and final conclusions. 

2. DESIGN THINKING WORKSHOP

Using human-centred design, in collaboration with the Auckland University of Technology Health and 

Rehabilitation Research Institute (AUT HRRI), we conducted a workshop with PwS (n = 4) and experts (n = 5 

clinicians and n = 4 engineers) to identify their needs and interests to engage with games and devices to support 

stroke rehabilitation. The goals of this workshop were to develop a common understanding of first-hand attitudes, 

experiences, and expectations of applications and devices for stroke rehabilitation and to develop design criteria 

and the user journey for a VR system to facilitate stroke rehabilitation at home.  

2.1 Participants 

Thirteen participants were recruited. Four PwS were at the chronic stage (> 6 months post-stroke), 5 clinicians 

were physiotherapists with expertise in stroke rehabilitation and research and 4 engineers with expertise in 

developing devices and games for stroke rehabilitation. Engineers were present as part of a separate research 

project investigating the acceptability of a robotic device for upper limb stroke rehabilitation. We had ethics 

approval from the Human Ethics Committee at Victoria University of Wellington (Ref: 0000027728). 

2.2 Design Thinking Activities 

Participants were split into 3 groups each consisting of at least one PwS, one clinician, one engineer and a designer 

facilitating the activities. User journey maps were used to gain an understanding into how stroke rehabilitation was 

incorporated into everyday life of PwS (Endmann & Keßner, 2016). Empathy maps and card sorts were used to 

gain insight about what mattered most to the target audience (Ferreira et al., 2015). Finally, mood boards were 

used to ascertain the visual qualities and the types of games that appealed to the target audience (Cassidy, 2011). 

The qualitative data was analysed through thematic analysis to construct themes. 

2.3 User Journey 

We asked participants to map out a user journey map in terms of when they did rehabilitative exercise, when they 

had leisure time and finally when they took part in a hobby during a typical day. We asked PwS to use their own 

personal experience and asked clinicians and engineers to utilise modified user personas for a motivated and 

unmotivated PwS (Pyae et al., 2013). User personas provide meaningful archetypes of people based on collective 

research which can be used to assess designs against (Martin & Hanington, 2012). Participants indicated the 

duration of time spent, location, and variables which initiate/motivate or stop/inhibit the activity. 
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2.3.2 Motivators and inhibitors of rehabilitation. The responses showed that rehabilitation occurred more than 

twice as much at home than at the gym and clinic. This highlights the importance of designing the application to 

integrate within the home environment. PwS and experts reported the ‘self’ as a key motivator for rehabilitation 

(42% and 52% of responses respectively), while PwS saw clinicians as a  motivator (25%), compared to experts 

who saw clinicians as less of a motivator (12%). The findings indicate that clinicians must be involved in the use 

of any adjunctive tool to provide validation and motivate PwS to engage with it. Positive feedback and 

encouragement from therapists help PwS gain confidence that they are completing exercises correctly and to ensure 

they are making progress (Pyae et al., 2015, p. 103). 

Figure 1. (a) Main motivators for all activities for PwS (N = 36 responses) and experts using 

personas (N = 91 responses), (b) Main inhibitors for all activities for PwS (N = 24 responses) and 

experts using personas (N = 82 responses) 

Fatigue was the key inhibitor of rehabilitation for both PwS and experts (42% and 36% respectively) while experts 

saw the ‘self’ as an inhibitor (39%) compared to PwS (21%). Self-efficacy to start an activity is key, which aligns 

with the concept of intrinsic motivation. However, almost equally important are external motivators including 

clinicians and family members.  Therefore, a design opportunity for the VR game is to involve clinicians and 

family members in initiation of using the game. The ‘self’ was also identified as a factor to stop a rehabilitation 

session along with fatigue. For rehabilitation, it is key to increase physical activity and cognitive stimulation but 

to limit physical and mental fatigue (Gordon et al., 2004). Therefore, the game should target physical exertion 

through repetitions without inducing cognitive overload. 

2.4 Thematic analysis 

Five key themes were constructed from the workshop activities and discussions following thematic analysis of the 

data. These themes and associated evidence from the workshop are discussed below: 

2.4.1 Accessibility and simplicity. Participants wanted “something that’s relatable and that seems achievable”. 

Games and devices should be designed for ease of use and minimal setup time. Clinicians want was flexible to 

their patients as they progress. A clinician stated that a device “would have to be kind of iterative in a sense. That 

it could change for [them] over time”. The more flexible our system is the more likely people will engage with it. 

2.4.2 Communication and Feedback. Most participants see empathy as a key feature of positive clinical care. 

A clinician recounted they were “relieved [they] were heard and understood. Confident that care plan was robust. 

Empowered with new plan and info to deal with the situation”. Clear communication and empathy can empower 

people towards informed decisions about their healthcare. A participant stated that “[they’d] have felt more 

supported through more information”. Therefore, feedback should be catered to one’s needs. A clinician stated 

that a key feature of good health care was “getting the information when you want, at the level you want at the 

time you want”. Therefore, our game should provide meaningful, relevant, and timely feedback to PwS. 

2.4.3 Engagement. Engagement leads to participation in the process of recovery and rehabilitation. A person with 

stroke recalled that rehabilitation classes “made her happy because she was doing something about her 

rehabilitation and said that it made [her] feel good when [she] was engaging in it”. PwS said they compared 
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themselves to others to gauge their own level of function. This seemed to help the PwS value their own progress 

and motivate themselves to work harder as one person with stroke stated that they are “quite competitive” in group 

stroke therapy. This may provide a design opportunity where healthy competition in a group environment may 

help PwS motivate each other. 

2.4.4 Progress. One person with stroke was concerned that “it took a long time to see big improvements in her 

rehab”. Participants may feel they have an expectation to progress at an unattainable pace. They want to “get back 

to what [they were] doing before”, “become good again”, “without loss of condition”. Participants wanted to be 

challenged but they also wanted to be paced correctly and set goals. One participant stated that “[they] think [they] 

want to be able to move with the experience. With the full journey to get the most benefit”. This shows the 

importance of adapting and setting goals throughout the process. This provides a design opportunity for creating 

a tool that can be used at home, is always accessible and provides realistic goals to achieve.  

2.4.5 Social connection and wellbeing. A person with stroke recounted that “[they were] with a group of people 

that knew what [they] was going through”, highlighting the importance of shared experiences and relationships. A 

clinician questioned “whether what [we’re] trying to do with this technology is replace [their] relationship that 

[they] have had with this person [they] have been working with for months”. Therefore, tools must be designed to 

support clinicians, not replace them. A person with stroke reflected that “the therapies, programmes could help me 

to find the positive and have wellbeing again”. Our game should provide positive reinforcement through game 

design. 

2.4 Design Criteria 

Design criteria are used to assess designs in a systematic way without compromising creative freedom (Rodríguez 

Ramírez, 2017). The following table outlines the design criteria from the workshop: 

Table 1. Design criteria for immersive virtual reality application for upper limb stroke rehabilitation 

Theme Subthemes Design solutions 

Accessibility 

and simplicity 
• Easy to understand

• Can be played regularly without inducing

mental fatigue or cognitive overload

• Provide options to users to tailor and

customise their experience

• Tutorialisation of gameplay

• Task variety with simple

mechanics

• Customisation options for game

avatar e.g. skin tone

Communication 

and feedback 
• Clear communication of performance in

the game is provided

• Coherency between games, tasks, and

exercises

• Movement visualization in the virtual

world must match real world movements

• Tracking and recording position

of both hands

• Games based on functional tasks

Engagement • Leverage gamification to make repetitive

exercise fun

• Games are designed to balance challenge

and skill to increase engagement

• Interactions feel natural and based on real

world interactions

• Games are designed to maximise

repetitions in engaging tasks

• Interactions are grounded in

functional tasks

Social 

connection and 

wellbeing 

• Positive reinforcement

• Involvement of support network

(clinicians, family and friends)

• Virtual environments that facilitate

positive wellbeing

• Clinicians and carers play active

role in use

• Outdoor setting is relatable and

aids wellbeing

Progress • Reward successful movements

• Transfer of learned behaviour into the real

world

• Adapt difficulty and challenge to the user

• Scoring system  to record and

incentivise success

• Adaptive difficulty settings

Proc. 13th Intl Conf. Disability, Virtual Reality & Associated Technologies 
Serpa, Portugal, 8–10 Sept. 2021 

©2021 ICDVRAT

28



3. INITIAL PROTOTYPE

We developed a prototype VR game using Unity game engine and a commercially available VR headset, the 

Oculus Quest (Oculus VR, Menlo Park, CA), with two controllers, which capture hand motions and provide 

buttons for user input. All tasks are designed to be carried out with the unaffected hand to provide accessibility for 

users with severe impairment of one limb. This game requires being seated in front of a table to provide a point of 

reference within the virtual environment to minimise motion sickness and ensure safety. Players use one controller 

positioned in their unaffected hand and fastened to the palm. The player visualises a mirrored representation of 

their unaffected hand movements superimposed onto a virtual representation of their affected hand (Figure 2a). 

Players complete all tasks using their unaffected limb and maintain their affected limb resting on the table. The 

system captures and portrays movement of a virtual hand at the wrist. Finger movements as the player grasps and 

releases the trigger buttons are translated to animations of the virtual fingers. We record elevation of each hand 

from the table in centimetres in real-time. The three major components of  the prototype are outlined below. 

3.1 Tutorial and Setup Level 

Tutorialisation is the teaching of game mechanics and controls required to successfully play the game. The tutorial 

was based on the built-in tutorial on the Oculus Quest to provide familiarity to the player. The tutorial consisted 

of setting up the user profile including gender, affected side, table height and skin colour. This allows the user to 

familiarise themselves with the user interface and controller. The second part involves the visualisation of mirror 

therapy and completion of a functional reach-and-grasp task using the mirrored hand. Players are tasked to grab a 

log of wood, chop it with an axe and place the chopped log on the campfire to start the fire (Figure 2b). 

Figure 2. (a) Third person view of VR environment showing unaffected right limb driving a mirrored 

virtual affected left limb, (b) First person view of reach-and-grasp task and controller instructions. 

3.2 Competitive Game: Wasp Attack 

The competitive game is a reach-to-target task called ‘Wasp Attack’. This task focuses on gross motor movements 

at the shoulder. The player must hit gold and blue wasps that appear at one of four heights in time to music. Wasps 

are coloured corresponding to the colour of the hand used to hit the wasp, gold on the left hand, and blue on the 

right. Every time the player hits a correct wasp, they get a point and the controller provides haptic feedback to both 

hands. In the tutorial level the player is tasked with hitting 30 wasps before time runs out. If they miss 20 wasps, 

they restart the level. The levels of this game can progress to incorporate varied movements of the shoulder by 

varying the wasp placement as the player progresses through the levels. 

Figure 3. (a) Third person view of VR environment showing unaffected right limb driving a mirrored 

virtual affected left limb to hit a gold wasp, (b) First person view of reach-to-target task. 
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3.3 Non-Competitive Game: Art Camp 

The non-competitive game is an unguided art therapy-based game called ‘Art Camp’. Art therapy was chosen for 

the non-competitive task due to its accessibility for a wide range of people and levels of impairments. Other 

proposed benefits of art therapy have been shown to include alleviating stress and promoting wellbeing (Reynolds, 

2012). In the game players can create 3D drawings using the non-affected hand while their mirrored hand will 

draw symmetrically and synchronously across the sagittal plane. Players can edit drawings as well as change 

colours and brush tools using a physical palette interface on the table. 

Figure 4. (a) Third person view of VR environment showing the unaffected right limb driving a 

mirrored virtual affected left limb to draw, (b) First person view showing symmetrical drawing. 

4. EXPERT REVIEW

We conducted expert reviews with 4 physiotherapists and 2 occupational therapists (n=6). An expert review is 

conducted by a representative user to identify possible issues with the user interface of a design. The protocol 

involved the design researcher playing the VR game and streaming gameplay live via video conferencing software 

in a first-person view and third person view using a mixed reality setup using LIV mixed reality software (LIV 

Inc., Prague) (Figure 5). Feedback from clinicians generated iterative changes to the software to be tested further 

in follow up research. A System Usability Scale was conducted post-test to assess usability of the system. 

Figure 5. Clinicians could view game in third person (current main view) or first person (bottom 

right view). Head camera (bottom left) provided unobstructed view of arm movements. 

4.1  Clinician Feedback 

The following highlights the key discussion points following expert review against the design criteria: 

• Accessibility and simplicity. Overall, clinicians could follow the setup process, however they suggested

to continue to simplify the instructions to be more accessible and directive. Most clinicians felt that these

technologies would be best suited for the next generation of PwS who are more technologically inclined.

They appreciated that the design of the game made it accessible to a wide variety of motor impairments.

However, for clinicians to be onboard the technology must be simple to learn setup and use. The clinicians

liked the outdoor campsite setting and felt that the environment would be relatable and engaging for their

clients. However, they unanimously felt the environment was too complex in its current state. They

worried that if it is too visually stimulating it may be distracting or induce mental fatigue. They felt that

simplifying the environmental complexity would not reduce the level of immersion in the experience.
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• Communication and feedback. All clinicians liked that participant performance was recorded through

scoring and tracking position of the players limbs. The clinicians felt limb elevation was useful

information to show progress, however they felt it should be reserved for an end of level report so as not

to overwhelm people with information during play as they will likely focus on their score. Clinicians also

liked that we provided haptic vibration feedback to the affected hand in the ‘Wasp Attack’ game.

• Engagement. The clinicians felt that VR could be empowering and self-motivating in a home setting. The

clinicians liked the idea of using mirror therapy to get participants familiar with VR before incorporating

their affected arm and felt that “opens it up for a lot of people”. They also felt that this implementation of

mirror therapy provided more flexibility than the limited movements available with the conventional

mirror box. One clinician suggested the visual illusion could be enhanced by having a full arm visualised.

We have experimented with using inverse kinematics to have full body representation and have included

this in recent updates to allow visualisation of the shoulder and elbow to enhance the illusion.

• Progress. The clinicians wanted more repetition of tasks during the tutorial. One clinician suggested that

reach-and-grasp tasks during the tutorial could be introduced as a separate activity due to its complexity

and the importance of reach-and-grasp movements. A few clinicians suggested that functional tasks

related to activities of daily living could be included and be suited in the context of the camp setting.

• Social connection and wellbeing. The clinicians admitted there needs to be “generational and systemic

change” before VR is accepted but appreciated that tools like this would be a great home program for

self-directed rehabilitation. The art therapy game was appreciated for its contrast to other tasks and its

ability to stimulate creativity. One clinician suggested having multiple players for example, a grandchild

or carer could play along with the game on an external device to facilitate intergenerational play.

Clinician perceptions of the application’s potential usability were recorded using the System Usability Scale 

(SUS). Scores ranged from 48 to 83, with a mean of 67 and a median of 66. Scores above 68 on this scale are 

classified as above average usability. Once iterations have been made to accommodate their recommendations it 

is anticipated that a retest would lead to an increase in SUS score. 

5. CONCLUSIONS

The findings from this usability study suggests that there is interest with clinicians in using immersive VR-based 

mirror therapy as an adjunct to conventional rehabilitation. Due to the limited sample size and the nature of the 

remote testing the results should be interpreted with caution. We will be able to reach more informed conclusions 

about usability when the application is tested with PwS. A pilot study showed that an immersive VR mirror therapy 

intervention, similar to the one used in this study, was well tolerated by PwS in the chronic stage in terms of 

usability and symptoms of motion sickness (Weber et al., 2019). Therefore, there is scope for our game to be safely 

tolerated by PwS. Immersive VR therapy could be coupled with conventional rehabilitation to increase therapy 

dose and efficacy, which has been shown with the use of conventional mirror therapy as an adjunct to increase 

motor outcomes (Laver et al., 2017). In our application, although the affected arm is resting on the table, we always 

track the position of the affected arm in the background. Weber et al. (2019) observed unintended movement of 

the affected arm to match the mirrored virtual representation even when subjects were asked to maintain their 

affected arm at rest. In our application we could measure these nonvolitional movements and use this data to grade 

the range of movement of their affected limb. Therefore, in future studies there is potential for the application to 

encourage more movement of the affected limb over mirror therapy as the PwS progresses. In conclusion, we have 

explored how the design of a VR game can incorporate themes relevant to the target audience. Future directions 

will include testing how the application increases motivation and engagement in rehabilitation through qualitative 

analysis of user testing with PwS. 
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ABSTRACT 
In this paper, we present two naturalistic Virtual Reality locomotion techniques for patients with 
cognitive disorders. For evaluation and training in virtual supermarkets, two shopping cart-
metaphors with a physical handlebar for steering and additional stability support were implemented: 
(1) a simulation of a standard shopping cart, for standing users, (2) a simulation of a motorized
shopping cart for seated users. To initiate locomotion they either simulate real walking, in one place
or press a controller button. Preliminary results indicate that our system is well optimized for patients
and against cybersickness. We also present general recommendations and optimal parameters for
locomotion.

1. INTRODUCTION
The supermarket task is a widely used method to evaluate and train patients with cognitive disorders e.g., executive 
functions and spatial memory (e.g., Josman et al., 2008). Here, test subjects (accompanied by a therapist) have to 
plan and perform a shopping task in a (real-world) supermarket.   

Immersive technologies such as Virtual Reality (VR) or Augmented Reality (AR) are currently experiencing 
rapid development. This opens up new possibilities for diagnostic and therapeutic applications. A VR 
implementation of the supermarket task can offer various advantages compared to a real-world supermarket, such 
as accessibility, full controllability of design, task difficulty etc., as well as automated data acquisition and analysis 
in a naturalistic virtual environment. A current overview about possibilities, challenges and solution approaches 
for multidimensional evaluations of VR paradigms in clinical neuropsychology is provided by Krohn et al., 2020. 

One of the most important aspects of such a VR implementation is the ability to navigate and interact with the 
virtual world and its objects. This should be effortless, practicable with a simple technical setup, avoiding 
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cybersickness effects and minimally violating rules of the physical world, in order to facilitate its use and maximize 
its diagnostic and therapeutic usefulness.   

2. BACKGROUND
The objective of this paper is to present a new locomotion technique for VR systems used in diagnosis and therapy 
of cognitive impairments (e.g., in dementia, stroke). The work is part of the VReha R&D project (VReha, n.d.) 
concerning “Virtual worlds for digital diagnostics and cognitive rehabilitation”. In contrast to conventional 
methods, e.g. paper-and-pencil tests or complex, yet less controllable real-world, immersive VR tasks can evaluate 
and train cognitive abilities relevant to everyday life in naturalistic but standardized environments. Such VR 
approaches are expected to be significantly more sensitive, precise and meaningful. This will potentially contribute 
to an earlier and more sensitive diagnosis of cognitive disorders, e.g., regarding early stages of dementia. 
Furthermore, VR-based personalized disorder profiles can be created to determine and implement VR-based 
outpatient therapy programs, eventually leading to an improved, ecologically relevant treatment of cognitive 
disorders. Within the VReha project, we developed – inter alia – an immersive virtual supermarket task (imVST) 
for the assessment of executive functions, which is described in more detail below. 

2.1 Supermarket task 

Various VR supermarket systems have been developed and reported in the literature (see Xi et al., 2019, for an 
overview). Even when described as 3D or VR, most of the reported supermarket systems are 2.5D applications, 
i.e., presentations of 3D environments on a 2D screen. Early systems are reported by Klinger et al., 2006, Renner 
et al., 2010, and Dyck et al., 2012, a current one is described by Lu et al., 2019.

The imVST discussed in this paper is an immersive VR application presented on a head-mounted display 
(HMD) and enables naturalistic 3D visualization and interaction. Users are asked to shop for several products in 
an efficient way and for that, they need to navigate and traverse the supermarket alleys in a natural way, while 
searching for products and collecting them in their cart. A broad range of parameters related to navigation 
performance (e.g., deviation from ideal path), memory performance (e.g., number of remembered shopping items) 
and executive function (e.g., efficiency of shopping strategies) can be collected here to assess cognitive function. 

2.2 VR locomotion & navigation 

One of the major challenges of the imVST and other VR (supermarket) task implementations is the navigation and 
locomotion in large-scale virtual worlds as well as the interaction with virtual objects. We use the terms locomotion 
and navigation as follows: locomotion is the ability to move from location A to location B in a virtual world. 
Navigation is a subtask of locomotion and covers the deliberate change of direction. Especially in diagnostic and 
rehabilitation VR tasks both should be effortless, as natural as possible, require minimal extra technology and be 
operable in a clinical laboratory or even in the patient's home. Central challenges to all implementations are 
usability and the elimination of symptoms of cybersickness experienced by the user (see sec. 2.3).  

Numerous locomotion and navigation methods have been published. Real walking would be the most intuitive 
and natural solution, but for that the real physical space would have to be at least as large as the virtual world 
represented in a task. Redirected walking uses the effect that movements on a circular path at a sufficiently large 
radius are perceived as straight-ahead movements. It can be a solution for spatially limited virtual environments, 
but according to Grechkin et al., 2016 a large real space of at least 11.6 m in diameter is necessary to implement 
an unrestricted virtual space. Treadmills can be considered for clinical use with physically fit individuals, but they 
are less suitable for home use even for trained patients, because of the need for additional technical equipment, 
complex cabling and securing of the patient, as the walking surface is (intentionally) slippery. VR supermarkets 
typically use controller-based locomotion and interaction (Speicher et al., 2018). The controller-thumbstick 
based translational movement in VR induces cybersickness and is often replaced by teleportation, which reduces 
sensory conflicts since the user changes the location instantaneously (Langbehn 2018). Teleportation is especially 
suitable to switch between areas of interest or to cover large distances, but it is less suitable to explore the virtual 
world in detail, especially in search tasks, and it hampers spatial orientation (Bowman, 1997). Flying, as another 
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way to reduce cybersickness, is a suitable metaphor for exploring landscapes like in Google Earth, but less suitable 
for indoor applications. Body movements imitating walking in one spot are used for the walking in place metaphor 
(WIP). This is a natural option to simulate or activate locomotion (Feasel et al., 2008) and suitable to locomote 
large VR spaces even if the real interaction area is small. 

All of these solutions are not designed to meet the various clinical requirements and reduce cybersickness. 
Thus an easy to use, accessible “design for all” locomotion technique is still required. Based on the WIP idea we 
developed such a VR locomotion metaphor which, for example supports the postural instability of patients and 
allows users to stand or sit while traversing the imVST (see sec. 3). 

2.3 Cybersickness 

During imVST development we had to focus on reduction of cybersickness symptoms since they often are 
induced by locomotion and strongly influence user´s VR acceptance. Cybersickness represents a well-known 
adverse effect in all kinds of VR setups, inducing symptoms of discomfort, nausea and vertigo. The simulator 
sickness questionnaire (SSQ, Kennedy et al., 1993) is a well-established tool to assess the symptoms of 
cybersickness and its determinants. While its exact causes remain unknown, different theories exist: The postural 
instability theory explains cybersickness as a consequence of the body's failure to maintain postural stability while 
experiencing new stimuli (Riccio & Stoffregen, 1991). The sensory conflict theory explains cybersickness in terms 
of a sensory mismatch, i.e., our visual system experiences movement, while other senses like our vestibular system 
report inertia. There have been numerous studies to measure and reduce cybersickness-influencing factors (see 
e.g., Saredakis et al., 2020). For example, movement speed, user characteristics (e.g., gender, age), and content 
parameters have been investigated. One way to alleviate cybersickness is to manipulate the viewing setting such 
as the field of view and framing of the virtual world, e.g., with a virtual cockpit. Including a fixed reference object 
to the user’s position, such as a virtual nose, helps to decrease cybersickness (Whittinghill et al. 2015).  A different 
approach to reduce cybersickness is to switch to the 3rd person perspective of the virtual avatar as soon as the user 
is moving (Cmentowski et al., 2019).

2.4 Sensing & understanding body inputs 

There are numerous sensor systems for the detection of body movements that are suitable to implement WIP based 
locomotion for VR. Typical sensors are 3D cameras (Guy et al., 2015), 3D tracking systems (Verhulst et al., 2016), 
pressure sensors (Shi et al, 2019) or the Inertial Measurement Unit (IMU) of the VR glasses (Hanson et al, 2019). 
Depending on the underlying technology, the systems differ in latency, granularity of control, robustness, 
simplicity of setup, software development availability and quality, as well as costs for hard- and software. These 
different sensing technologies have – to our knowledge – not been compared within the same VR application. 
Besides the direct comparison of different hardware systems, the quality of the software implementation is difficult 
to evaluate. Therefore, an a priori selection of the ultimate set-up for a specific VR task remains challenging.  

3. SYSTEM DESIGN
Users of clinical VR applications should be able to focus only on the relevant task at hand, with minimal 

additional cognitive load from the VR environment, i.e. the behaviour in VR should be as intuitive as possible. 
Users should be able to navigate, locomote and manipulate objects easily in the virtual environment. The 
implementation should be suitable for diagnostics and for training, both in clinical use and at home. All patients 
should feel comfortable performing VR tasks of extended duration; in VReha VR sessions can last up to 50 
minutes. Since some patients are not able to stand for this duration, a facultative seated condition should be 
provided. Nevertheless, physically fit users should not be forced to sit. Learning to use a VR controller adds 
cognitive load and holding the controller during the whole session adds physical strain, both should be avoided.  

To meet the above mentioned requirements a VR locomotion concept with two variants, one for standing and 
one for sitting test subjects was designed, prototypically implemented and tested. Our approach is based on the 
idea of a standard shopping cart (sec. 3.1, standing condition) and a motorized shopping cart (sec. 3.2, seated 
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condition). Both are implemented with the same hard- and software. Our camera-based motion tracking software 
allows contact- and cable-free detection and interpretation of user activities such as knee bending or WIP, leaning 
sideward and hand gesturing. The Kinect 2 sensor and its API provides us with the skeleton data to implement the 
use of body movements for navigation and movement in VR. A combination of filters and a rule-based system 
enables a smooth recognition of user movements even if tracking errors occur, as for example inaccurate foot 
positions, mixing legs, when crossing the feet and loosing knees when they are narrow. Our WIP implementation 
is enhanced with a low-cost handlebar mounted on a tripod. It provides a physical anchor and additional stability 
and immersion during the steering of the virtual cart for both variants. As in real life, the handlebar is used to 
change the direction of the cart (Fig. 1 and 2). A standard VR controller is mounted to the handlebar to detect and 
track its position and rotation using the VR system’s built-in controller tracking. By that we map a virtual handlebar 
to the real handlebar for an accurate representation within the virtual environment and also provide a fixed 
reference between real and virtual world.  

The locomotion system can be adjusted using several parameters to fit different conditions in order to reduce 
cybersickness: maximum speed (how fast the user can move in the virtual environment), acceleration (how fast 
the maximum speed is reached), and deceleration (how quickly the user stops when no movement command is 
detected) are the main variables to calculate the forward and backward movement. The turning speed is also 
adjustable to better fit the different shopping carts or input conditions (e.g., seated or standing). The number of 
parameters provides many possible combinations. Within the implementation, we prioritized the reduction of 
cybersickness and, if necessary, accepted minor limitations in functionality, such as slow movement. Additionally 
we adapted the content of the virtual environment. Our guided curves implementation includes a dynamic field 
of view restriction. Shelves in the curves were filled with non-task relevant content according to the search task 
(see 3.2). These objects could not be grabbed because you only regain control after you have already passed them. 
In a first approach, the settings for standing and seated users were the same, but as this was not optimal (e.g., 
guided movements when standing), we iteratively adjusted the parameters: field of view restriction, locomotion 
speed and acceleration / deceleration, haptic feedback, guided movement, as described in sec. 3.2. 

The imVST is implemented in Unity and runs at a stable 90 frames per second with 5 real-time light sources 
while the camera-view is rendering up to a maximum of 400,000 polygons per frame on a PC with an NVIDIA 
GTX 1080 GPU and an Intel Xeon six-core CPU at 3.5GHz. To meet the hardware requirements for this use case 
we selected Oculus Rift HMD for this setup. A Leap Motion, mounted to the VR headset, is used for hand detection 
and natural interaction within the imVST Unity-App. Our extensions to standard Leap Motion tracking are 
described in detail in Chojecki et al. (2019). 

3.1 Standing condition 

3.1.1 Pre-Trials 

To find the best solution for our imVST we evaluated different approaches for forward/backward and rotational 
movements (Guy et al., 2015) without and with assistive devices, in pre-trials. The forward/backward movement 
was controlled either by moving one foot (forward or backward) or slightly bending one or both knees. The rotation 
was controlled by shoulder or upper body rotation, hip movement or rotation, or oblique movement of one foot to 
the right or the left. With extensive expert evaluations and specific focus on patient users, we determined that: 

• oblique foot movements are less suitable for turning, as users quickly lose balance
• simultaneously moving and rotating leads to slightly more cybersickness as compared to separate straight

walking and rotation
• in the supermarket scenario, shoulder rotation to perform a rotational movement is problematic because

users want to look around and orientate themselves at the same time
• in general, rotational body movements require practice
• knee-bending was preferred for straight movements since users tend to lose balance with foot movements
• a handlebar is useful to keep balance and give confidence to the user

From these pre-trials, the following design decisions are derived: rotational movements should not be
controlled by body movements and forward movement should be implemented by knee-bending. These results 
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of our evaluation stand in contrast with the results presented by Guy et al., 2015. For verification of these authors’ 
findings, we tested our locomotion method in front of a 2D display. In this configuration, cybersickness and 
balance issues are not severe. It indicates that findings from a 2.5D system cannot be transferred to VR glasses. 
For a 2.5D version of our system, the locomotion types have therefore to be tested again. A real (physical) 
handlebar (stationary, but rotatable) (Fig. 1), which corresponds to the handlebar of the shopping cart in VR, 
offers the advantage of naturalistic, intuitive navigation and provides a balance aid. This confirms the results in 
Carlson et al., 2011, who also combined a real shopping cart with a VR environment. The combination of our 
much easier to use Walk-In-Place implementation, that accepts real steps and simple knee bending for locomotion, 
and an additional handlebar for navigation convinced in the pre-trials and was iteratively enhanced for the imVST. 

3.1.2 Implemented locomotion & navigation 

While standing, the users hold the handlebar (Fig. 1) and walk in place or bend their knee(s) to move around. 
Here, a user-specific adaptation of speed and acceleration is available to minimize cybersickness. It is easy and 
useful to increase these settings step by step starting from low default values in order to find optimal values for 
each user. The users stop upon releasing the handlebar with at least one hand.  They can then “stop & shop”: go 
to the shelf, grab a product, go back to the cart and put the product inside. This procedure combines WIP to move 
forward and real walking within the secure guardian area. Having users move their body to initiate locomotion in 
the virtual world should help to decrease sensory conflicts and therefore reduce the risk of cybersickness.  

Figure 1. Shopping cart (standing condition) 

3.2 Seated condition 

In this condition users are seated in a virtual electric wheelchair with a front mounted basket for shopping (Fig. 
2 a). The handlebar of this motorized cart has a corresponding counterpart in the real world to hold on to, same as 
in the standing version (Fig. 2 b). It is additionally equipped with a controller of the VR-system, mounted with a 
special adapter (created with a 3D printer according to our requirements), which enables the user to accelerate 
and decelerate the wheelchair via button press, mimicking a throttle on the handlebar. The direction of travel is 
determined by turning the handlebar. To avoid shunting within the aisles, the width of the aisles was reduced from 
1.5 m to approximately 1 m, compared to the standing condition. This design helps users to select products on both 
sides of the aisles without having to bend too far out of the seat, thus avoiding the risk of falling from the chair.  

Figure 2. (a) Virtual motorized shopping cart, (b) handlebar as corresponding counterpart  
(c)automatic guidance, indicated by arrows on the floor and (d) reduced field of view when 

turning around corners 

a b c d 
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Several functionalities and parameters are implemented to minimize cybersickness when using the motorized 
cart. The display of the handlebar, which is firmly anchored to the user's position, and the shopping basket or even 
the shopping list should counteract any possible discomfort. A slight vibration of the handlebar provides tactile 
feedback while riding to simulate motorized movement and increase immersion.  This is realized using the 
vibration facility of the controller, which is mechanically transferred to the handlebar. To reduce the sensory 
conflict between visual and vestibular system, only slight accelerations and decelerations are possible. To avoid 
long braking distances (which could cause the driver to miss the desired shelf when stopping for a product), the 
maximum speed is limited as well.  

Preliminary tests showed that with the relatively narrow aisles, some users had difficulties to turn into another 
aisle without bumping into a shelf. In addition, cornering was found to increase cybersickness. Therefore, we 
implemented an option of automatic guidance for making a turn. Arrows are painted on the ground and the driver 
chooses a direction by steering towards the desired arrow. Feedback is given by colouring the chosen direction 
arrow (see Fig. 2 c). Shortly before arriving at the corner, the car movement is automatically controlled, and shortly 
after the turn, it is given back to the user. Therefore, car movement is a combination of user-controlled (active) 
and machine-controlled (passive) navigation. In the literature, the effect on automatic guidance on cybersickness 
has yielded mixed results (Chen et al. 2012 vs Venkatakrishnan et al. 2020). 

As another method to reduce cybersickness when turning around corners, the field-of-view was restricted 
(Fernandes et al. 2016). We implemented this selectable option using the Unity plugin VR Tunneling Pro2. 
Following Fernandes et al. 2016, who reported that rotation contributes the most to nausea according to most 
participants. The field of view restriction (see Fig. 2 d) is only activated for automated cornering. For all 
parameters, conservative default settings were chosen (suitable for most users), but all can be configured 
individually.  

Our system extends Dyck et al., 2012, by using VR glasses, real grabbing and the handlebar of the shopping 
cart and the field of view manipulation to reduce cybersickness.  

4. PRELIMINARY FINDINGS & CONCLUSION
Based on extensive testing during the iterative development approach with experts, clinical staff and first patients 
(with different age, gender and experience), we can draw the following conclusions. The physical handlebar was 
a helpful link between VR and the real world, subjectively improving presence and –in the standing condition – 
serving as a balance aid. Speed, acceleration and deceleration should be limited to rather low values. We chose for 
the sitting condition a max. acceleration of 0.53 m/s² and a max. velocity of 0.53 m/s. For the standing conditions, 
these values were 1.06 m/s² and 0.84 m/s, respectively.  

The standing/walking condition led to less cybersickness than the seated/driving condition. Especially the "stop 
& shop" concepts seem to be advantageous. In our experience, testing larger samples of heterogeneous users and 
analysing averages unfortunately cannot predict the best parameters for any individual user. For example, average 
speed settings often appear be too high or too low for individual users, which might make VR usage uncomfortable 
or boring. By implementing two versions of the imVST (standing and seated) for which multiple parameters can 
be individually adjusted, we have developed a VR application that can be adapted to individual user needs – to 
support task completion (even with bodily constraints), minimize the risk of cybersickness, and thus maximize the 
clinical outcome.  

In the current system, it is not possible to do a U-turn inside an aisle or walk backward. This restriction was 
introduced due to a combination of cybersickness-reducing parameters and constraints of the VR environment 
(there is no space for a U-turn with a suitable minimal radius to prevent cybersickness). It should be investigated 
if this restriction has an influence on the test results. 

For future developments, we suggest to determine interindividual VR compatibility parameters in advance in 
order to adjust the optimal settings for each user. Ideally, this can be done by a cybersickness pre-test in the specific 
usage context or by classifying potential users on a VR compatibility scale based on user characteristics such as 
age, gender or experienced motion sickness in real life (Freiwald et al., 2020). These baseline values should be 
adjusted regularly with prolonged VR use and associated training or habituation.  
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Based on the work presented herein, the next step is to systematically evaluate the imVST in a clinical context 
with both healthy volunteers and patients. 
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Abstract. This research aimed to explore the effect of cognitive stimulation using virtual 
reality on people with mild to moderate dementia from Alzheimer’s disease. Patients were 
recruited at the residential care homes from Santa Casa da Misericórdia da Amadora in 
Portugal. This intervention lasted 2 months and was composed of a total of 10 sessions (two 
sessions/week), with pre-post treatment assessments using established neuropsychological 
instruments. The sample consisted of 17 older adults with Alzheimer’s disease that were 
randomly distributed by the experimental group with virtual reality and the control group 
consisting in continuous care without virtual reality. The results showed an improvement in 
global cognitive function in the experimental group, but no effects were found in specific 
cognitive domains, probably due to the small sample size. Preliminary results suggest some 
potential benefits of virtual reality cognitive stimulation for older adults with Alzheimer’s 
disease, but further studies are needed with larger samples to explore in full the results of 
this approach in Alzheimer’s disease. 

Keywords. Alzheimer’s Disease, Cognitive Stimulation, Virtual Reality, Activities of Daily Living. 

1. Introduction

Alzheimer's disease (AD) is a neurodegenerative disease and the most common cause of dementia compromising 
cognitive function and the ability to carry out daily life activities [1]. Encouraging results have paved the way for 
further work in this field by proposing that ecologically oriented approaches consisting in virtual reality (VR) 
tasks that mimic instrumental daily activities may promote transfer of trained skills [2], while allowing to replicate 
conditions close to real life situations [3]. Therefore, this investigation aims to contribute to this topic by 
studying the effect of a VR cognitive stimulation program depicting activities of daily living in older adults with 
AD. 
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2. Methods

2.1. Sample 

17 older adults (12 women) diagnosed with AD with a mean age of 83 years (M = 83.24: SD = 5.66), most with 
primary education. 

2.2. Measures 

1) Frontal Assessment Battery - FAB; 2) Trail Making Test - TMT; 3) Mini-Mental State Examination - MMSE;
4) Clock Drawing Test – CDT; 5) Lawton –Brody Instrumental Activities of Daily Living Scale - IADL; 6)
Geriatric Depression Scale-15 – GDS-15; and 7) Clinical Dementia Scale - CDR.

2.3. Procedure 

This study was approved by an ethics committee and informed consent was obtained from both participants and 
their caregivers (formal and informal). The participants were assessed for eligibility according to the following 
criteria: being older adults with AD, fluent in Portuguese language, above 65 years old keen to participate in the 
study. The sample was randomly divided by the experimental group (n = 10) and the control group (n = 7) before 
starting intervention conducted using the Systemic Lisbon Battery [2]. 

3. Results

The results suggested an improvement following intervention in the MMSE (F(1, 15) = 4.930; Eta^2 = 0.247; p 
= .042). The effect size on global cognitive function was considered large. No other statistically significant 
results were obtained (p > .05). 

4. Conclusion

The results suggest generalized effects of VR cognitive stimulation using activities of daily living in older adults 
with AD, but further studies are needed to explore in full the results of this approach. The program was also well 
accepted by participants and the technicians that provided intervention, suggesting a promising role of VR in 
future behavioral interventions for AD. 
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ABSTRACT 

Currently, the potential of games as an intervention tool in a broad range of areas has been 

increasingly explored by researchers. Notwithstanding, and when considering individuals with 

Intellectual Disability (ID), the need for more data emerges, as well as the need to systematize and 

summarize such data, allowing evidence-based decisions to all the stakeholders in this field. The 

present study aimed to systematize the existing evidence regarding the effectiveness of serious 

games in the promotion of life skills in people with ID. Several scientific databases were consulted, 

as well as researchers' social networks to obtain a sample as wide as possible. Through a process 

composed by different phases, several inclusion and exclusion criteria were applied to the initial 

search results. The obtained sample of studies (N = 8) was then systematically analyzed, including 

a meta-analysis procedure, to summarize the quantitative data on the effectiveness of serious game 

based interventions for people with ID. Results from the meta-analysis study emphasize larger 

effect-sizes than conventional methods (non game-based) interventions with people with ID (fixed-

effects, g = 0.417; 95% CI [0.169, 0.666]; Z = 3.293, SE = 0.127, p = .001) , in the promotion of a 

broad range of variables associated with well-being, from cognitive abilities to psychotherapy 

related skills. Such results can frame the discussion regarding serious games as a relevant and 

feasible strategy to promote skills in people with ID, allowing evidence-based decisions in this field, 

aimed at supporting an increasing and enhanced inclusion of games in their daily lives. 

Keywords: Intellectual Disability; Serious Games; Systematic Literature Review; Meta-analysis. 
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1. INTRODUCTION

Intellectual Disability (ID) is defined as a disorder with onset during the developmental period that includes both 

intellectual and adaptive functioning deficits in conceptual, social and practical domains (APA, 2013). The social 

paradigms of approaching ID have been gradually changing, from social charity to social citizenship, through the 

inclusion - segregation - integration - inclusion path (Emygdio da Silva, 2009; Fontes, 2009). These changes are 

in line with the centrality currently attributed to the context in defining the effective disability of people with ID. 

According to the World Health Organization (WHO), although ID is seen as an health condition, from which 

results a set of impairments in body functions and structures, activity limitations, and participation restrictions, 

all these factors can only be understood when considering their complex interactions with the contextual factors, 

that comprise both personal factors and environmental barriers and hindrances (WHO, 2001). In the 

field of intervention, practices mainly based on medical/biological perspectives have been gradually replaced 

by more holistic perspectives (Emygdio da Silva and Coelho, 2009).  

Currently, the potential of games as intervention strategies in the fields of learning (Sousa and Costa, 2018), 

cognition (Pallavicini et al., 2018; Rosa et al., 2016), and motivation (Granic et al., 2014) has been increasingly 

supported by research. Particularly, in the field of ID, games have been considered as a relevant alternative to the 

current therapy/training methods, though the recognized need for developing new and innovative games that can 
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truly correspond to subjects’ needs (Tomé et al., 2014). Moreover, games are also being discussed has having a 

potential to foster the decrease of the environmental barriers and hindrances that people with ID face in their 

specific contexts (Sousa, 2020).  

Games for ID, as a specific field in game studies has been primarily focusing on three types of main aims: 

learning or skills promotion; the definition of methodologies for game design and game development; and the 

identification of patterns and behaviours in the use of video games by people with ID (Cano et al., 2015). The need 

for more empirical results and the methodological weaknesses of the existing studies in the field has also been 

highlighted (Cano et al., 2015; Jiménez et al., 2015).  

In the broad field of social sciences, the increasing rate of studies being conducted, as well as the need to 

synthetize both the differences and similarities across studies, their methodologies and results, place the need to 

organize and summarize the existing research as a priority, compared with the need to develop completely new 

research. One of the possible methods to effectuate such progression in an area of knowledge is through the 

conduction of meta-analysis, a methodological and statistical approach to drawing conclusions from empirical 

literature (Card, 2012).   

Besides research, also in the field practice, the selection of interventions and treatments must be considered the 

most critical activity of practitioners committed to improving the outcomes and lives of individuals with ID. 

Therefore, is crucially important for them to know the most effective interventions or evidence-based programs 

for such population. Moreover, evidence-based practices in the field of ID are considered as relevant for all the 

involved stakeholders, but more directly for teachers, administrators, service providers, and support teams. Aligned 

with this, the need to widespread the application of such practices for individuals with ID is currently considered 

a high priority for improving the outcomes with this population (Stoiber et al., 2016). 

The present study aims to summarize the most recent evidence on the effectiveness of serious games in the 

promotion of a broad range of life skills in people with ID, through a meta-analysis study. Ultimately, it is expected 

that the obtained results allow evidence-based decisions in this field, aimed at supporting an increasing and 

enhanced inclusion of serious games in the intervention practices with this population. 

2. METHOD

2.1 Sample Selection Process 

Studies primarily focusing on people with intellectual disability were included in the sample. The use of a specific 

“gold standard” diagnosis for participants to be classified as ID was not considered as an inclusion criterion. 

Studies were included regardless of participants’ type or degree of ID. Studies primarily focusing on people with 

dementia and Alzheimer’s disease were excluded, as well as studies approaching other disabilities, like learning 

disabilities, such as Attention Deficit Hyperactivity Disorder (ADHD), that are frequently confused in literature. 

Studies were included if there was a control group for comparison, and if they make usage of serious games as 

a strategy to promote any type of life skill, compared with conventional intervention methods.  Regarding the 

research design, to be included studies must constitute experimental approaches and, most specifically, 

Randomized Controlled Trials (RCTs). A broad definition of serious games was adopted, considering the premise 

that “not all game characteristics, such as, challenge, fun and play are appropriate descriptions or labels for all 

serious games” (Marsh, 2011). Thus, studies making usage of games, simulations, or experimental/experiential 

environments with a purpose (Marsh, 2011) were included in the sample.  

Since this meta-analysis is part of a broader Systematic Literature Review study, the schematic search process 

did not start by searching only for RCTs, with this inclusion criteria being applied in the end of the eligibility 

phase. The process started with a schematic scientific database search, including Ebsco, PubMed, B-On (the largest 

database in Portugal, with most of the other ones associated with it), Academia.edu, and ResearchGate, by using 

the following terms and Boolean operators: [games AND (intellectual disability)]. Variations of this search 

formula included different forms of designating ID, such as “cognitive disability”, “intellectual disabilities”, other 

expressions such as “serious games” among others. Academia.edu and ResearchGate were also used as a data 

collection tool, to access Grey Literature, explicitly eventual research outcomes not controlled by commercial 

publishers. This process constitutes the Identification phase of the SLR. 
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The following phases were based in a set of inclusion criteria set out above, regarding ID and serious games. 

To be included, studies must also be published in sources that include a peer-review process, and clearly approach 

the use of games for the promotion of life skills in people with ID. Additionally, and considering the study aim of 

systematizing the most recent scientific evidence, the included studies were published between January 2010 and 

February 2020 (the systematic search was developed in early March 2020). 

Figure 1. Flowchart of the sample selection process. 

Using the above defined criteria, 8 scientific papers were included in the final sample. The selection process 

throughout this sample is represented in Figure 1. In the Screening phase, the criteria were applied at a superficial 

level, meaning that only titles, abstracts and general information were considered. In the Eligibility phase the 

criteria was followed by thoroughly analysing each study, before deciding on including or excluding it. The final 

sample is composed by: Study 1 (Choi et al., 2012); Study 2 (Söderqvist et al., 2012); Study 3 (Tsimaras et al., 

2014); Study 4 (Brankaer et al., 2015); Study 5 (Siberski et al., 2015); Study 6 (García-Villamisar et al., 2017); 

Study 7 (Cooney et al., 2017); and Study 8 (Silva et al., 2017). 

2.2 Data Analysis 

The selected papers were analysed considering two different matrices. First, some general aspects of the research 

were categorized, namely year of publication, sample size (N), sample age group, aspects regarding ID, research 

aims, expected intervention’s outcomes, and aspects regarding serious games and platform. The gathered data 

was then analysed using the Statistical Package for the Social Sciences (IBM SPSS), version 22. Next, studies 

were analysed considering the reported quantitative results, which were summarized using the Comprehensive 

Meta-Analysis Software (CMA), version 2.  

In the meta-analysis, hedges’g was adopted since it provides a superior estimate of the standardized mean 

difference in small samples (Higgins et al., 2003). Considering the nature of the meta-analysis results and 
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nonstatistical assumptions regarding studies similarity, a fixed-effects model was also adopted (Tufanaru et al., 

2015). 

3. RESULTS

3.1 Overview of Studies 

Eight studies matched the inclusion criteria. The present meta-analysis as a total sample of 301 subjects with ID, 

with an average of 37.63 individuals per included study. Samples in the studies ranged between 20 and 62 subjects. 

Regarding the year of publication, it is possible to observe that all studies are from the last 10 years. Therefore, 

it can be safeguarded that the reported data corresponds to the most recent scientific evidence. The distribution by 

years was as follows: 2012 – two studies (25.0%), 2014 – one study (12.5%), 2015 – two studies (25.0%), 2017 – 

three studies (37.5%). 

Five studies in this meta-analysis (62.5%) had a sample composed by adults, while three studies (37.5%) were 

mainly focused on children and/or youth. The samples were mainly composed by individuals with ID. In some 

cases, researchers indicated further specifications about the diagnosis, particularly concerning the level of 

impairment (e.g. mild ID) or the existence of comorbidities (e.g. ASD, anxiety, or depression). It is relevant to 

note that all the studies (N = 5; 62.5%) specifying further conditions regarding ID and the level of impairment had 

included individuals with mild or mild to moderate ID in the sample (Brankaer et al., 2015; Choi et al., 2012; 

Cooney et al., 2017; Silva et al., 2017; Tsimaras et al., 2014). Further information on sample composition and 

characterization of the studies in this sample is detailed on Table 1. 

Table 1. Characterization and composition of the studies in the sample (N = 8). 

Study 

ID 

Sample 

Size 

Sample characterization 

Study 

1 

N = 29 “Students under the age of 18, with mild intellectual disability and attending primary 

one to three were recruited.” (Choi et al., 2012) 

Study 

2 

N = 41 “All participants had ID (IQ < 70, retrieved from clinical records) and were registered 

with the mental habilitation center in the area of Buskerud in Norway.” (Söderqvist et 

al., 2012) 

Study 

3 

N = 20 “This study involved 20 adults aged 20-25 years (…), and with moderate ID (IQ: 35-

50) (…)” (Tsimaras et al., 2014)

Study 

4 

N = 30 “Participants were 30 children with mild ID (…)” (Brankaer et al., 2015) 

Study 

5 

N = 32 Adults with ID (Siberski et al., 2015). 

Study 

6 

N = 40 “(…) adults with ASD and ID who met DSM-IV criteria (…)” (García-Villamisar et 

al., 2017) 

Study 

7 

N = 52 “Fifty-two adults with mild to moderate ID and anxiety or depression (…)” (Cooney et 

al., 2017) 

Study 

8 

N = 27 “Twenty-seven adults with Down Syndrome (DS) (…)” (Silva et al., 2017) 

Considering the main aim of the studies in this sample we can broadly state that they intended to explore the 

promotion of life skills in people with ID through interventions based on serious games. We can consider as life 

skills, a broad range of variables, that can be directly or indirectly associated with well-being, from cognitive 

abilities to psychotherapy-related skills. Most specifically, the studies aimed to the promotion of: skills associated 

with the so-called Daily Life Activities (Choi et al., 2012); cognitive abilities (García-Villamisar et al., 2017; 

Siberski et al., 2015; Söderqvist et al., 2012); behavioural aspects, associated with other clinical symptomatology 

(Cooney et al., 2017; Tsimaras et al., 2014); learning associated outcomes (Brankaer et al., 2015); and 

physical/motor outcomes (Silva et al., 2017). It is relevant to clarify the expected outcomes above categorized are 

not mutually exclusive, and it is possible to hypothesize that improvements on cognitive abilities can ease 

individuals’ performance on daily life activities or learning tasks, for example. Nevertheless, since the studies did 
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not present data regarding skills transferability, these categories were developed based on the aims systematized 

on Table 2. 

Table 2. Main aims of the studies in the sample (N = 8). 

Study 

ID 

Aim 

Study 

1 

“To motivate children ID to learn handwashing and improve their performance by using computer-

assisted teaching method.” (Choi et al., 2012) 

Study 

2 

“(…) we investigated the feasibility of cognitive training for improving Working Memory (WM) and 

Non-Verbal Reasoning (NVR).” (Söderqvist et al., 2012) 

Study 

3 

“The purpose of this study was to examine the effect of a digital interactive game in distractibility, 

hyperactivity, impulsiveness and other relative symptoms in individuals with Attention Deficit 

Hyperactivity-Disorder (ADHD) and ID.” (Tsimaras et al., 2014) 

Study 

4 

“(…) we developed and evaluated a numerical domino game that specifically targeted the 

association between these digits and the numerical magnitudes they represent.” (Brankaer et al., 

2015) 

Study 

5 

“To investigate whether participants with ID would improve in cognitive function after cognitive 

training (…)” (Siberski et al., 2015) 

Study 

6 

“(…) to examine effects of a therapeutic recreation program designed to increase Executive 

Function (EF), social skills, adaptive behaviours and well-being of adults with Autism Spectrum 

Disorder (ASD) and ID.” (García-Villamisar et al., 2017) 

Study 

7 

“To evaluate the utility of a Cognitive-Behavioural Therapy (CBT) computer game for adults who 

have an intellectual disability.” (Cooney et al., 2017) 

Study 

8 

“This study aims to analyse the effects of a Wii-based exercise program on physical fitness, 

functional mobility and motor proficiency of adults with DS.” (Silva et al., 2017) 

Several games were used in the studies, from the ones specifically aimed at cognitive training aimed to 

commercial games, which can be justified by the broad concept of serious games adopted in this meta-analysis. 

Choi et al (2012) used a simulation game based, where the interaction was based on a tangible hand washing 

station (with faucet, soap dispenser, and towel). Both Siberski et al. (2015) and Söderqvist et al. (2012) used serious 

games based on already existing cognitive training applications and/or computerizes tasks for the intervention. 

Tsimaras et al. (2014) intervention was based on a digital interactive tennis game, and Silva et al. (2017) also 

adopted sports-related motion-based games, in this case commercial ones. García-Villamisar et al. (2017) included 

“instructional electronically based games” in their therapeutic recreation intervention strategy. Cooney et al. 

(2017) adapted a previously developed CBT game and mobile application for children to the needs of adults with 

ID, suffering from anxiety and/or depression. Brankaer et al. (2015) is the only study in the sample using an 

analogical serious game, in this case a numerical domino game. Regarding the games’ platforms, most were 

computer games (N = 5; 62.5%); followed by motion-based games, for Nintendo Wii or another non-specified 

platform (N = 2; 25.0%); and one analogical game (12.5%). 

3.2 Meta-analysis 

In Study 1, results showed that children with ID can improve their handwashing skills, using a tangible 

simulation game (Choi et al., 2012) (g = 0.087: CI = 95%; -0.657 – 0.832). Study 2 supported children’s 

improvements in WM and NVR through their inclusion in an intensive and computerized adaptive cognitive 

training process (Söderqvist et al., 2012) (g = 0.017; CI = 95%; -0.585 – 0.619). In study 3, a digital interactive 

game was effective to improve distractibility, hyperactivity and impulsivity in adults with both ID and ADHD 

(Tsimaras et al., 2014) (g = 2.333; CI = 95%; 1.225 – 3.441). Study 4 makes usage of an analogical numerical 

domino game to effectively increase children’s learning outcomes regarding numbers and the numerical 

magnitudes they represent (Brankaer et al., 2015) (g = 0.358; CI = 95%; 1.225 – 3.441). In Study 5, adaptive 

computerized cognitive training was used to effectively improve cognitive training in adults with ID (Siberski et 

al., 2015) (g = 0.248; CI = 95%; -0.577 – 1.074). Study 6 reports EF gains in adults with ID, through their 

enrolment in leisure activities that include electronically based games (García-Villamisar et al., 2017) (g = 

0.736; CI = 95%; 0.108 – 1.365). In Study 7, a CBT computer game was used to to produce clinically significant 

change in anxiety symptoms in adults with ID (Cooney et al., 2017) (g = 0.506; CI = 95%; -0.065 – 1.078).  

Study 8 supports Wii based exercises as an effective 

Proc. 13th Intl Conf. Disability, Virtual Reality & Associated Technologies 
Serpa, Portugal, 8–10 Sept. 2021 

©2021 ICDVRAT

47



tool to improve physical fitness, functional mobility and motor proficiency in adults with ID, most specifically DS 

(Silva et al., 2017) (g = 0.088; CI = 95%; -0.671 -  0.847). 

Figure 2. Forest plot for effect sizes (Hedge’s g) and 95% confidence intervals from individual 

studies. 

Using a fixed-effect analysis, the effect ratio for the eight studies was 0.417 with a confidence interval of  0.169  

to  0.666,  which  indicates  that  interventions based on serious games can increase the interventions’ outcomes 

by at least 15%, and perchance by as much as 65% in comparison with conventional methods (Z = 3.293, SE = 

0.127, p <.005). Results are shown in Figure 2. 

Figure 3. Funnel plot of precision (Hedge’s g). 

The studies have demonstrated an absence of reporting bias since the funnel plot was symmetrical, as shown 

in Figure 3. The heterogeneity between studies in the analysis is significant and moderate (I2 = 56.069; p < .05). 

4. CONCLUSIONS

The present study analysed a sample of eight studies, from an initial search including more than 400 studies, aiming 

to summarize the most recent evidence on the effectiveness of serious games in the promotion of a broad range of 

life skills in people with ID. In the sample’s summarized results, the approaches based on serious games seems to 
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show consistent gains in the promotion of several different skills in individuals with ID. The meta-analysis results 

point towards the existence of statistically significant differences between groups, being the interventions 

including serious games more effective than other conventional intervention methods.  

Considering these data, using serious games can be considered a valid approach in the process of promoting 

skills in individuals with ID, supported by enough scientific evidence to frame its wider adoption as an intervention 

methodology. The obtained data regarding the effect-sizes of such interventions allow evidence-based decisions 

in this field, aimed at supporting an increasing and enhanced inclusion of games in the daily lives of people with 

ID. In addition, the collected sample shows that significant differences are found with both children and adults, 

and in the promotion of different types of skills, including the ones related with daily life activities, cognitive 

abilities, psychotherapy outcomes, motor outcomes, or learning-related abilities. This data strengthens the 

transversal potential of serious games in biopsychosocial approaches with individuals with ID, considering their 

ability to promote several skills within one type of intervention.  This data also reinforces the prominent future of 

serious games as valuable intervention tools, with populations where the therapeutic answers are often seen as 

limited.  

Some limitations of this study may include some heterogeneity of the research designs and the requirement for 

RCT as a factor of exclusion of a significant part of the sample studies, ending with a sample size not as larger as 

initially hypothesized. Also, RCTs frequently assess pre and post skills in the samples’ individuals, without 

assessing their progress in the intervention, including motivational aspects, or other more subjective constructs, 

that can also be very relevant.  

Future research must include the studies that are being carried out, separating the analysis of effectiveness by 

more specific aspects, for example regarding the serious games, age groups, or the context where the study was 

developed. Moreover, aspects related with specific game designs, gameplay environments, and game mechanics 

should be analysed, regarding its effectiveness in the intervention, and discriminating the most suitable for the 

promotion of each group of skills. Considering the lack of experimental approaches with RCTs in this field, that 

conditioned the sample size of this study, future studies should also consider the need to adopt research designs as 

systematic as possible and to report the obtained data in detail. Other relevant aspect regarding serious games and 

ID that would be relevant in futures studies is the exploration of the transferability of the obtained outcomes to 

subjects’ daily lives, and to activities outside the scope of the study. 
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ABSTRACT 

Background: Ongoing brain dynamics predict behavior; in the case of movement intention this takes the form of 
the Bereitschaftspotential (Kornhuber et al. 1965), Contingent Negative Variation (Walter et al. 1964), and the 
Lateralized Readiness Potential (Eimer 1998), where a negative potential in the contralateral hemisphere 
corresponds to the decision of which hand will be selected in a left vs. right movement paradigm. General 
topographical and power-related findings have been well studied, and brain computer interface approaches 
utilizing machine learning classifiers are increasingly accurate at predicting upcoming movement choices from 
linear combinations of EEG channels at any given point of time. There is a clear potential to apply these 
advances to increase the effectiveness of personalized therapy of neurological dysfunction, but there is also a 
clear gap between what’s possible in a scientific versus clinical context due to limitations such as time and 
uncertainty in methodological choices. 

Objective: We present an EEG analysis pipeline optimized within the constraints of clinical applications that is 
able to detect a therapeutically relevant brain state in real-time. The goal was to find the simplest solution that 
yielded sufficient performance for each of the steps in the analysis pipeline: (1) spatial selection of EEG channels, 
(2) temporal selection of relevant time window, (3) feature extraction method, (4) classification method, (5)
number of trials. We also investigated which parameters benefit from individual calibration and where the use of
averaged optimal settings as default parameters is sufficient.

Methods: 11 right handed healthy volunteers were enrolled in this study following approval of the local ethics 
committee, and they each performed a single measurement session. The task consisted of 1080 free-selection 
trials where a virtual cube in front of the subject (go signal) was to be contacted with the left or right hand. No 
further instructions were given. 126 channel high-density EEG was recorded during the task with a sampling rate 
of 5kHz. The paradigm was built in Unity3D using C#, hand movements were tracked using the Leap Motion 
Hand Tracker. Pre-movement EEG data epochs were first reduced in dimensionality with PCA, and then features 
were extracted using ICA. In a calibration phase, we used a self-optimizing 5-fold cross validated linear model to 
then create a personalized classification model. This model, combined with an individual's ICA weights, is used 
to predict movement selection. 
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Results: We were able to reproduce previous results that successfully predicted upcoming hand use before stimulus 
onset with a significant vs. chance accuracy found in all subjects. We found a significant improvement of accuracy 
when using optimal spatial and temporal settings, up to beyond 95% accuracy in single subjects, indicating that it 
is not only the instantaneous brain state but also the trajectory in state space that is relevant. Importantly, our 
calibration pipeline was performed in under 20 minutes with modest computational equipment, suggesting the 
ability for practical use in clinical environments. 

Conclusions: With the aforementioned pipeline, we have demonstrated successful prediction of motor selection 
through pre-movement EEG data analysis, and through our calibration methodology, we are closer to closing the 
gap between clinical and scientific possibility. Our paradigm design allowed us insight into the brain-state both 
prior to the presentation of a visual stimulus, and also to include the time after the visual stimulus but prior to 
movement initiation. This capability further extends the opportunities for therapeutic advantages within XR 
through the advancement in precision timing that is synchronized with ongoing brain state fluctuations. 

In particular, we have two temporarily distinct moments of stimuli manipulation: (1) using a time window prior 
to movement onset (here, the type of the stimulus in the VR world can be controlled; i.e., the presentation of 
virtual movements), and (2) using a time window prior to visual stimulus onset (here, the type and position of the 
stimulus can be controlled by EEG; i.e., stimuli positioning). Practically speaking, we are able to administer 
rehabilitation tasks according to the “What, When, Whether Model of Intentional Action” (Brass et al. 2008); 
such that we are able to determine with some prediction accuracy what the motor intention is (I want to move my 
left arm), as well as when they want to move this arm (synchronized with the patients’ volition), and whether the 
movement will be executed (according to the reaching of a certain threshold). Each of these factors has its own 
set of specific use-cases: Knowing what the motor intention is allows us to present virtual avatars for example of 
an arm reaching toward a stimulus to those who have paretic limbs, this is akin to mirror therapy (Altschuler et al. 
1999); only in our case utilizing a top-down endogenous brain-state-driven method instead of a bottom-up 
visually-driven method. Knowing when a patient would like to move an impaired arm allows us to present 
therapeutic targets for the impaired limb at exactly the time when they might be most successful, leading to a 
beneficial reinforcement loop. And knowing whether a patient will execute a movement altogether allows us to 
create more adaptive and tailored therapy, where stimuli presentation follow the patients’ attention and 
motivation levels. Taken together, these findings are foundational blocks in the design of the larger rehabilitation 
system. 
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ABSTRACT

Motor control and learning of small range movements of upper extremities is rather important in 
rehabilitation  of  people with  multiple  sclerosis.  We  may  expect  functional  and  behavioural 
improvement in pick and place tasks due to brain plasticity resulting increased quality of life. For 
that purpose we have developed a virtual environment for pick and place of virtual cubes with 
variable sizes and behaviour. The person’s hand and fingers movement were detected by a small 
table-top 3D infrared camera and reflected in virtual environment. The objective of the study was 
to examine the impact of size and behaviour of virtual cubes on motor control, motivation and 
performance in pick and place task.

In the preliminary study 22 patients with multiple sclerosis participated. The participants were  
equally randomized in two groups; one exercising with small bouncing cubes and the second with 
large but non-bouncing virtual cubes. Within three weeks the participants carried out 10 sessions 
each lasting 30 min/day and took psychological tests and Box & blocks functional test before and 
after  the sessions.  We found significantly slower  movements  with small  and bouncing virtual 
object, but more focused, precise and challenging. The preliminary results may show guidelines 
for designing therapeutic tasks for precise small objects manipulation.  

1. INTRODUCTION

Multiple sclerosis (MS) is a disease that affects the central nervous system and reduces functionality in daily 
tasks; problems with vision, balance, coordination, functional movements, concentration, etc. It can lead to 
permanent disability, but its cause is not completely known. The neuromotor rehabilitation of patients with MS 
require several types of exercises and virtual reality (VR) and exergaming have been suggested as a potential 
tools (Massetti et al., 2016). Several studies successfully applied non-immersive equipment, rarely reported on 
advantages of fully immersive equipment (Cikajlo and Peterlin Potisk, 2019) and no evidence has been provided 
that VR approach has been superior to conventional approaches. However, there are some evidences that VR and 
exergaming is effective in improving motor function in upper extremities (Webster et al., 2021).

Grasping and fine finger movements may present an important task for persons with MS and using virtual 
objects in exergaming can increase the ability to target the desired task, change the object characteristics 
according to the required level or patients’ visual, motor or cognitive capabilities.  

The objective of the preliminary randomized pilot study was to examine the effects of different virtual objects 
manipulation on exergame performance, motivation and clinical outcomes at assumption that participants have 
had similar visual and cognitive capabilities.
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Figure 1. Exergaming with 4 different tasks BIG or SMALL & (NON)-BOUNCING objects set 
objectives for motivation and  fine neuromotor control of movement.

2. METHODOLOGY

2.1 Equipment

The  entire  system was  based  on  3D kinematics  assessed  by  the  3D infrared  camera  system Leap  Motion  
Controller  (LMC,  Ultraleap  Inc.  Mountain  View,  CA,  USA).  The  camera  could accurately  (Guna  et  al., 
2014)  detect  hand and  finger  movements  and  transfer  the  data  to  the  powerful  laptop computer  or  mini-
computer  via  USB  with  100Hz.  In  conjunction  with  the  3D  hand  model  developed  in  Unity3D  (Unity 
Technologies, CA, USA) the kinematics of the hand and fingers was presented in the virtual environment and a 
scenery for exergaming had been developed  (Cikajlo and Peterlin Potisk, 2019). For the purpose of the study 
variable sizes of virtual objects and materials were implemented. The user could choose from 2 different game 
sets: small virtual cubes with bouncing material and big cubes with (non) bouncing material (Fig. 1).

The exergame was displayed on the same computer screen for the duration of the study.

2.2 Subjects

In the ongoing randomized pilot study 22 patients (8 male, 14 female, age 50.5±12.8 years)  of the local hospital 
with diagnosed multiple sclerosis participated. 59 patients were eligible for the study according to the inclusion  
criteria  and  were  recruited.   15  participants  did  not  finished  the  study  due  to  the  covid-19  outbreak.  22 
participants  were  randomized  into 2 different  groups  that  are  not  subject  of  the presented  study.  Inclusion 
criteria: Mini mental state examination > 24, no visual disorders (use of own glasses), preserved function of 
upper extremity. 

The recruited participants were randomized into 2 groups by computer random generator to get equal number of 
participants per group. The groups followed the same assessment protocol, but with different types of virtual 
cubes:

• group G1: small and bouncing cubes

• group G4: big and non-bouncing cubes
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The study was approved by local ethics committee and all participants voluntarily provided a written consent.  
Participants could withdraw anytime without providing a reason.

2.3 Assessment protocol

The participants were seated in front of the table with laptop computer. The camera was placed on a table and 
covered the optimal working space (Fig. 1). An additional support for the participant’s arm was provided if  
needed. The participants were requested to pick the virtual cubes in the virtual environment and place them in 
the open treasure box (Fig. 1) by the dominant hand. The cubes physical model (size, weight, material, bouncing 
factor) was defined selectively for each group and was equal for all members of the group.

The task remained the same (Cikajlo and Peterlin Potisk, 2019); the participant picked and placed the cubes one 
by one into the open chest within 120 s.  The cube disappeared, when properly dropped in the chest.  If all 10 
cubes are successfully relocated earlier, then the task would be considered accomplished. The exergame started 
with 10 cubes randomly spread over the virtual environment. 

Each participant took 10 training sessions in approximately three weeks. Each session lasted less than 30 min. 
allowing the participants to accomplish the task approximately 5 times. Short 2 min. breaks were taken between 
the trials. All participants filled the Intrinsic Motivation Inventory (IMI)  (McAuley et al., 1989)  immediately 
after each session.

Clinical tests, functional Box & Blocks (BBT) (Mathiowetz et al., 1985) Test and visuospatial cognitive tests, 
Delis–Kaplan Executive Function System (D-KEFS)  (Delis et al.,  2001),  Judgment of Line Orientation test 
(JLO), (Benton et al., 1978) , (Moore and Denckla, 1999) and Frontal Assessment Battery (FAB), (Dubois et al., 
2000) were performed at inpatient hospital before the treatment.

2.4 Data analysis

If there were major differences in psychological manner between the groups, the hypothesis for FAB (Kueider et 
al., 2012) , DKEFS and JLO would be confirmed or dropped by the Kruskal-Wallis, the non-parametric test for  
the non-normally distributed data.

Clinical test BBT was used to demonstrate the effectiveness of the intervention.  The median values assessed 
prior  to  and  after  the  sessions  and  indicated  the  25th  and  75th  percentiles  with  whiskers  at  1.5  times  the 
interquartile range were calculated. By Friedman test the statistical interaction between the groups and the time 
factor were examined and the effect sized were checked by the Cohen’s U3 index. 

IMI tests were averaged across all participant in the group for each daily sessions and presented. Additionally  
statistical differences between the baseline and after training were examined with Friedman non-parametric test 
for unbalanced data.  

Kinematics analysis of the hand were carried out for each session (Cikajlo and Pogačnik, 2020) . The 4 major 
indicators were followed: average time of manipulation of the cube, total time, number of successfully placed 
cubes and number of trials.

3. RESULTS

The psychological tests (Fig 2. ) demonstrated no significant statistical differences between the participating 
groups; FAB (p = 0.57), JLO (p = 0.69), D-KEFS Visual scanning (p = 0.41), number sequencing (p = 0.63), 
letter sequencing (p = 0.09), number letter switching (p = 0.74) and motor speed (p = 0.96).
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Figure  2. Visual  cognitive  tests  of  Delis–Kaplan  Executive  Function  System  demonstrated 
differences between the groups in median value, but no significant statistical differences (p > 0.05) 
were found between groups neither with FAB or JLO. 

In average both groups performed equally with BBT after training. Group 4 had significantly higher median 
value (Fig. 3), but the Friedman test did not show significant statistical differences between the groups in time 
(χ2 = 1.607, p = 0.2049). The effect sizes were small to medium for G1 (U3 = 0.6) and none for G4 (U3 = 0.5). 

Figure 3. Box and Block Test in general did not demonstrate statistical differences between the 
groups. However, both groups showed higher median score after the training.

The  Intrinsic  Motivation  Inventory  (Fig.  4)  showed  an impact  of  the  virtual  cubes  size  and  bouncing 
characteristics on the participants perception; group G1 constantly felt a bit of stress, but enjoyed the game and  
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reported  on  perceived  competences.  On  contrary  the  group  G4  did  not  feel  tension  and  their  interest  and 
enjoyment rate dropped after 5 sessions.

Figure  4. The  Intrinsic  motivation  inventory  shows  an impact  of  the  virtual  cubes  size  and 
bouncing characteristics on the participants perception; group G1 constantly felt a bit of stress, 
but enjoyed the game and reported of perceived competences. On contrary the group G4 did not 
feel tension and lost their interest and enjoyment after 5 sessions.

Daily progress of kinematic and exergame measures (Fig. 5) was evident for the group G4. Total 
time (Time from the first touch to end) spent for the task was lower and the number of successfully 
placed virtual cubes was higher at rather unchanged number of total trials in 10 sessions. 

Figure  5. The  kinematic  outcomes  demonstrates  that  the  participants  of the  group  4  have 
significantly  decreased  the  average  manipulation  time  and  improve  their  efficiency  (inserted 
boxes).  Both groups were in general faster in performance after  10 sessions,  but  the average  
manipulation time of the cubes was much longer in group 1. This group was also less efficient.
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4. DISCUSION

The preliminary findings demonstrated significant impact of virtual objects’ characteristics on motor control and 
exergame performance in the group of patients with MS with equal visual and cognitive capabilities. The limited  
clinical  measures  with  BBT  estimated  only  hand  performance  and  showed  progress  which  could not  be 
confirmed statistically at this stage of the study.

As people with MS often suffer from vision problems and often have poor coordination, VR and exergaming 
may improve the small  object  manipulation function at least  in short term. The variaty of virtual  objects is 
important for the control of difficulty level, task objectives and as demonstrated in the study also fine motor  
control in upper extremities. At last and perhaps the most important outcomes of IMI are significant influence on 
the exergame performance. We found that the motivational factors like enjoyment, interest and stress may play 
an important role in expected clinical outcomes.
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1. FRAMEWORK
Virtual Reality (VR) has become a useful and effective resource in the field of psychology, namely in the 
treatment of anxiety, pain, and stress, and increasing well-being. Considering the efficacy of VR-based treatment 
for anxiety and related disorders, this resource has been considered as an alternative to an in vivo exposure for 
relaxation routines. Although VR effectiveness in treating anxiety disorders, pain, and stress has supported its 
increasing use in psychotherapy (Chandrasiri et al., 2020), the adoption of VR in relaxation training is not well 
documented.  

While some authors report on the potential use of VR to promote relaxation and reduce stress and 
physiological activation, promising a relevant potential to improve and regulate emotional states (Pizzoli et al., 
2019), there not many studies exploring the effectiveness of VR in reducing psychological. As relaxation is a 
cross-strategy for mental health problems, relaxation routines should be mandatory in any psychotherapeutic 
treatment plan (Tsitsi et al., 2017).  

Relaxation can be defined as a decrease in the tension or the intensity of activation of the physical and mental 
dimensions (Andersen et al., 2017), which are mediated, at least in part, by a parasympathetic (or vagal) 
activation.  This definition does not include reference to any physiological parameter value, nor does indicate 
how long does a patient takes to attain it. Relaxation seems to be an indicator of a positive lifestyle, mental 
health and, particularly of a positive outcome of the therapeutic approach (Charalambous et al., 2016). As such, 
virtual activities that can induce a state of relaxation must be included in existing and future VR therapeutic 
solutions. 

The objectives were to develop a VR environment (VRE) for relaxation in order: (i) to estimate the time 
needed to reach such state in this environment, assessed by using physiological parameters as heart (HR) and 
respiratory (RR) rates along with relaxation perception through self-reports; and (ii) to assess the avatar´s impact 
when included in a VRE.  

2. METHOD
Sixty nine young healthy Portuguese adults with a mean age of 28.14 years (SD = 12.29) were randomly 
allocated in one of 3 different conditions: 1) relaxation in VRE listening to relaxing instructions delivered by      
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a synthetic agent (SyA; avatar) with a female voice; 2) relaxation in the same VRE while listening to the 
same instructions but aired by a radio set to the female voice from a radio; and 3) waiting to the end of the 
experience without relaxing instructions (control condition). 

Participants were fitted with sensors to record HR and RR in order to obtain the 1st baseline evaluation 
(when seated, awake, in silence, but immersed in the virtual environment without other additional stimuli) 
following an activation task (matching game) for one minute. This task was followed by 12 minutes (relaxation 
period) guided relaxation task for participants in condition 1 and 2. 

The guided relaxation exercise includes diaphragmatic breathing (slowing down respiration cycles, shifting 
to longer exhalations compared to inhalations, changing the respiration locus from the thorax to the abdomen) as 
well as guided imagery and visualization. 

At the end of the exposure, all participants completed the Self-Assessment Manikin (SAM), the open-ended 
questions about the VR and the perception of relaxation, along with the self-report questionnaires for presence, 
immersion and cybersickness. 

Regarding the materials and the equipment used, the experimental task was developed for VR using a laptop 
PC connected to an Oculus Rift S headset. This experimental task was developed by students from videogames 
degree in University Lusófona de Humanidades e Tecnologias (ULHT) from Lisbon (Portugal) that also 
developed the SyA model in iClone (Reallusion). The voice used in the relaxation routine was recorded from a 
senior psychologist in an ambisonics format, being imported to iClone for face animation and lipsync. 
Psychophysiology recording was done with a Biopac MP36 (Biopac Systems) using the respiratory belt 
transducer and the 3-lead ECG from Biopac in the Acq Knowledge Data Acquisition and Analysis Software 
(Biopac). 

3. RESULTS
After 1 minute of relaxation, it was observed a decrease (p < .05) in HR and RR. The major variations occurred 
during the second minute of the relaxation routine (that corresponded to the VR breathing suggestions) with a 
decrease in HR and RR (all p’s < .05). No differences to the baseline were found beyond the third minute of the 
relaxation task. The use of the SyA had no significant impact upon the guided relaxing exercise. 

Regarding the qualitative data, 90% reported feeling relaxed, occurring mostly at the initial stage of the task. 
The participants emphasize, as main contributions for the relaxation, the voice/instructions and the breathing 
suggestions, which concur with the physiological data. The general VE and the voice were positively 
highlighted. Details of the environment (e.g., objects’ disposition) and the control devices were less positively 
evaluated. 58% suggested some changes in details of the environment (e.g., size and arrangement of objects), 
luminosity and sound quality. 

Overall, these data suggest that the relaxation task was effective for decreasing activation from the activation 
period within the initial phase of the virtual relaxation task. No significant differences were found between 
conditions for presence, immersion and cybersickness. 

4. DISCUSSION AND CONCLUSION
The sense of control of the task – guided relaxation exercise – as measured by RR and by the verbal feedback 
from the participants, showed that the instructions induced relaxation. 2 minutes after the relaxing instruction 
(aired by SyA or radio set) start, 90% of the participants felt relaxed. The significant decrease observed in RR 
after 1 minute of relaxation suggest a cardiorespiratory parasympathetic control induced by the relaxation 
instruction (both SyA and radio conditions, but not in the control condition where no relaxing instruction was 
given). The sense of presence and of immersion were apparently a cornerstone for this VRE. The realism factor 
was possibly responsible for the participants to score on presence questionnaire significantly higher than an 
average participant. 

The qualitative results reinforce the sense of presence in the VE, given that 90% of the participants report 
feeling the relaxation experience right in the initial phase of exposure (perception corroborated by the 
physiological data) and are highlighted by the VRE features reported as relevant factors for relaxation. All 
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these aspects are related to realism factors mentioned above - namely aspects associated with the SyA 
(voice and instructions provided by the SyA) and the VRE in general. 

The present work provides information on the peripheral physiological responses that best describe relaxation 
when conducted in a VRE, establishes an estimate duration and avatar’s non-invasive role in a guided relaxation 
exercise. Based on this information, VRE may become an additional resource to the therapist's work when 
intervening in anxiety disorders and/or when homework is assigned to patient as well as a source of wellbeing. 
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ABSTRACT 
The sense of embodiment refers to the ensemble of sensations of having, being located, and 
controlling a body mostly generate with various immersive technologies. The aim of this study is to 
investigate the feasibility of the 360-degree video to induce the sex-body swap from male real body 
to female virtual body, and to explore the correlation with the sense of presence, the cyber-sickness, 
and the psychological variables related to machismo trait. 

1. INTRODUCTION

In the past decade, several studies have demonstrated the potentiality of Virtual Reality (VR) to induce the sense 
of embodiment (SoE), referred to a multisensory brain processes that give the illusion to have, move and be in the 
virtual body (Ehrsson, 2007). The body swap illusion could be induced using different VR systems, such as an 
ensemble of cameras connected to the Head Mounted Display (HMD), the optitrack suit that permits to display 
the body of the users into the virtual scenario, the machine to be another connected to the HMD (Matamala-Gomez 
et al., 2021). An alternative system able to induce the body swap illusion is the 360-degree camera, an affordable 
technology that record the surrounding environment (Repetto et al., 2018). 

In previous studies, the SoE experienced by the participants during the study has been mostly based on the 
analysis of “external” factors such as the VR systems adopted or the avatar embodied, but the users’ differences 
remain poorly researched (Dewez et al., 2019). However, during the embodiment induction some participants 
easily experience the illusion, and they drag themselves into the experience, while others are resistant to this 
experience (Dewez et al., 2019). Following these observations, the present work investigates how the sense of 
presence, and the individual psychological dimensions could influence the SoE, specifically in a gender body 
swap. The present study aims to investigate the feasibility of the 360-degree immersive video to generate the SoE 
in terms of location, ownership and agency; and to explore the associations between the SoE and the sense of 
presence, the cybersickness and the psychological variables associated to machismo trait. 

2. METHOD
2.1. Participants 
The study is addressed to male population. The exclusion criteria were: (1) being a man younger than 18 y/o, (2) 
having physical problems that could inhibit free movements; (3) history of SH with legal consequences; (3) use or 
abuse of drugs; and (4) receiving psychological treatments.  
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2.2. Measures 

Sociodemographic Questionnaire; Interpersonal Reactivity Index (IRI) - internal consistency ranged from α = .60 
to α = .87 -; Toronto Alexithymia Scale - internal consistency ranged from α = .51 to α = .91 -; Machismo and 
Caballerismo Scale - internal consistency: machismo (α = .80) and chivalry (α = .78) -; Embodiment, Presence, 
and Sickness - internal consistency: α = .88, α = .46, α = .87 -. 

2.3. Implementations and apparatus 

The 360-degree video was recorded with the LG360-
105 camera, and it was edited with the Adobe Premiere 
Program. The video was recorded by a woman sit on a 
chair while doing some slow movements with their 
limbs. To generate the first-person perspective, the 
camera was fixed on the woman head. During the 
experiment, the video was played with the HMD 
through the VRPlayer software, and the participants 
were invited to synchronized as much as possible their 
movements with the performer to generate the body 
illusion (Fig 1).   

3. RESULTS

Participants: 44 males (Mage= 26.20, SDage= 8.36). Embodiment scale: one-sample t-test indicated that embodiment 
scores were significantly greater than the chance level of 4 for location (M = 5.82, SD = 1.33), t(43) = 9.04, p < 
.001, and ownership (M = 5.12, SD = 1.10), t(43) = 6.79, p <.001; but not for agency (M = 4.28, SD = 1.50), t(43) 
= 1.24, p = .222. Sense of presence scale: (M = 5.23, SD = 1.00) were also greater than the chance level of 4, t(43) 
= 8.23, p < .001. Cybersickness: (M = 4.64, SD = 2.02) was also greater than the chance level of 4, t(43) = 2.09, p 
= .043. Moreover, results showed significant relationship between the sense of presence and the factor of 
ownership r (44) = .57, p < .01, and location r (44) = .62, p < .01, but not for agency r (44) = .26, p = .08 of the 
embodiment scale. The cybersickness correlate with ownership r (44) = .31, p < .05. No significant relationship 
between SoE and other factors were found.  

4. DISCUSSION

The preliminary results of the present work showed that the 360-degree immersive video could be an efficacious 
instrument to induce the body swap illusion from male to female body. Results showed that male participants had 
a significant high sense of location and ownership of the female body, but not a high sense of agency. The low 
score in this dimension of the SoE could be explained because the 360-degree video was pre-recorded, so 
participants simply followed the movements of the female performer, but they are not free to do the movements 
they want. Moreover, results showed that the sense of presence and the cybersickness play an important role on 
the sense of ownership, so the quality of the environment and the predisposition of the participants should be 
considered in studies based on the embodiment paradigm.  
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Figure 1. The 360-degree video: (a) = recording the 
video; (b) = participant’s perspective; (c) = man 

participant doing the experiment. 
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ABSTRACT 
Psychological evaluation and, specifically, clinical interview are recourses in psychology practice 
that require adequate skill training to simultaneously gather information while establishing a 
therapeutic relationship. Literature points out the use of virtual patients (VPs) as a potential tool 
for training these skills. This study attempts to identify the adequate procedure to conduct a 
clinical interview, with the purpose of developing a protocol for the first session for training of 
MSc students and/or junior psychologist trainees, and further apply this in the training of VPs. 
Focus groups were held with psychologists to validate the content of the clinical interview guide. 

Keywords clinical interview, clinical case, training model, virtual patient, focus-group 

1. INTRODUCTION
Psychologists’ professional activity is essentially “the promotion of physical, psychic, and social wellbeing of 
persons, organisations, and communities” (OPP, 2016, p.18). Furthermore, evidence-based practice (EBP) – 
defined as “the integration of the best available research with clinical expertise in the context of patients 
characteristics, culture, and preferences” (APA, 2006, p. 273) – is essential in all activities of professional 
practice, including psychological evaluation. Considered one of the central competencies and most frequent 
activities in the professional practice of psychologists, psychological evaluation assumes the appropriate use of 
techniques and evaluation instruments, requiring specific competencies, although the judge and responsibility of 
these competencies is up to the professionals’ self that undertakes great risks (OPP, 2011, 2016). 

Psychological evaluation involves the integration of information from various sources beyond the application 
of psychological tests, for example history case, verbal and non-verbal behavioural observation, collateral 
reports and historical documents, and represents an initial phase of psychological practice (Groth-Marnat, 2003). 
Considered an exclusive act of psychology, it assumes the appropriate use of techniques and evaluation 
instruments requiring specific competencies acquired from updated personal and scientific experience and 
training according to theoretical and scientific assumptions which demonstrates the need for efficient teaching 
and training methods (OPP, 2016). The clinical interview is considered one of the most frequently used methods 
in psychological evaluation, which serves the purpose of establishing an empathetic relationship, obtaining 
information, evaluating psychopathology, providing feedback, conceptualising the problem(s), formulating 
hypotheses, selecting and defining therapeutic goals, and evaluating therapeutic processes and results, 
consequently affecting therapeutic success (Buela-Casal, 2004; Okamato, Dattilio, Dobson, & Kazantis, 2019). 
The model and degree of structure of the interview is presumed to influence the dialog during the interview, the 
course of the interview, and the register and interpretation of the information. Theoretical orientation and 
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personal characteristics of the psychologist may also influence the achievement of the goals of the clinical 
interview, as may the use of basic interviewing techniques (Weiner, 2003).  

In this sense it is necessary to use an adequate approach in training, as concerns regarding the influential 
factors of the interview arises. The psychologist must be competent in guiding the interview while gathering 
relevant information from different topics of the clinical history. Simultaneously, one must follow the thought 
process of the client with minimum intervention (Buela-Casal, 2004). The psychologist must also be competent 
in clinical observation, namely in verbal and non-verbal communication, to gather information for the mental 
state examination occurring throughout the duration of the interview (Correia & Paulino, 2014). Furthermore, 
empathetic commentaries and summarization can be perceived as positive, reinforcing perceived active listening 
and empathy (Sommers-Flanagan & Sommers-Flanagan, 2003). The use of basic interviewing techniques allows 
one to better conduct the interview in order to reach the main goals of the interview, and assumes the necessity 
of specific competencies for adequate use, for example regarding a relationship of trust between psychologist 
and client (Weiner, 2003a). 

Psychotherapeutic skills do not have a scientifically based training model, resulting in the co-existence of 
several methodologies and criteria in the implementation of training programs and supervision (Allen, Littlefield, 
& Schmidt, 2018). Investigation on the efficacy of these different methods becomes quite challenging, especially 
in the use of adequate design methodologies, resulting in scarce and inconclusive results (Callahan & Watkins, 
2018a, 2018b). From what is known regarding conventional training methods, role-playing is commonly used for 
evaluation and training of basic interviewing skills and use of basic interviewing techniques as it is done by 
direct observation (Barney & Shea, 2007). For healthcare students, this method has been proven to promote 
reflection, insight, and positive attitudes social norms and perception of behavioural control in training 
healthcare professionals in the evaluation of suicide (Rønning & Bjørkly, 2019; Grylewicz et al., 2019). 
However, a major disadvantage can be an unnatural interaction that may not be authentic and may not represent 
the possible challenges one may face in clinical practice. Additionally, there is less control of the course of the 
interview by a supervisor (Tufford, Asakura, & Bogo, 2018).  

The use of standardised patients, a commonly used method for health care professionals, implicates the use of 
actors posed as patients, and is significant for evaluation and training of diverse skills for professional practice in 
healthcare, demonstrating facial validity and effectiveness in allowing learning and practice in a controlled 
environment (Künhe, Ay, Otterback, & Weck, 2018; Keiser & Turkelson, 2017). It is considered effective for 
the development of basic interviewing skills (Logie, Bogo, Regher, & Regher, 2013; Washburn, Bordnik, & 
Rizzo, 2016), communication skills (Neurderth et al., 2018) and clinical competence (Oh, Jeon, & Koh, 2015; 
Williams & Song, 2016). Disadvantages to the use of standardised patients are: financial cost; recruitment 
selection and training method; and human resources. In the same manner, it is challenging to enable a great 
diversity of simulated scenarios and an authentic portrayal of symptoms in a consistent manner (Keiser & 
Turkelson, 2017; Künhe, Ay, Otterback, & Weck, 2018; Parsons, Kenny, & Rizzo, 2008; Kenny, Rizzo, Parsons, 
& Gratch, 2007a). In this sense, a certain impossibility to present a completely controlled environment for 
training skills is evident (Stevens et al., 2006).  

Virtual Reality (VR) has recently emerged in this context in different fields, namely medicine, nursing, social 
services, clinical psychology and psychotherapy, specifically for the evaluation and training of clinical reasoning 
skills (Forsberg, Ziegert, Hult, & Fors, 2016), skills in anamnesis and differential diagnosis (Maicher, Danforth, 
Price, & Zimmerman, 2017) and communication skills (Bracq, Michinov, & Jannin, 2019). In healthcare, VPs 
are potentialized as computerized interactive simulations for training, education and evaluation (Konowicz, et 
al., 2019), as they can replicate authentic and controlled interactions in virtual clinical scenarios while 
representing patients in a real manner. Advantages of using VR in training skills are: ecological validity in the 
use of instruments on the evaluation of professional competencies; immediate feedback of performance and 
efficiency during training (Parsons et al., 2008); and repeated practice in a safe environment with no real risk of 
prejudicial consequences in a real or even standardised patient (Stevens et al., 2006). Additionally, VPs enable 
an authentic portrayal of the clients’ verbal and non-verbal behaviour (Kenny et al., 2007a). Specifically, in the 
context of mental health, the concept of interview skills is presented in second plane as the focus has been on 
development of realistic VPs (Parsons, Kenny, & Rizzo, 2008; Kenny et al., 2009; Kenny et al., 2007b). The 
application of the simulation method still requires the comprehension of a single and efficient training model that 
is not yet properly defined in psychology itself. It also requires understanding the process of the interview in 
clinical practice, that might help in the construction of a model (Callahan & Watkins, 2018a, 2018b).  
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Literature regarding this theme leads to the questioning of how the clinical interview should be conducted. In 
the present study, the goal is to develop a protocol for the first session of the clinical interview for pedagogical 
purposes in the training of Msc students and/or junior psychologist trainees, and to further apply this in the 
training with VPs. The methodological design is one of a qualitative approach, consisting in the use of focus 
groups with psychologists.  

2. METHOD

2.1 Participants 

The sample consisted of 2 groups of 3-4 psychologists, summing up to a total of 7 psychologists selected 
according to the convenience method. Inclusion criteria were clinical psychologists in Portugal with experience 
in the practice of psychological evaluation with adults.  

2.2 Instruments 

2.2.1 Focus group discussion guide. An orientation guide was elaborated to run the focus groups, and held 
various sections for discussion, namely: the adequacy and quality regarding the clinical interview guide and each 
section in detail; the adequacy and authenticity of the elements composing the clinical history case and of the 
dialog between psychologist-client; and a discussion of the proposal of the clinical interview guide and questions 
regarding the proposal for various disorders.  

2.3 Procedure 

The project was first presented at the ethics committee of the Faculty of Psychology and Life Sciences of 
Lusófona University in Lisbon, Portugal, for approval. Posterior to this process, potential participants were 
contacted and invited to collaborate in the study via e-mail by the investigators. A brief description of the study 
and additional information regarding the focus group, as well as the documents for the discussion were included 
in the e-mail. The informed consent was requested to be signed and sent to the investigators prior to the focus 
group, and contained matters regarding conditions for participation, confidentiality and authorization for video- 
and audio- recording. As responses were received, efforts were made to ensure that the focus groups were held in 
accordance to the participants’ schedules. Given the Covid-19 Pandemic and associated contingency measures, 
the focus groups were held through the videoconferencing platform Zoom. All recorded sessions were eliminated 
after an ipsis verbis transcription for further analysis.  

The focus group held various phases, namely the presentation of the investigators, group participants, the 
project and objectives, followed by the discussion of two documents – a clinical interview guide and a clinical 
history case. Regarding the documents, a Portuguese interview guide for behavioural evaluation (GEAC; 
Gonçalves, 1990) was adapted by the investigators of the study and used as a baseline for discussion, containing 
four main sections – initiation, global functioning, problematic areas, and finalisation. Each section contains 
themes that in itself contain questions or topics to be asked to the client. Additionally, following a literature 
review, a clinical history case that represents adjustment disorder was developed as a dialog of a possible verbal 
interaction between psychologist-client, respecting the items most commonly found in clinical cases. Both were 
distributed via e-mail for prior review on behalf of the participants.  

2.4 Data Analysis 

Content analysis was used as the study underlies a descriptive and exploratory nature. Following the steps and 
procedures suggested by Erlingsson and Brysiewicz (2017), an inductive logic permitted the continuous process 
of coding and categorization of the data from participants’ reports. Software Nvivo10 was used for the 
organization and codification of the data.  

4. RESULTS
Given the objectives of the study, initially the results regarding the evaluation of the clinical interview guide are 
presented and, secondly, the evaluation of the clinical case. Regarding language purposes, the excerpts of the 
focus groups were translated for the purpose of this paper with great concern for authenticity insured by words 
and expressions used by the participants. 

Proc. 13th Intl Conf. Disability, Virtual Reality & Associated Technologies 
Serpa, Portugal, 8–10 Sept. 2021 

©2021 ICDVRAT

66



4.1 Evaluation of the clinical interview guide 

Participants’ reports in both focus groups regarding a general appreciation of the clinical interview guide was 
considered as mainly positive aspects of completeness and good structure, as the first focus group (FG1) 
considers “it seemed globally well to me in terms of organization. The guide has a family history, vocational, 
then has a professional history, relational to health history and developmental aspects” as the second focus group 
(FG2) refers “The guide is very complete, it’s well structured. It focuses various different areas that are 
important to evaluate; I think it gives us a lot of information that, sometimes, we don’t remember”. Nonetheless, 
throughout the focus groups, several suggestions were made and discussed to further the adequacy of the guide. 

Table 1. Global appreciation of the clinical interview guide. 

FG1 FG2 
Positive aspects 

Complete and well structured 11 4 
Integrates the important areas in evaluation 1 4 

Suggestions  
Reorder: motive – problematic areas – developmental aspects 11 17 
Reformulate the questions – simpler and more adequate to the language of 
the client  

10 3 

Diminish the extension or necessity of more than one session or a longer 
one 

3 6 

Reformulate life competencies and developmental aspects, regroup repeated 
areas 

1 7 

1 Number of references per category 

Firstly, both focus groups consider a reorder of the sections of the clinical guide, respectively ‘motive’, 
‘problematic areas’, and then ‘developmental aspects’. Participants also suggest reformulating some questions in 
a simpler and more adjusted manner to the clients’ language. Furthermore, it is consensual that questions from 
the ‘life competencies’ and ‘developmental aspects’ are the sections that are most in need of reformulation, 
respectively reorganization and regrouping to avoid repetition.  

A more detailed analysis of each section was executed. The professionals recognised the pertinence and 
adequacy of the questions and made suggestions considering their professional experience. These suggestions 
are similar to the general appreciation, centred on: the reformulation to a simpler and flexible question format in 
regard to the case and responses of the client, and the reorganization of some sections. 

Table 2. Detailed analysis of the sections of the guide. 

Suggestions FG1 FG2 
Sociodemographic information  

Replace ‘sex’ by ‘gender’ 3 3 
Global functioning  
   Family History 

Put according to the case and include with whom you live and the family 
network  

7 6 

Do not detail the relationship and identification 1 2 
   Relational History 

Rephrase to current significant relationships (not exclusively romantic) 3 10 
Withdraw or reformulate the number of relationships 3 1 

   Health history 
Focus on mental health 3 2 
Reformulate or simplify to more open questions and include physical 
condition here  

4 5 

Developmental aspects  
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   Love, marriage, family, carreer 
Include, love, marriage, intimacy, in relational history and career in 
professional history  

5 5 

    Competence, autonomy, values, identity 
Less specific, open and more flexible questions 6 24 
Remove values 1 1 

Life competencies 
Less detailed, more open questions 3 4 
Remove values and specificity of group work and conflict 2 3 

Problematic areas 
Add expectations relative to the treatment 1 3 
Include emoticons and cognition components 2 1 

Finalization 
More in-dept – explore goals and provide feedback 2 6 

Firstly, regarding the sociodemographic information section, they suggest the replacement of the word ‘sex’ 
by ‘gender’. In the ‘global functioning’ area, the focus was on three specific sections. Considering ‘family 
history’, the indication is to contemplate constructing specific questions in function of the case of the client and 
to include questions about who they live with currently as well as the family network. However, both focus 
groups suggest refraining from detailing the type of relationship and to repress solicitating specifically, the 
identification of persons. For ‘relational history’, there is a need to reformulate questions in the sense of current 
significative relationships as opposed to exclusively intimate relationships. They also suggest removing or 
reformulating the question regarding the number of relationships. In ‘health history’, the inclusion of mental 
health, reformulating and simplifying questions to a more open format and inserting here the ‘physical health 
condition’ sub-section from the ‘life competencies’ section is also highlighted. 

Both groups, for the ‘developmental aspects’ section, propose regrouping the subsections ‘love-marriage-
intimacy’ into ‘relational history’ and moving ‘career’ to ‘professional history’ while avoiding repeating 
previously explored areas. The subsections ‘autonomy’, ‘competency’ and ‘identity’, necessitate less specificity 
and more open and flexible question and, additionally, participants suggested removing the ‘values’ sub-section. 
In the same sense, they highlight suggestions for ‘life competencies’, indicating less detail and open questions, as 
well as the removal of the question regarding values and the specificity in the group work and conflict questions 
so to not limit these aspects in the interpersonal relationship questions. Furthermore, recommendations for the 
‘problematic areas’ sum up to addressing the expectation the client holds regarding the treatment and including 
the emotional and cognitive components to the problem beyond just the behavioural component already present. 
FG1  

In the finalization phase, it is consensual that the objectives with the client be explored, and that the therapist 
provide feedback of the interview, as FG1 states “It would be this area to give some feedback”, and FG2 
similarly adds “I think it might be important for the establishment of the therapeutic relationship to talk in this 
section about the therapeutic goals, the expectations for the treatment, to give some feedback about what was 
heard during that first session, to give space to the person to clarify something, to add something, to clarify any 
questions one might have about the session or the structure of the next”.  

4.2 Evaluation of the clinical case for the VP 

Both focus groups identify mostly positive aspects regarding adequacy and pertinence for student learning and 
training when it comes to the evaluation of the clinical case. FG1 mentions “from a pedagogical point of view, 
the choice of someone with this age helps the process of comprehension as well as the way how the answers are 
constructed. So, I think you can manage that the young person, usually young, gets familiar with these questions 
of initial interviews and that can understand the broad approach of what is intended. From a formative point of 
view, it is very adequate, the questions are quality questions and are well formulated, the way they should be 
formulated”, as FG2 denotes “For this case in particular, the guide ends up being pretty adequate. I think it is a 
good exercise. There is loads of work here and it is an extremely relevant work from the formation of students’ 
point of view. Many times, people feel extremely anxious to do the first interview with someone and 
so 
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everything that can give structure, security, and training is good. It is an important basis of work, important from 
an academic point of view but also is important in the point of view of clinical practice”. 

Table 3. Evaluation of the clinical case. 

FG1 FG2 
Positive aspects 

Adequate and pertinence for the training of students 4 6 
Realistic replies from the client 7 1 

Suggestions  
Feedback from the therapist throughout and at the end of the interview – 
validate the client 

1 2 

Semi structured guide with different possibilities of questions depending on 
the case  

3 8 

They also positively highlight the adequacy of the dialog constructed for the client. Despite this, they offer 
two suggestions that emerged from the discussion in the both groups and that might contribute to further the 
sense of realism of a session with the client. The first encounters the necessity to have some kind of feedback 
from the therapist throughout and at the end of the interview, as it is important to validate the report and 
experience of the clients, that is further acknowledged in previous literature. Furthermore, they consider the 
guide to be a semi-structured guide with different possibilities or ramifications of questions depending on the 
case.   

5. DISCUSSION AND CONCLUSION
As VR enables the development of diverse applications for the training of essential skills needed in clinical and 
non-clinical contexts, the necessity to comprehend the process during the conduction of a clinical interview is 
still to be addressed and taking necessary steps in establishing a model for training clinical interview skills are to 
be made, as efforts to potentialize VPs in training psychotherapeutic and interview skills in students are scare 
(Latham et al., 2019). The current study represents a first step for validation of a pedagogical resource of clinical 
interview. Various themes identified by psychologists have contributed to the development of a clinical 
interview guide and clinical case, for the construction of an appropriate interaction with a VP. 

Certain topics explored in the focus group are mentioned relatively broadly in literature concerning 
psychological evaluation. The focus groups resulted in several topics to have in account regarding how the 
clinical interview should be conducted and further contributed for the validation of a clinical interview guide and 
a clinical case for the construction of a VP for student training. Generally, the clinical interview guide is 
considered complete and covers all important areas to explore in a clinical interview. The main suggestions were 
towards ameliorating the guide, with modifications in the order of the sections, and regrouping questions, in 
order to diminish the repetitive nature of the guide and extension of the interview so to be executed in just one 
session, and also reformulating questions to be more open and flexible. Additionally, the inclusion of the 
emotional and cognitive components was pointed out, that are compliant to the cognitive-behavioural model, as 
it holds a more significant expression in empirically validated interventions.  

Regarding the discussion of a semi-structured format of the guide, it was considered the most adequate form 
for information-gathering as it allows a guided but flexible exploration (Buela-Casal, 2004). In this sense, the 
validation of the guide considered the value of a flexible guide according to the client, as initially intended. 
However, interesting suggestions of a flowchart for a personalised alignment of the questions of the interview 
was considered. Future studies may consider the utility of the development of a flowchart as a branch-like 
decision-making system, that provides the opportunity for the trainee to learn through multiple-choice options of 
verbal interaction with the VP, while receiving feedback from the system itself regarding the adequacy of the 
options. Regarding the clinical case, it may need adjustments to adapt to the suggested modifications. As 
progress is made on the guide and the clinical case, we identify the need to promote a future focus group in order 
to produce a definitive guide to be used with a VP, that will then be presented to students who may also integrate 
a focus group to contribute to the validation of the applied guide and VP as a pedagogical resource in students 
training.  
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This study intends to be the first step to understand the adequate procedure to conduct clinical interviews, 
specifically by validating the areas and topics that should be addressed during a first session for future training of 
psychology students. Another concern was related to the realism of the script for the VP. This study presents 
some limitations regarding procedures: (1) a non-limiting inclusion criteria allowing a diverse sample of clinical 
psychologists with different theoretical orientations and/or with area- or population-specific experience may 
have not facilitated the level of accordance regarding certain topics of discussion; (2) the lack of a prior 
exploration of the topics to address during a first session of psychological evaluation in accordance to the 
psychologists experience may have limited the psychologists to only regard topics validating a general clinical 
interview guide without freely considering all important aspects of a psychological evaluation, for example, 
exploration of the types of basic techniques used during a clinical interview. In turn, future studies should still 
address other important aspects regarding the interview that need to be explored such as, basic techniques and 
clinical observation, verbal and non-verbal wise, with the same method of the current study. VR may further 
potentialize studies regarding the skills of the assessment of a patients’ non-verbal behaviour and other aspects 
of the process of the clinical interview. 
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ABSTRACT 

Recently studies have been focusing on behaviour changes (of approach and avoidance) towards 
agents in virtual reality. This paper aims to explore cognitive construction of a complementary 
relationship with an agent in virtual reality through a brief interaction in a virtual task. An 
experimental study was conducted through a brief interaction in a virtual task. Results suggest the 
importance of cognitive flexibility and complementary anthropomorphic projection of the agents in 
the construction of a relationship with a virtual agent. Findings also contribute to creation and use 
of virtual reality tools based on communication in a function-led approach, as well imply a critical 
view of models and scale to assess anthropomorphism and complementarity in virtual reality. 

1. INTRODUCTION
The usefulness of virtual reality (VR) is already proven in terms of neurocognitive training (Gamito et al., 2019; 
Oliveira et al., 2017), highlighting not only results, but also the bet on ecological validity at the methodological 
level, focusing on a function-led approach, and not only on the typical construct-driven, psychometric approach 
(Gamito et al., 2016; Oliveira et al., 2014, 2017). 

However, although the relevance and impact of the possible use of virtual agents (VA) is highlighted at 
the level of communication systems adapted to health, education, and management (Bailenson, 2018; Fox et al., 
2015; Shriram, Oh & Bailenson, 2017), there are no studies or methods applicable to the level of neurocognitive 
training and clinical cyber therapy regarding communication disorders with cognitive origin or to intervene at the 
level of interpersonal relations. 

A solution to this gap can be achieved by using non-player characters (NPCs) (Bender & Spat-Lemus, 
2019; Daher et al., 2017a; Rosenfield et al., 2019). 

The main objectives were: (1) to identify whether cognitive flexibility influences the anthropomorphic 
and complementary construction of an NPC; (2) to identify whether cognitive flexibility influences the 
construction of relationship with an NPC; (3) to identify whether the nature of VAs is anthropomorphized and 
perceived as complementary in relationships; and (4) to identify whether there is a greater emotional response, 
through skin conductance level, in the groups that interact with the agent. 

2. METHOD
A sample of 53 adult participants with or attending higher education was studied, divided into a control group of 
20, and two experimental groups, one of 20 and another of 13 participants. 

The first experimental group interacted with a virtual agent through the Oculus Rift equipment, knowing 
that it was a non-player character (NPC) that communicated verbally. The second group interacted with the same 
virtual agent but was informed that it was an avatar controlled in real time by another person. In the present 
study, a neuropsychological assessment instrument for cognitive flexibility (Wisconsin Card Sorting Test), an 
instrument 
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for measuring dermal conductance (using OpenSignals and SuperLab), an instrument for evaluating relational 
models (Modes of Relationships Questionnaire) and two instruments were created to assess the complete 
anthropomorphic perception of the virtual agent. 

3. RESULTS
Results confirmed an effect of cognitive flexibility on the anthropomorphic and complementary perception of 
NPCs and on the application of relational models towards NPCs. An effect of the nature of the agents (NPC vs 
Avatar) in the application of relational models being mediated by the complementary anthropomorphic projection 
of the agents. The previous interaction with the virtual agent, perceived as an NPC, showed faster skin conductance 
responses with images of the NPC. 

4. CONCLUSIONS
These results are of great relevance in the development of methods that facilitate the use and adequacy of virtual 
agents at the training level, not only neurocognitive, but also in the psychiatric scope.  

The present study contributed to the understanding of the impact of cognitive flexibility in the 
construction of a complementary relationship with a VA. This allows to enhance the production of tools and 
methods in VR of neurocognitive training, with ecological validity and aiming at a function-led approach in terms 
of communication. 
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ABSTRACT 

This paper reports the development of a specialized tele-guidance-based navigation assistance 

system and results of user studies conducted with eleven blind and visually impaired people (VIP) 

who were assisted in navigation by a remote sighted caretaker through it. The navigation scenario 

was tested with two alternative haptics methods for directional guidance using 1) two vibrating 

actuators, and 2) one vibrating actuator with differentiating vibration patterns for different cues. The 

results of the study showed a positive feedback from blind and VIP towards the proposed navigation 

assistance. From two alternate haptics actuator guiding methods, full blind subjects preferred one 

with two actuators, while partially blind/VIP preferred one using single actuator. 

Keywords: Visual Impairment, Navigation, Remote Assistance, Haptics, User Experience, 4G 
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1. INTRODUCTION

Estimates from recent studies on global health show that 217 million people suffer from visual impairment, and 

36 million from blindness (WHO, n.d.). The affected ones have their autonomy compromised in terms of 

everyday tasks, with the emphasis on activities that involve moving through an unknown environment 

(Golledge et al., 1996). The ability to explore neighborhood independently and to travel to a desired destination 

is required for a satisfactory level of quality of life and independence (Tverky, 1993). Although VIP and 

blind people learn navigation and orientation techniques through special training but it has been reported that 

thirty percent of them never leave their homes alone (Clark-Carter et al., 1986; White & Grant, 2009). Moreover, 

only a fraction of VIP and blind people travel independently to unknown destinations (Golledge, 1999). It is 

important to notice that the percentage of VIP and blind  who never undertake a travel alone has remained 

unchanged in decades, despite the fact that more and more advanced assistive tools have become available 

(Balata et al., 2015). Blind and VIP frequently require assistance from other people in order to do daily chores 

of life, especially when navigating to unknown places. The problem often is that a person acting as a caretaker 

might not be always physically available for assistance. Recent technological advancements and miniaturization 

of electronics has enabled development of real-time sight-based guidance systems through audio and video 

communication remotely over the Internet. 

This paper presents development of a specialized tele-guidance based navigation assistance system and 

results of field tests conducted with it eleven blind and VIP, who were assisted in navigation by a remote sighted 

caretaker. The results of the study showed a positive attitude from blind and VIP towards the proposed 

navigation assistance. From the two alternative haptic actuator guiding methods, full blind subjects preferred the 

one with two actuators, while partially blind/VIP the one using a single actuator with vibrating patterns for 

directional guidance.  In the next chapter we briefly introduce the related work. The chapter 3 presents the 

system design, chapter 4 usability 
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testing and UX study. In the chapter 5, results are presented and discussed. Chapter 6 presents conclusion, and

finally chapter 7 presents Future work.  

2. RELATED WORK

Research efforts of developing electronic travel aids (ETA) for blind and visually impaired span over 70 years. 

Earlier devices were designed for obstacle avoidance using sonar and laser technology. User interface (UI) for 

those devices were based on either vibration or sound (National Research Council, 1986; Benjamin, 1974]. By 

80s, researchers were able to add computation capabilities to their artefacts to further expand the range of relayed 

assistance information by filtering and processing input data and improved UIs (Maude et al., 1983). Arrival of 

global navigation satellite systems (GNSS), specifically the Global Positioning System (GPS) in 1996 made it 

possible help blind and VIP reach a destination independently. Products like Trekker, BrailleNote GPS, Drishti 

and others related abruptly became available in the market and location-based technology became the backbone 

of navigation assistance systems (Library of Congress. n.d.; Humanware, n.d.; Ponchillia, 2007; Helal et al., 2001). 

There are various situations where technology fails to ensure reliable and consistent support (e.g., crowded 

spaces, indoors, construction areas) (Williams et al., 2013). Remote assistance systems in research been developed 

to provide many kinds of support but remote navigation assistance is been most addressed problem. That is because 

navigation and mobility are primary elements of human independence.  

MOBIC project was one of the earlies research projects for remote navigation assistance to blind and VIP. The 

navigation assistance was provided verbally using GIS and GPS (Petrie et al., 1997). Garaj et al. (2003) developed 

a remote navigation assistance system through which, one way real time navigation assistance was provided using 

video feed from digital camera carried by blind and VIP, GPS, GIS data through remote assistant using personal 

computer. Bujacz et al. (2008) developed a prototype through which remote assistant provide navigation assistance 

using video stream through a USB camera and two notebook computers for wireless internet connectivity. Testing 

of the prototype was done in a controlled indoor setting. A more advanced version of this system was developed 

and evaluated by Baranski & Strumillo (2015). The evaluation was done in real world setting. The results findings 

showed ineffectiveness of the system at busy crossing without traffic lights and low video quality at day time.          

Number of commercial applications are available now to provide sighted guidance of remote crowd-sourced 

caretakers/volunteers to VIP and blind people. Be My Eyes is one such well-recognized example through which, 

a blind/VIP can establish a video connection with crowdsourced volunteers who assist by seeing live video feed 

as conversational question-answering assistants (Be My Eyes, n.d.).  The volunteer assistants provide almost real 

time assistance by interpreting the video feed from the users’ smartphone camera. There are many benefits of using 

crowd sourcing assistants, yet quality assurance is an issue in this service that has been reported by studies (Avila 

et al., 2016). In an effort to overcome quality assurance issue, a collaborative assistance platform called Aira 

introduced human agents concept whom are dually trained about etiquettes and vocabulary of communication 

principles (Aira, n.d.). VizWiz (n.d.), TapTapSee (n.d.), and BeSpecular (n.d.) are also some examples of such 

commercial platforms that have demonstrated the idea of crowd workers responding to photos or videos captured 

by the users’ camera so that they can flexibly query for real-time assistance in a variety of situations. 

3. SYSTEM DESIGN

In this chapter, we describe the developed tele-guidance based navigation assistance system, which comprises of 

the following components: Smart Cane, Mobile application, and Web Server (Fig. 1). 

Figure 1. Block Diagram of Navigation System  
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3.1 Smart Cane. Smart Cane comprises of four components: Augmented Cane, IoT Module, Smart Phone, and 

Bluetooth earpiece.   

3.1.1     Augmented Cane. Augmented cane is an ordinary white cane which grip is enhanced with a tactile user 

interface (UI) comprising of two alternate haptics schemes, Fig2. One haptics scheme has two adjacent vibrators 

installed in parallel. While second haptics scheme utilizes one vibrator. With two vibrators’ scheme, user need to 

move left or right based on which side vibrator is vibrating. While with one vibrator, patterns are used for direction 

guidance. If vibrator vibrates brief one time, user moves right. While if it vibrates three times in quick successions, 

user needs to move left. UIs are installed on opposing sides of the grip. UI has open connections for it to be attached 

to IoT module to receive vibration control relay. Since Augmented Cane is developed using a modular approach, 

it can be connected to other sources of input too.      

3.1.2     IoT Module. The IoT module is a custom made removable module that is attached to augmented cane, 

Fig3. It’s connected to tactile user interface through wired connection. The circuitry of the chip is controlled by an 

Arduino MKR1010 MCU [Arduino MKR 1010]. It has WI-FI and BLE (Bluetooth Low Energy) connectivity. It’s 

connected to the web server through Wi-Fi.  

3.1.3     Smart Phone. A smart phone is hanged in the neck of blind or VIP through a necklet to send real time 

video feed of field of view of carrier to remote caretaker. 

3.1.4    Bluetooth Earpiece. Bluetooth earpiece are used for voice communication with remote caretaker. 

3.2     Mobile app. The remote caretaker’s terminal is a mobile application (Fig. 4), which is developed by using 

Blynk IoT library [Blynk]. Its user interface has a window on top that shows live video feed of the field of view 

of the test subjects. It has two button at the bottom to control the vibrators on tactile user interface of the Smart 

Cane. It also enables voice communication that uses separate GSM channel to remove delay in communication 

that may be caused by IoT communication. The video feed has a lag while voice communication is real time. 

Figure 2. Augmented Cane 

Figure 3. IoT Module 

3.3     Web Server. The web server hosts the control logic of the communication between Mobile App and 

IoT Module. It is a cloud hosted development server provided as a service by the Blynk IoT library.     
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Figure 4. The user interface of the Remote Caretaker’s mobile application 

4. UASABILITY TESTING AND USER EXPERIENCE STUDY

This chapter presents the testing sessions where, the system was tried by real blind and VIP subjects with the help 

of a sighted remote caretaker who navigated them on a planned route. The aim of the study was to validate system 

design and investigate which of the two alternative haptics guidance schemes was preferred by the test subjects. 

4.1 Experiment setting 

      4.1.1   Participants.  The user experience study was conducted with 11 visually impaired participants, whose 

mean age was 32 and median 35. We had 3 females and 8 males. Participants were recruited through direct contact 

to blind associations in Pakistan. The links to the blind association were already established as they were the 

recruitment sources in earlier studies. The caretaker was a sighted female (38 years) who has worked in our 

research group. Table 1 describes participants’ the category of visual impairment, gender and age. 

Table1. Onset of the impairment (congenital – C, late – L), category of visual impairment (B1-No light 

perception, B2-Ability to recognize the shape of a hand [USAB]), gender, and age.  

Participants ID1 ID2 ID3 ID4 ID5 ID6 ID7 ID8 ID9 ID10 ID11 
Onset C C L L C C C L L L C 

Category B1 B2 B1 B2 B1 B2 B1 B2 B2 B2 B1 
Gender F F F M M M M M M M M 

Age 21 21 23 47 36 23 38 44 35 29 44 

4.1.2   Equipment. Equipment used in the experiment consisted of smart cane, a portable 4G Wi-Fi router, a 

smart phone Huawei Honor 8 [Huawei Honor 8] hanged through necklet in the neck of blind/VIP test subject and 

a big screen smart phone Galaxy Note 10 [Samsung Galaxy 10] as remote caretaker’s terminal.     

Figure 5. The navigation test scenario 

4.1.3    Route. The experiment was conducted both in indoor and outdoor environment. The outdoor testing 

place was inside a public park where it was possible to do testing with less interference and hazards (Fig. 6). The 

indoor rout was a corridor in a building. Outdoor route had 8 decision points while indoor had 10 decision points. 

The length of indoor route was 150 feet and outdoor route was 250 feet.  
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4.1.4   Training and Navigation Protocol. Before starting the testing session, participants were given an oral 

introduction about the system and test procedure. The Smart Cane was handed over to them to get a feel of it. Any 

questions asked were answered. While at the start of the session, approximately 5 minutes were used to have a test 

run of the system by giving few tactile cues and voice commands to get test subject familiar with system and 

confirm working of the equipment. An important piece of protocol was how to act upon while taking a turn using 

vibrational cues. In the case of two vibrators UI,  participants need to turn until they feel the vibration. While in 

the case of one vibrator using patterns, with one time vibrational cue, they need to turn 45 degrees and wait, if they 

do not receive a tactile cue again, they start walking.   

4.1.5   The Experiment.  The experiments consisted of three sessions. One session was indoor and two sessions 

were outdoor. Each session was conducted involving four persons: a remote caretaker, a blind/VIP test subject, a 

camera operator, and a safety guy for test subjects (Fig 5). Each session lasted around 45 minutes including 

navigation and interview. Tactile communication was used as primary navigation assistance. Voice commands 

were used as secondary navigation assistance method not to engage test subjects auditory senses unnecessary. 

After giving start cue, voice commands were used only if it was felt by caretaker that test subject is missing the 

tactile commands due to technical reasons or misread. At the start of the experiment, the remote caretaker described 

the field of view to the test subject and asked him to start navigation while following the tactile directional cues 

from vibrators. The remote caretaker directed the test subject by providing assistance using vibrators to take a 

direction on a decision point or being oriented on the track.  

      Figure 6. The navigation task in the a) outdoor and b) indoor experiment setting 

The navigation scenario was tested with both haptics vibrations scheme separately. All tests were video 

recorded for observation. After completion of each scenario, after scenario questions were asked and audio 

recorded. Users’ cumulative feedback about usability and acceptance of the system was asked and audio recorded 

at the end of the test. Further interviews about UX were conducted using a meCUE 2.0 based questionnaire and 

were marked on a paper sheet. All questioning, assisting, and data gathering was conducted in native language of 

the users. The data gathering was based on field laboratory design recommendations by (Høegh et al., 2008).  

5. RESULTS AND DISCUSSION

After analysis of the testing videos, feedback interviews, and background data, the results of the users’ study are 

summarized in table 2. The preference of user interface scheme by test subjects is categorized under eight groups 

that share similar characteristics. The results of the testing shows that default choice of full blind subjects (B1) is 

two vibrators user interface scheme while one vibrator for VIP. After observation and discussion with test 

participants, this behavior is rationalized as while full blind subjects have full concentration on cane 

when navigating, it was easy for those to understand instruction from two vibrators. Few even suggested an 

additional 3rd vibrator to give them haptics cues to stop or start again. While in the case of VIP subjects (B2), as 

they have some vision left which they try to use in some way during navigation, that keep their attention diverted 

on others things too other than cane. It is easy for them to get instruction from one vibrator than two as mental 

load is less in this case. These are the cases with a regular cane user. While if there is a test subject who is not a 

regular cane user or never used a cane before, than age becomes a factor. The young ones (under 24 in our case, 

needs further study), whether blind or VIP prefer two vibrators as they have capacity to learn the skill. While 

aged subjects both blind and VIP with no or little cane experience, find it easy to learn using one vibrator. 

Table 2 describes this choice phenomenon with all cases. 
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Table 2. Preferences of user interface schemes by group of test subjects    

User Characteristics Response 

Full Blind or VIP Regular Cane User Age <= 24 1st Preference 2nd Preference 

Blind Yes Yes Two Vibrator One Vibrators 

Blind Yes No Two Vibrator One Vibrators 

Blind No Yes Two Vibrator One Vibrators 

Blind No No One Vibrators Two Vibrator 

VIP Yes Yes One Vibrators Two Vibrator 

VIP Yes No One Vibrators Two Vibrator 

VIP No Yes Two Vibrator One Vibrators 

VIP No No One Vibrators Two Vibrator 

VIP participants’ user experiences collected via meCUE 2.0 questionnaires (Fig. 7) shows a positive feedback 

towards the proposed navigation assistance. They perceived the system as useful and usable (Module I). Also 

overall evaluation of the system was high (mean value 4,4). Cronbach Alpha test was used to check the consistency 

of the user response data Fig 8 shows the results. All values of Cronbach alpha reliability test results are ranging 

from 0.73 to 0.86. A general rule of thumb is that a Cronbach's alpha of 0.70 and above is good. All the indicators 

on this research which are measured by the questions can be said that all indicators on the research are reliable. 

Figure 7. Mean values and standard deviations according to meCUE 2.0 questionnaires 

Figure 8. meCUE 2.0 questionnaire response consistency analysis results 

6. CONLUSIONS

This paper reports the development of a specialized tele-guidance-based navigation assistance system and results 

of field tests conducted with eleven blind and visually impaired people who were assisted in navigation by a remote 

sighted caretaker through it. The navigation scenario was tested with two alternative haptics methods for 

directional guidance using 1) two vibrating actuators, and 2) one vibrating actuator with differentiating vibration 

patterns for different cues. The results of the study showed a positive feedback from blind and VIP towards the 

proposed navigation assistance. From two alternate haptics actuator guiding methods, full blind subjects preferred 

one with two actuators, while partially blind/VIP preferred one using single actuator. It is evident that blind and 

VIP are positive about such assistance and both have different preferences. This fact can be utilized to make more 

tailored solution targeted as specific subset of this end user group.  
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7. FUTUE WORK

There are at least three areas which should be addressed in future work: 

1. Conducting test with 5G network

2. Adding the second caretaker as a mentor in situations which are unfamiliar to the first caretaker who is a

classical caretaker. In addition, more user tests are needed in the wider environment.

3. Automating and delegating part of assisting through artificial intelligence based support OR pre-recorded

audio guidance

4. Moreover, there is a need to develop questionnaires especially designed for research with blind and VIP.
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EXTENDED ABSTRACT 

1. INTRODUCTION
The management of chronic cancer pain remains challenging, involving both pharmacological and non-
pharmacological approaches. Access to pain management clinics and resources remain limited by geography and 
socioeconomic factors (Kwon, 2014). Therefore, novel approaches to community-based patient self-management 
are required. Whilst virtual reality (VR) therapy has been shown to benefit acute pain (Garrett et al., 2014), its 
usefulness for chronic pain management remains unclear. VR technology immerses users in virtual environments 
to the effect of creating a sense of presence, thus serving as a mechanism for pain distraction (Li et al., 2011). 
Moreover, VR may support acceptance and adherence to mindfulness meditation for pain (Rosenzweig et al., 
2010). This work explores how people living with and beyond cancer perceive VR experiences as an adjunctive 
therapy used at home. 

2. METHODS
In an ongoing clinical trial (clinicaltrials.gov, NCT 02995434) involving cancer survivors, participants in the VR 
group used 4 VR activities at home for 4 weeks: 1 activity for 6 days, minimum 30 min per day. The custom 
developed applications Virtual Meditative Walk (MW) and Wildflowers (WF) were based on mindfulness 
meditation. The commercial videogames Carpe Lucem (CL) and Obduction (OB) were puzzle-oriented games 
used to support cognitive engagement and distraction from pain. Participants were provided with a PC and HTC 
Vive VR system. All activities were performed in seated position. Participants completed weekly surveys 
developed through literature review that included Likert scale items (strongly disagree, disagree, neutral, agree, 
strongly agree) to evaluate the perceived visual immersion (5 items), audio immersion (5 items), engagement (7 
items), and sense of presence (7 items) experienced in each activity. A subsample of participants participated in 
two focus groups over teleconference to explore their experiences after their one-month VR intervention period. 

Survey responses were summarized descriptively. Likert items were assigned numeric values and summed for 
total scores in each category. Themes developed from the focus groups using interpretive description analysis were 
used to evaluate associations of interest amongst survey results using Pearson correlation. 

3. RESULTS
Overall, preliminary survey responses (n = 34) showed positive agreement (agree or strongly agree) in terms 
of visual immersion (63-88% of respondents) and audio immersion (62-80%) for each item across all activities. 
For engagement, 6/7 items showed positive agreement (53-70%); the remaining item showed 45% positive 
agreement. For presence, 5/7 items showed positive agreement (51-73%); the remaining items showed 37% and 
30% positive agreement. Total Likert scores between activities showed CL as having the overall highest 
visual immersion (Figure 1). Across all categories, MW had the greatest variance in scores. 
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Figure 1. Bar charts of total Likert scale scores for (A) visual immersion, (B) audio immersion, 
(C) engagement, and (D) sense of presence. Red lines denote total for “neutral” on all items.

For experience of cybersickness over the 6 days, participants responded “neutral”, “agree”, or “strongly agree” at 
12% for CL, 29% for MW, 35% for OB, and 56% for WF. From the focus groups 5 themes emerged reflecting 
personal activity preferences and frustrations, benefits and negative effects from each VR experience, usability 
considerations, mode of action (i.e. relaxation, distraction, immersion, and presence), and technical 
considerations. While most focus group participants said they experienced benefit from VR meditations, they 
appeared split between meditation vs cognitive engagement as their most preferred VR experiences. Therefore, 
we combined Likert score totals between meditative activities (MW + WF) and cognitive activities (CL + OB). 
Pearson correlation showed statistically significant association between meditative and cognitive activity scores 
for visual immersion (r(31) = 0.53, p = 0.002), audio immersion (r(26) = 0.58, p = 0.002), engagement (r(25) = 
0.61, p = 0.001), and presence (r(26) = 0.72, p < 0.001). 

4. CONCLUSION
Overall, the preliminary participant survey responses indicated the four VR applications used for adjunctive pain 
management were immersive, engaging, and produced a sense of presence. The commercial videogames CL and 
OB were perceived as more immersive than meditative applications. Unsurprisingly, WF, a flying activity, induced 
the most cybersickness. Yet, this did not appear to detract from its immersion, engagement, and presence compared 
to other activities. While focus groups highlighted individual preferences between meditative vs cognitive 
activities, these preferences were not reflected in survey responses, where higher ratings in cognitive activities 
were associated with higher ratings in meditative tasks, suggesting that individual preferences between cognitive 
and meditative activities are less dependent on VR qualities. 
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ABSTRACT 
In the last years, the dissemination of Artificial Intelligence and Virtual Reality applied in the health 
area have expanded, opening new treatment possibilities for people with different disabilities. The 
integration of these technologies has been explored in some applications in the health area. On the 
other hand, the EMDR (Eye Movement Desensitization and Reprocessing) therapy is used to 
desensitize bad feelings and sensations associated with traumatic memories, exploring the rapid 
horizontal movement of the eyes. The purpose of this work is to integrate Artificial Intelligence 
techniques (Multi-agents and Fuzzy Logic) with immersive Virtual Reality technology to create a 
system capable of supporting the treatment of anxiety using the EMDR strategies to desensitize past 
traumatic events.  

1. INTRODUCTION
Computer technologies, especially Artificial Intelligence (AI) and Virtual Reality (VR), applied in health have 
opened new possibilities for research and treatment of neuropsychiatric disabilities (Coffey, 2016). The benefits 
of using 3D virtual environments are pointed out in different applications with immersive exposure therapies, such 
as for phobias treatment (Botella, 2017) and Post-Traumatic Stress Disorder (Cárdenas-Lópes, 2014). Artificial 
Intelligence, exploring Multi-agent, Fuzzy Logic, and Machine Learning techniques, has been used to active 
guidance of physicians in their treatment decisions (Hamet, 2017) and clinical decision support systems 
(Castaneda, 2015), among others. 

In the neuropsychiatric area, the Eye Movement Desensitization and Reprocessing (EMDR) is a therapy 
technique that considers that repetitive, horizontal eye movement, guided by therapeutic assistance, helps to reduce 
bad feelings associated with traumatic memories (Shapiro, 1989b). EMDR has been applied in the treatment of 
the desensitization of painful memories, reducing anxiety symptoms. This therapy has already been explored in 
some technological applications with a promising game application (Wang, 2018), Virtual Reality (Rousseau, 
2019), and Artificial Intelligence (Graydanus,2018). 

Supported by a Mapping Literature Review, this paper proposes a system that integrates Multi-agent, Fuzzy 
Logic, and Virtual Reality techniques to assist the EMDR technique for desensitizing past events. 

The EM-VR system presents a virtual therapist who interacts with the user, collecting information about his 
traumatic memory and current anxiety level. The integration of these data in a Fuzzy system controls the level 
of stimuli intensity presented in the Virtual Reality environment to guide the exercise to be performed with the 
eyes. The use of Fuzzy Logic is ideal for this kind of evaluation, as it allows a weighting of diffuse values 
coming from 
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the heartbeat combined with the answers about the patient's anxiety level. This information is obtained through a 
bot that explores dialogues with the patient using natural language. 

The multi-agent architecture controls the entire flow of activities and data from the Fuzzy module, using this 
information to change the rhythm of eye movements presented to the patient. The use of Multi-agents provides 
autonomy in the modularization of system tasks. In this way, the system works independently of human 
intervention.  

After this introduction, the paper presents five more sections.  The second section presents the Eye Movement 
Desensitization and Reprocessing-EMDR theory. The third section describes the AI techniques. The Mapping 
Literature review is described in the fourth section and provides the software requirements. The fifth section 
presents the system that integrates AI, Fuzzy Logic, and immersive visualization. Section six concludes the paper 
and presents future perspectives. 

2. EMDR
The psychologist Francine Shapiro was walking in a park when she observed that moving her eyes continuously, 
negative emotions related to the memories were softened. While including the eye movement in the cognitive 
therapy, a new psychotherapy procedure was created, called Eye Movement Desensitization and Reprocessing: 
EMDR. 

Shapiro conducted a case study (Shapiro, 1989b) and a controlled study (Shapiro, 1989a) to test the efficacy 
of this technique. Twenty-two people with traumatic memories were treated, where half of them received the 
EMDR therapy and the other half received the same treatment, but without the eye movement. The studies 
concluded that the use of EMDR resulted in a significant decrease in the patients’ angst and a representative 
increase in their self-confidence (EMDR Institute, 2020). The EMDR technique stimulates the two brain 
hemispheres, allowing both to work better together instead of the predomination of the sentimental area, which 
can cause feelings of distress and desperation while remembering traumatic memories. 

The EMDR therapy is based on the eyes movement during the Rapid Eye Movement (REM) sleep phase. In 
this phase there’s greater brain activity, when the most vivid dreams occur, increasing a person’s humor, memory, 
and learning abilities. In a REM sleep phase, memories are processed, and digested by the brain, discarding neural 
connections linked to unwanted or uninteresting memories (Crick, 1995). Therefore, the use of a mechanical eye 
movement while the person is awake can help to process and digest memories that were not accessible over time. 

The technique bases itself on a therapeutic approach called Adaptive Information Processing, which posits that 
traumatic memory is stored in the brain’s neural network. EMDR allows bad feelings and beliefs associated with 
memory to be replaced by a more positive attitude from brain plasticity, which is the brain's ability to regenerate 
and create new connections between its neural networks through external stimuli (EMDR European Association, 
2019). Stimulation of positive beliefs during the therapy session is expected to weaken neural networks connection 
associated with traumatic memory. 

3. ARTIFICIAL INTELLIGENCE CONCEPTS

3.1.  Fuzzy Logic 

Unlike Boolean logic, which only admits Boolean values, such as 0 or 1, true or false, the Fuzzy Logic includes 
the values between 0 and 1. Fuzzy logic is used in systems that need a wide range of options, which makes it useful 
in complex problems that require a qualitative analysis and must cover a higher level of uncertainty in the results 
(Zadeh, 1965). 

The use of fuzzy logic in psychotherapeutic systems is very consistent with the inherent uncertainty of human 
emotions and sensations, and that is why this technique was chosen to implement a calculation of the patient's 
probable level of anxiety. In this case, the Fuzzy Logic module will combine the user’s heart rate with the users’ 
answers to a SUDS (Subjective Units of Disturbance Scale) questionnaire that assesses the degree of anxiety during 
a stimulation session (Tanner, 2012).  The SUDS scale with values between 0 and 10, measures the intensity of 
disturbance of someone exposed to stressful situations. According to Tanner (2012), in general, patients’ ratings 
of their emotional discomfort were significantly higher than ratings of their physical discomfort.  On the other 
side, Pole (2007) stresses that the heart rate level confirms or not the patient's anxiety level. Thus, the union of 
these two measures in a fuzzy logic module can minimize errors about the anxiety level of the user.  
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3.2.  Multi-Agents 

A Multi-Agent System (MAS) is a structure of coordinated autonomous entities that cooperate to achieve a 
common goal (Maes, 1995). It can have a collection of characteristics associated with autonomy and intelligence. 
In general, a Multi-Agent System is divided into modules that work in a coordinated way, with its tasks and 
objectives. Agents mostly communicate through the exchange of messages. There are many methodologies for 
modeling agents which are essential to determine the functionalities and the network of exchanging messages 
among them (Sturm, 2014). 

4. MAPPING LITERATURE REVIEW
In general, systematic mapping is used to search for software evidence, according to Software Engineering 

standards (Petersen, 2015). For conducting the systematic mapping, a search protocol was elaborated containing: 
research questions, selection of publications, critical evaluation of papers, analysis, and presentation of results. 

The purpose of this review is to obtain a broad view of a research area. In this sense, the research question is: 

“How Artificial Intelligence has been currently used in Virtual Reality applications of the medical/health 
area?”, and two secondary questions: 

• Which Artificial Intelligence implementation techniques have been used in the medical/health area?
• What medical/health areas are being addressed?

The search was done in IEEExplore Digital Library, ACM Digital Library, PubMed, ICDVRAT, and ICVR 
websites. Only full papers which used some AI techniques and virtual reality were considered. The papers must 
be written in Portuguese or English, published between 2010 and 2018, and been available to be downloaded. 

The English strings research used in the cited digital libraries were (“health” OR “medical” OR “dentistry” 
OR “physiotherapy”) AND (virtual reality) AND (“multi-agent” OR “deep learning” OR “neural network” OR 
“machine learning” OR “fuzzy logic” OR “genetic algorithm” OR “ontology”). The same strings were translated 
into Portuguese to search for papers in that language. 

When the inclusion criteria were not met, the papers were discarded. The review filtered 31 papers, which were 
summarized, analyzed, and compared. Figure 1a presents the results about the use of AI techniques. Figure 1b 
shows the predominant application area of the applications studied in this mapping.   

Figure 1a – Graph indicating the AI techniques; and Figure 1b – Graph indicating the areas of application 
reported in the papers 

In the analysis of the results, we observed that most of the works applied in psychotherapy explored the 
multiagent techniques to control the interactions of the software with the patient. Also, we observed that the area 
of neurology usually adopts a multiagent structure. It seems to be a trend in applications that need to monitor the 
evolution of patient performance. Instead, areas that require less control over the stimulus levels evolution, such 
as physiotherapy, the technique of neural networks are the most adopted.  

This study showed that 3D scenes can be useful in the health area, because, among other possibilities, it can 
make therapeutic sessions more pleasant and fun (Yeh, 2014); it can bring larger accuracy to laparoscopic 
surgeries, with the use of training systems for surgeons (Ahmad, 2013) and it increases a doctor’s preciseness to 
a 
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medical diagnosis (Lima, 2016). According to Rizzo (2016), VR simulation technology offers possibilities to 
create treatment environments that explore complex and immersive 3D scenarios, which control the level of stimuli 
generated from tracking user behavior and enables engagement in psychotherapy.  

Although the selected works have 3D projections, few researchers explore immersive equipment (Carvalho, 
2017), (Zhang, 2017). Some use haptic force devices (Xiong, 2012), mobile equipment for the 3D projection 
(Lydakis, 2017), and one integrates a device for heart rate detection (Wang, 2018). 

This literature mapping provided elements for the software requirements to be defined, considering 
functionalities, platform, technologies, interface, and devices, which are presented in the following section. 

5. EM-VR
EM-VR integrates MAS technologies with VR and the system performs a virtual therapy using a character as a 
therapist, which communicates with the patient in a male voice and receives input through an area text field.  

Firstly, the character asks for the identification of the patient from the database. If the patient has already 
registered, the script will ensure that the users' information will be registered for further analysis by the therapist. 
If not, a new register will be created, and the patient will be introduced to EMDR system. The system is preferably 
used with the support of a therapist, who receives the patient's heart rate via communication with a digital clock 
and inserts it into the program when requested in the session. The therapist also supervises whether the patient is 
answering the questions of the system regarding their level of anxiety. 

The system was built to reproduce the eight phases of the EMDR’s, which are (Short, 2015; EMDR 
INSTITUTE, 2020): (i) Making sure the patient reflects about his traumatic memory, and what he thinks can be 
the origin of the problem. (ii) Explaining how the EMDR works. (iii) Creating a mental image of the traumatic 
memory, creating a negative belief, a future desired positive belief, and current emotions and sensations. The 
therapist asks for the patient to score their level of intensity in his emotions. (iv) The therapist asks for the patient 
to focus on the mental image of his traumatic memory and the body sensations provoked by it. Then, the therapist 
moves his finger in a left-right movement while the patient follows with the eyes.  (v) The therapist instructs the 
patient to remember his positive belief, established at the beginning of the session. In the program, this phrase is 
shown on the screen. (vi) The therapist asks the patient to scan his body to identify residual physical discomfort. 
(vii) The therapist instructs the patient on a technique to relax and stabilize the emotions. In the system, cardiac
coherence is used. (viii) The patient analyses his last thoughts and feelings that came up since the last session.

5.1 Agents 

The system uses agents to give more autonomy to its tasks, either to display the character's scene, to receive and 
control the patient's information, to calculate his real anxiety level using fuzzy logic and use this information to 
modify the progress of the therapy session, through a control of the session script. The proposed agents are 
Scenography Agent, Analyzer Agent and Controller Agent. 

The Scenography Agent generates and maintains the scene in the VR environment, exhibiting the living room 
with the therapist and the moving ball used by the Controller Agent. This agent ensures that the system will follow 
the order of an EMDR session, ending or pausing if necessary, controlling the session progress. 

The Analyzer Agent is responsible for receiving the user's heart rate information and answers about his anxiety 
level, calculating the patient's real level of anxiety (low, medium, or high) using fuzzy logic, and sending this 
result to the Scenography Agent. 

The Controller Agent receives the answers from the patients in the session, including the SUDs and the heart 
rate values. This agent maintains, controls, and sends the patient’s information to the Fuzzy module for an 
afterward calculation of the patient’s level of anxiety, via EMVR which is the entity that represents the software. 
It also stores the history of the therapy session. 

5.2 I* Modelling 

The EM-VR modeling used an objective-oriented structure, called i* (i-star) (Yu, 2011), considering the group's 
previous experience in using this structure and the dissemination of i* for modeling multi-agent systems. The i* 
framework provides the Strategic Dependency Diagram (SD) that identifies the actors (users and agents), the 
tasks, and the resources needed to process the tasks. The SD defines the network dependencies among the 
actors.
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It supports the identification of agents, users, and their relationships. For example, the Controller depends on 
the EMVR agent to provide the Patient History and the Heart rate.  On the other hand, the EMVR depends 
on the Controller to provide Monitoring of the patient interaction. Figure 2 shows the SD diagram, 
defining the relationship dependencies among the actors. 

Figure 2. EM-VR Strategic Dependency Model 
5.3 Fuzzy Logic 

Phases iii and iv of the EMDR verify that the desired processing occurs. Two metrics were used to ensure that the 
patient is well enough to continue with the session: 

i. The patient informs in a Subjective Unit of Distress Scale (SUDS), on a scale from 0 to 10, how high
is his level of intensity of emotions.

ii. The system utilizes the Mi Band 4 device to measure the patient’s heart rate. A window of tolerance
was defined, where 60 bpm is considered a minimum value, and 85 is a maximum value. If the patient
leaves the tolerance window, he will be instructed to perform the cardiac coherence exercise.

Both values (i and ii) are considered in a fuzzy logic module, which helps define how well the patient is. Figures 
3a and 3b exhibit the functions of the fuzzy logic module. 

The values of these fuzzy sets were defined by a cognitive-behavioral therapist expert in EMDR that generated 
twelve fuzzy rules to define the patient’s calculated anxiety level. The inference table (Table 1) summarizes these 
fuzzy rules, with twelve different scenarios. 

Figure 3a. A fuzzy set for the patient’s SUDS; and Figure 3b. A fuzzy set for the calculation of the 
patient’s heart rate position in the defined window of tolerance 

0

0.5

1

0 1 2 3 4 5 6 7 8 9 10

SUDS

LOW MEDIUM HIGH

0
0.25

0.5
0.75

1

0 30 60 75 90 105 120 150

Heart rate

BELOW INSIDE THRESHOLD ABOVE

Proc. 13th Intl Conf. Disability, Virtual Reality & Associated Technologies 
Serpa, Portugal, 8–10 Sept. 2021 

©2021 ICDVRAT

88



Table 1. Fuzzy inference table 

Window of Tolerance 

BELOW INSIDE THRESHOLD ABOVE 

SUDS LOW Medium Low Medium High 

MEDIUM Medium Low Medium High 

HIGH High Medium High High 

If the patient’s calculated anxiety level is considered “Low”, the procedures from the eight phases of the EMDR 
will occur normally, continuing with the visual stimulus of the ball movement to the patient’s rapid eye movement. 
However, if the patient’s anxiety is considered “Medium” or “High”, the cardiac coherence exercise will be 
performed to calm the patient, and a new anxiety level will be calculated. The patient can only continue or leave 
the session if his anxiety level is low again. If the value reached “High” at any time during the session, as soon as 
the patient calms down, he will be able to choose to end the session or to continue. 

5.4  Implementation 

EM-VR was built using C# programming language in Visual Studio Code, and blueprints in Unity 3D. It was 
developed as a smartphone app. The idea is that every therapist can have this app on its smartphone, with the data 
of all their patients, including the patient’s evolution over time. This is ensured by the system’s SQLite database, 
which stores records of the patients’ sessions. These records are saved in the Google Drive account linked to the 
smartphone in use; this means that all the patient’s information’s are saved at every end of a session. 

In phase iv, the system replaced the therapist in the virtual system by a ball moving in the screen (Figure 4). 
Stages number iii and iv occur in a loop until the patient reports there is no more stress related to the memory, 
which is frequently asked by the EM-VR character. The final value of combining heart rate with anxiety level will 
generate a result that will control the speed of the ball in the scene, according to the EMDR protocols. 

To use EM-VR, a few items would be necessary: (i) VR glasses or Smartphone with a gyroscope sensor; (ii) 
Mini USB keyboard for interaction with the virtual therapist (iii) Mi Band 4 bracelet, and (iv) Google Drive 
account, and consequently, Internet connection. 

Figure 4. Scene of the EM-VR showing the ball that moves in a stereoscopic visualization 
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6. CONCLUSIONS
The mapping of the literature in anxiety treatment using EMDR identified that no studies were using 3D virtual 

environments with intelligent strategies to simulate EMDR. Therefore, the main objective of the project is to 
develop a system exploring current technologies, which make it possible to automate the treatment process.  

The integration of Multi-agents with Fuzzy Logic allowed the creation of a system that generates a more 
motivating environment for the patient, since he can be very focused on performing the eyes movement, in a 
controlled environment, without receiving external stimuli. According to Yeh (2014), the virtual environments for 
neuropsychiatric treatments must be pleasant and fun. 

We consider that the modeling of the agents allowed to identify their functionalities, and Fuzzy Logic allowed 
to make the classification of the level of anxiety more precise, since the heartbeat is considered very precise for 
the identification of the level of stress and the patient cannot lie about it. 

In the first version, the system captured the patient's voice when he answered the SUD question about his 
anxiety level rating. However, the Unity software used to develop the 3D environment does not open many 
perspectives of integration with open specific tools for speech recognition, such as Google's Speech. Thus, we had 
to change this functionality so that the therapist would provide the value directly to the system. Another limitation 
of this study is the automatic capture of heartbeats. So far, the therapist receives this information automatically 
from the digital watch and is responsible for supplying the data to the system manually.  

The project was submitted to the ethics committee and will be evaluated by a group of therapists. Further, the 
efficiency of EM-VR will be verified on sessions with patients and therapists to validate the system support of the 
anxiety treatment using the EMDR strategies.  
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ABSTRACT 

People with Down syndrome experience various learning challenges. Introducing new and 

enjoyable activities in learning settings may improve behaviour and engagement. Virtual reality 

(VR) can be used to deliver various experiences that may complement classroom teachings. This study aimed to 

investigate the feasibility of VR exposure for people with Down syndrome in learning settings. 

Observational data in the classroom was collected following two brief experiences: VR drawing and 

conventional drawing. Irrespective of the intervention, VR and conventional drawing significantly improved 

subsequent mood, attention, and overall behaviour in 

the learning setting. This study’s results are promising as VR was found to be highly feasible in this sample. 

1. INTRODUCTION

Down syndrome is a cause of intellectual disability that can provide challenges to individuals in learning settings 

(Wishart, 2001). Inattentiveness and withdrawal can be signs of distress and stereotypical behaviours in learning 

settings for people with Down syndrome (Shalev et al., 2019). Virtual reality (VR) holds great potential to 

deliver enjoyable experiences (Alex et al., 2021). Exposure to virtual environments that provide a sense of 

distance from routine may reduce stress and improve mood (Anderson et al., 2017). Thus, VR may be a unique 

way to improve behaviour and engagement in learning settings. 

Using immersive technology in VR-inexperienced groups needs to be carefully introduced and 

monitored for possible negative experiences specific to that population. People with Down syndrome have 

structural eye abnormalities which may diminish their vision even when corrected (Krinsky-McHale et al., 

2014). There is a high prevalence of near vision impairments in people with Down syndrome, and many have 

strabismus, which will affect their visual perception when using stereoscopic displays. A convergence 

insufficiency (inability to maintain binocular function) may lead to difficulty seeing depth in VR, increasing the 

likelihood of adverse VR experiences (Boon et al., 2020; Turnbull & Phillips, 2017). 

Although there may be benefits to using VR, many people with Down syndrome have vision 

impairments which may lead to cybersickness. Hence, we conducted a feasibility study to investigate VR 

exposure for people with Down syndrome.  

2. METHOD

Sixteen people with Down syndrome participated in the study. Participants completed two interventions: VR 

drawing and conventional drawing. Tilt Brush (developed by Google) was the application used to deliver the VR 

experience. Participants were provided blank A4 paper and their favourite colour pencil for the conventional 

drawing condition. The tasks were similar in that drawings were completed on a plain and neutral background, 

they used their favourite colour throughout, and the researcher indicated in both tasks that they had free time to 
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draw for a maximum of ten minutes. After completing each activity, participants were asked if they felt dizzy or 

sick, then they returned to class. 

Observational data was collected. Blinded staff members observed participants and provided ratings for 

changes in six categories: mood, attention, activity, impulses, anxiety, and withdrawal. As staff were blinded, they 

did not know which activity the participant completed (VR or conventional). Fifteen minutes after returning to 

the classroom, two staff rated changes in behaviour on a seven-point scale ranging from better (+3) to worse (-3). 

Zero represented no change. The raters scores were averaged. Subscales and the total score (sum) were analysed. 

3. RESULTS & DISCUSSION

Large positive effects were found for both VR drawing and conventional drawing to improve subsequent 

behaviour in the learning setting. A series of one-sample t-tests were conducted to assess whether the interventions 

changed behaviour from zero (no change). One samples t-tests revealed that mood, attention, and overall scores 

were significantly different from zero after both VR and conventional drawing interventions. The effect sizes were 

large following the VR intervention and larger in comparison to conventional drawing. For the remaining 

variables, non-significant differences were found. A series of paired samples t-tests revealed no significant 

differences between VR drawing and conventional drawing on all the staff’s ratings. 

VR was tolerated well. Two participants (12%) asked to end the VR experience early, and five (31%) 

reported visual discomfort symptoms, including eye strain and dizziness. We were unable to quantify the severity 

of their symptoms as participants verbal abilities were somewhat limited. Therefore, behavioural observations 

were essential to detect if participants appeared distressed. No staff reported significant concerns following VR 

exposure. Furthermore, behaviour in the learning setting improved. If many participants were sick, we would 

expect to see a negative impact on behaviour. However, we found the opposite. The improved behavioural ratings 

and lack of distress identified in behavioural observations indicate minimal cybersickness in this study. 

Learning-setting behaviour improved after both VR drawing and conventional drawing as assessed by blinded 

staff members. A brief drawing intervention was able to improve learning-setting behaviour significantly. 

However, there was no evidence that one intervention was more effective than the other. This study’s results are 

encouraging for researchers and educators interested in using VR as participants enjoyed the experience and 

engaged in the task well. VR has excellent potential for people with Down syndrome, yet it is understudied. In 

this experiment, VR was used as a tool for leisure. In taking the next steps, researchers could investigate the 

potential for learning and training within immersive VR environments. 

4. REFERENCES

Alex, M., Wünsche, B. C., & Lottridge, D. (2021). Virtual reality art-making for stroke rehabilitation: Field study 

and technology probe. International Journal of Human-Computer Studies, 145, 102481. 

https://doi.org/10.1016/j.ijhcs.2020.102481  

Anderson, A. P., Mayer, M. D., Fellows, A. M., Cowan, D. R., Hegel, M. T., & Buckey, J. C. (2017). Relaxation 

with immersive natural scenes presented using virtual reality. Aerospace medicine and human 

performance, 88(6), 520-526. https://doi.org/10.3357/AMHP.4747.2017  

Boon, M. Y., Asper, L. J., Chik, P., Alagiah, P., & Ryan, M. (2020). Treatment and compliance with virtual reality 

and anaglyph‐based training programs for convergence insufficiency. Clinical and experimental 

Optometry, 103(6), 870-876. https://doi.org/10.1111/cxo.13057  

Krinsky-McHale, S. J., Silverman, W., Gordon, J., Devenny, D. A., Oley, N., & Abramov, I. (2014). Vision 

Deficits in Adults with Down Syndrome. Journal of Applied Research in Intellectual Disabilities, 27(3), 

247-263. https://doi.org/10.1111/jar.12062

Shalev, N., Steele, A., Nobre, A. C., Karmiloff-Smith, A., Cornish, K., & Scerif, G. (2019). Dynamic sustained 

attention markers differentiate atypical development: The case of Williams syndrome and Down's 

syndrome. Neuropsychologia, 132, 107148. https://doi.org/10.1016/j.neuropsychologia.2019.107148  

Turnbull, P. R., & Phillips, J. R. (2017). Ocular effects of virtual reality headset wear in young adults. Scientific 

reports, 7(1), 1-9. https://doi.org/10.1038/s41598-017-16320-6 

Wishart, J. (2001). Motivation and learning styles in young children with Down syndrome. Down syndrome 

Research and practice, 7(2), 47-51. https://doi.org/10.3104/reports.113 

Proc. 13th Intl Conf. Disability, Virtual Reality & Associated Technologies 
Serpa, Portugal, 8–10 Sept. 2021 

©2021 ICDVRAT

93

https://doi.org/10.1016/j.ijhcs.2020.102481
https://doi.org/10.3357/AMHP.4747.2017
https://doi.org/10.1111/cxo.13057
https://doi.org/10.1111/jar.12062
https://doi.org/10.1016/j.neuropsychologia.2019.107148
https://doi.org/10.1038/s41598-017-16320-6
https://doi.org/10.3104/reports.113


Lab to Rehab: Is virtual reality being adopted clinically for children? 

W Farr
1, 2

, S Glegg
3
, I Male

1, 2
, D Green

4,5,6

1Research and Innovation, Sussex Community NHS Foundation Trust, Brighton, UNITED KINGDOM 

2 Brighton and Sussex Medical School, Brighton, UNITED KINGDOM 

3University of British Columbia, Vancouver, CANADA 

4Brunel University, London, UNITED KINGDOM 

5
Royal Free London NHS Foundation Trust, London, UNITED KINGDOM 

6
Jönkoping University, Jönkoping, SWEDEN 

1Will.Farr@nhs.net 1www.sussexcommunity.nhs.uk, 2www.bsms.ac.uk 

ABSTRACT 

Objective: Little is known about the extent to which virtual reality and active video games 

(VR/AVG) are integrated into clinical rehabilitation practice in the UK. The purpose of this study 

was to quantify current VR/AVG use and learning needs by paediatric physiotherapists (PTs) and 

occupational therapists (OTs), and to identify key barriers and facilitators of VR/AVG integration. 

Results are compared between UK and Canadian respondents to highlight similarities and 

differences. 

Design: Cross-Sectional Survey 

Materials and Methods: An online survey gathered demographic and VR/AVG use data, and 

evaluated the factors influencing therapists’ adoption of VR/AVG using the Assessing 

Determinants of Prospective Take-up of Virtual Reality (ADOPT-VR)-2 Instrument. This measure 

is a clinically validated tool used in Canada and the United States that employed a 10-point Likert 

scale with anchors on extremes, converted to percentages of agreement below. Recruitment in the 

UK undertaken through social media networks, the UK Chartered Society of Physiotherapists and 

the Royal College of Occupational Therapists Child Youth and Family Specialist Section.. 

Descriptive statistics, including frequency and mean scores, were used to analyse data. 

Comparisons between the UK and a previous Canadian study are discussed descriptively. 

Results: Of the 73 (53 PTs, 20 OTs) UK survey respondents, the majority worked in community 

(60%) or acute (26%) paediatric settings. Only 11% of UK respondents (12% in Canada) reported 

current use VR/AVG with their patients, with previous experience reported as: none (32%), 

minimal (42%), average (8%), or high (10%). UK attitudes towards VR adoption were more 

positive (mean 74% agreement vs. 64%), with marginally greater perceived usefulness (69% vs. 

63%) than in Canada. Canadian therapists saw VR as easier to use (57% vs. 36%) and viewed 

current evidence more positively (56% vs. 44%). Managers in both countries were perceived as 

having little or no influence on VR adoption, with UK ratings more pronounced (16% vs. 24%) 

and lack of clinical IT support another potential barrier to adoption (13% vs. 35%). Canadian 

therapists viewed their own locus of control with respect to clinical adoption as more positive 

(40% vs. UK 17%) and reported a greater personal ability to use VR/AVG technology (39% vs. 

25%). The availability of treatment space was perceived as a greater barrier in Canada (62% vs. 

45%) than the UK, as was the availability of protected time to learn systems (30% vs. 23%). 

Conclusion: Differences in attitudes, perceived ease of use, self-efficacy, and locus of control 

between UK and Canadian therapists suggest that tailored supports are needed to facilitate 

VR/AVG adoption in each country. UK therapists viewed the quality of evidence for VR adoption 
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more negatively than those in Canada. Therapists in both countries wanted protected time to 

familiarise themselves with systems and evidence. Managers and IT professionals in healthcare 

must increase support to ensure the effective adoption of VR/AVG into paediatric clinical practice. 

Future directions include repeat administration of the survey to a larger sample to increase 

confidence in the generalizability of findings, and the testing of interventions to target key barriers 

to adoption, in order to evaluate their effectiveness at supporting VR/AVG uptake. 

Keywords: Survey, UK, ADOPT-VR, paediatrics, clinical 

Important note on Copyright: The copyright agreement is appended at the end of this file. By 

submitting your paper to ICDVRAT you hereby agree to the Terms and Conditions of the 

Copyright Agreement.  

1. INTRODUCTION

“[I]t always feels like children do not receive enough therapy. Potentially Active Video Gaming (AVG) [Virtual 

Reality (VR)] could address some therapeutic limitations as it is always available/on-demand…not requiring 

professional intervention (other than for initial set up and regular reviews). It could constitute a supplement to 

any therapy received by the child at any moment in time. The child could access it as part of available 

treatment/therapy, or as part of a tool kit.”  

A parent of a disabled child explaining benefits of AVG 

Virtual reality (VR) and Active Video Gaming (AVG) systems use motion capture technology and 

computer-simulated environments to enhance therapy (Farr et al., 2017, 2019; Juras et al., 2018). AVG via 

commercial systems can be low-cost, accessible, and acceptable to families and children with physical 

disabilities such as Cerebral Palsy (CP) and wheelchair users such as those with Duchenne Muscular Dystrophy, 

in a wide range of contexts such as clinic, home or even school (Hammond et al., 2014; Poole et al., 2020). . 

AVG can enhance motivation, improve muscle function, assist general wellbeing, reduce sedentary behaviour, 

and support existing clinical practice (Hickman et al., 2017). Evidence indicates high levels of compliance, 

motivation, and overall engagement exists for game-based interventions (Bonnechère et al., 2014). A recent 

systematic review encompassing individuals with stroke, Parkinson’s disease and CP (Juras et al., 2018) 

comparing AVG interventions with conventional or no rehabilitation, reported significantly better results for 

AVG.  

However, even with all the positive research, technology adoption is slow (Farr et al., 2017). Surveys 

on patients across broad areas of use, including CP, show only 12% of therapists in Canada, 18% in Scotland and 

31% in United States currently use AVG technology (Levac et al., 2017, 2019; Thomson et al., 2016). Yet 76% 

(Canada), 61% (Scotland) and 69% (United States) of therapists would employ AVG in rehabilitation if it was 

provided (Glegg & Levac, 2018). Further, AVG appears to be used well in general paediatric care in the US and 

Canada (29% of all use), alongside muscular-skeletal problems (20%) and neurological disorders (13%) 

totalling 60% of all use, and all of which affect children with CP, the commonest motor neurodisability in 

childhood (Farr et al., 2019; Levac et al., 2017). So why is there a lag between lab-based work, and take-up in 

clinical contexts? This survey aimed to uncover the current state of VR/AVG systems in clinical settings, by 

asking therapists about their attitudes, opinions, and self confidence in using systems. The study further 

compared data collected from UK therapists to Canadian therapists with data collected from an earlier survey. 

2. METHOD

2.1 Ethics 

The survey was cleared by the Health Research Authority (HRA) on 14/8/2019 (REC reference 19/HRA/4405). 

The survey was distributed using the online platform Survey Monkey and was open between 14/8/2019 and 

14/12/2019.  
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2.2 Survey 

The ADOPT-VR2 (Levac et al., 2017) consists of 54 Likert scale items assessing 11 theoretical predictors of 

behavioural intention to use VR/AVG based on an extended Theory of Planned Behaviour (Ajzen, 1985). Each 

item is evaluated on a 10-point scale with anchors on extreme values. Constructs are grouped into three 

composites for analytical purposes: (1) Attitude (A), (2) Social Norms, and (3) Perceived Behavioural Control. 

In this context, Attitude refers to an individual’s affective evaluation about using VR/AVG. This composite 

includes the constructs of Perceived Usefulness (PU), Perceived Ease of Use (PEOU), and Compatibility (CO) of 
the technology with practice preferences. Social Norms (SN) refers to perceived social pressure from others in 

general to use VR/AVG, and includes constructs specific to three social groups: Peer Influence (PI), Superior 

Influence (SI), and Client Influence (CI). Perceived Behavioural Control (PBC) refers to the therapists’ belief 

that they have access to the resources, opportunities and environment to enable them to use VR. The two unique 

underlying constructs for PBC are Self Efficacy (SE), and Facilitating Conditions and Barriers (FCB). This 

theoretical composite/construct structure allows for general or detailed analysis of the predictive influence of 

each composite or construct on adoption behaviour.  

2.3 Study population 

The study population for this project was any paediatric physiotherapist (PTs) or occupational therapist (OTs) in 
England with or without experience using VR. We targeted our recruitment through national or county 

associations, related organizations, and direct contact with members (in the case of the recruitment notice being 

shared via email and social media networks) who are able to read and answer questions in English.  

An estimated 58,000 members belong to the Chartered Society of Physiotherapy, of which 28,000 are 

active physiotherapists, and 33,000 belonging to the Royal College of Occupational Therapists in the United 

Kingdom, of which 16,000 would be childrens’ OTs. An accurate estimate of the number of therapists in the 

United Kingdom given is not exact as this data is not publically available. Recruitment methods may overlap 

with respect to reaching individuals. National colleges of OT and PT combined may contain 50,000+ therapists, 

with 84% of these based in England. This equates to 23,520 PTs and 13,382 OTs. The NHS spends 

approximately 5% of its budget on paediatrics equating to approximately 1176 paediatric physiotherapists and 

669 occupational therapists working in paediatrics. With a 20% response rate over three months, and based on 
prior surveys of uptake (e.g. Farr et al., 2017), this would enable a targeted recruitment sample of 369 (235 PTs, 

133 OTs).  

The Canadian survey (Levac et al., 2017)  undertaken previously used a convenience sample of OTs 

and PTs working in Canada and were recruited by circulating a web link and information about the open survey 

through e-mails, electronic newsletters, and blog, website, and social media posts coordinated via 

provincial/territorial professional associations and/or colleges. An estimated 5400 possible respondents in the 

Canadian survey yielded a response rate of 20% with 1071 respondents. Only a subset of this data - Paediatric 

therapists - were used in this comparative analysis.  

 2.4 Survey Distribution 

The survey was constructed and distributed using Survey Monkey, a secure online survey tool. Recruitment was 

made with an initial cascade email to colleges of practice to ask them to distribute. The Royal College of 

Occupational Therapists CYPF special interest section distributed the survey via email to current members. 
Existing contacts such as professional practice leaders at health centres across the country were also approached, 

as were Clinical Research Networks (an amalgam of regional counties to promote research), and links were also 

promoted through social media sites such LinkedIn, Facebook and Twitter. 

3. RESULTS

Seventy-three therapists (53 paediatric physiotherapists and 20 occupational therapists) completed the survey 

(see table 1). This result fell under the original targeted sample size. The average time spent completing the 

survey was 9 minutes 43 seconds. The majority of completions occurred during the first month of the survey 

(N=53, 71%). 

3.1 Respondents 

Therapist respondents (see figure 1) primarily worked in a community health environment (46, 60%), or 

acute setting (20, 26%). The majority of respondents (see table 1) were PTs with one-third having over 20
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years clinical experience. Most were from South-East England or London (42%), and 51% possessed a

Bachelor’s degree, with 32% of total respondents also possessing a research Masters’ degree.  

All respondents reported treating paediatric clients, with some diversity in the upper and lower age 

range of this definition from 0 years of age to 25, taking into consideration the extension of the law in the UK 

surrounding Education Health Care Plans to 25 years as of 2014. 34% reported working in the age range of 0-19, 

13% with 0-4 year olds, 9% 0-21, 6% with 0-16 year olds. The remainder (41%) reported serving clients from 1-

25 years of age. 

Figure 1. Most frequently reported practice settings of Virtual Reality/Active Video Gaming use in paediatrics 

Table 1. Participant Demographics (note: three respondents did not report their occupation) 

Participant 

Demographics 

Total sample 

n = 73, n (%) 

OTs 

n = 20, n (%) 

PTs 

n=53, n (%) 

Clinical experience 

<2 years 0 (0) 0 (0) 0 (0) 

2-5 years 2 (3) 1 (1) 1 (1) 

6-10 years 12 (15) 5 (6) 7 (9) 

11-15 years 17 (22) 4 (5) 13 (16) 

16-20 years 13 (16) 3 (4) 10 (13) 

>20 years 32 (41) 7 (9) 25 (32) 

No 
response 

3 (4) 

Geographic region 

SE England 22 (28) 5 (6) 17 (22) 

London 11 (14) 3 (4) 8 (10) 

West 
Midlands 

11 (14) 4 (5) 7 (9) 

East of 
England 

5 (6) 3 (4) 2 (3) 

Yorkshire 
and the 

11 (14) 5 (6) 6 (8) 

46 

20 

4 

2 

2 

1 

1 

1 

2 

Community

Acute

School

Hospice

In-patient

Complex neurodisability

Private clinic

Research

Unknown
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Humber 

North West 2 (3) 1 (1) 1 (1) 

South West 3 (4) 0 (0) 3 (4) 

Wales 2 (3) 0 (0) 2 (3) 

Scotland 1 (1) 0 (0) 1 (1) 

Ireland 4 (5) 0 (0) 4 (5) 

No 
response 

2 (2) 

Level of education 

Diploma, 
Postgrad 
cert. 

8 (10) 3 (4) 5 (6) 

Bachelor 
Degree 

40 (51) 10 (13) 30 (38) 

Research 
masters 

25 (32) 6 (8) 19 (24) 

Doctoral 
degree 

3 (4) 1 (1) 2 (3) 

No 
response 

3 (4) 

3.2 Survey Constructs 

Table 2 below shows the construct scores for each of the three composites (Attitudes (A), Social Norms (SN) 

and Perceived Behavioural Control (PBC)). Scores are shown as percentages, with 100 a strong positive 

agreement with the survey item, and 0 strongly negative.  

3.2.1  Attitudes toward VR. UK attitudes towards VR adoption were more positive (mean 74% agreement vs. 

64%). However, overall composite attitudes, made up of A, PU, PEOU, CO, towards VR adoption were 

moderate  with UK 56% agreement, and Canada 48%. Attitudes toward how compatible VR is with clinical 
practice were moderate in both countries (44% agreement).  

Table 2. Survey Composite and Construct Results 

Survey Construct UK % agreement (median) Canadian % agreement (median) 

Composite Attitude (A, PU, 
PEOU, CO) 

56 (58) 48 (59) 

General Attitude (A) 74 (78) 64 (67) 

Perceived Usefulness (PU) 69 (73) 63 (67) 

Perceived Ease of Use (PEOU) 36 (35) 57 (57) 

Compatibility (CO) 44 (46) 44 (45) 

Composite Social Norms (SN, CI, 
PI, SI) 

29 (28) 33 (30) 

Social Norms (SN) 28 (27) 33 (30) 

Client Influence (CI) 39 (47)) 38 (30) 

Peer Influence (PI)I 32 (21) 37 (35) 

Social Influence (SI) 16 (10) 24 (20) 

Composite Perceived 

Behavioural Control (PBC, SE, 

29 (24) 45 (44) 
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FCB) 

Perceived Behavioural Control 

(PBC) 

17 (11) 40 (38) 

Self-Efficacy (SE) 25 (17) 39 (35) 

Facilitating Conditions and Barriers 

(FCB) 

45 (45) 51 (50) 

3.2.2  VR/AVG Use. Only 11% of UK respondents (12% in Canada) reported currently using VR/AVG with their 

patients, 78% (62) reported no current use, with previous experience reported as: none (32%), minimal (42%), 

average (8%), or high (10%). Canadian therapists saw VR as easier to use (57% vs. 36%) with UK therapists 

reporting marginally more perceived usefulness (69% vs. 63%) than in Canada. Therapists rated their current 

experience of using VR/AVG as either none (N=25, 32%) minimal (17, 22%), beginner (16, 20%), average (6, 
8%), good or high (8, 10%).  

3.2.3  Evidence and Implementation. Canadian therapists viewed current evidence more positively (56% vs. 

44%). 70% of UK therapists believe they do not currently have enough evidence for AVG/VR use. Over 56% of 

all therapists state that there is poor quality evidence to support use of VR. Managers in both countries were 

perceived as having little or no influence on VR adoption (SI), with UK ratings more pronounced (16% vs. 24%) 

and a lack of clinical IT support was viewed as another barrier to adoption (13% vs. 35%). The availability of 

treatment space was perceived as a greater barrier in Canada (62% vs. 45%) than the UK, as was the availability 

of protected time to learn systems (30% vs. 23%). 

3.2.4  Therapist Ability. Canadian therapists viewed their own locus of control (PBC) with respect to clinical 

adoption as over twice as positive as therapists in the UK (40% vs. 17%) and reported greater personal ability to 

comparatively in their use VR/AVG technology (39% vs. 25%).  

4. CONCLUSION

AVG has the continuing and growing potential to achieve therapeutic outcomes with reduced direct therapist 
input, and intervention effects seem to increase with the use of AVG interventions (Juras et al., 2018). Use of 

consistent and internationally agreed outcome measures of relevance to patients, with large enough sample sizes 

to inform reliable clinical adoption are persistent problems for research (Farr & Male, 2013; Hickman et al., 

2017). Without consistent measures and samples sizes the impact on wider knowledge translation may contribute 

to slower adoption, impacting clinical take-up (Glegg & Levac, 2018). Furthermore, technology, is advancing at 

such a pace that it is difficult for researchers to complete the cycle of plan, pursue (funding), pilot, and plot 

results to confirm the efficacy of VR/AVG interventions, regardless of the device (Farr et al., 2019). Even then 

there are significant methodological issues to consider, for example in the use of appropriate placebo (Farr and 

Male, et al., 2017). Where bespoke systems are used, children complain that the quality of graphics and game 

play do not match commercially available systems, and whilst adults seem happy with this, for children it is a 

significant barrier to compliance with treatment (Farr et al., 2017) 

VR/AVG is known to be motivational, yet the full implications of its motor learning impacts, as well as 

exploring prime conditions of implementation are unknown (Glegg & Levac, 2017; Lopes et al., 2018). In a UK 

setting, without good quality research evidence including large-scale, potentially multicentre RCTs, results are 

unlikely to feed into NICE guidelines and change practice. Whilst evidence is available to support VR/AVG as 

therapeutic adjuncts augmenting therapy benefits, therapists in both the UK and Canada remain reluctant to 

utilise opportunities. The reasons for the lack of uptake remain elusive but perhaps relate to how research results 

are disseminated and incremental cost-effective ratios are advertised. 

Acknowledgements: Thanks go to co-authors Stephanie Glegg and Danielle Levac for allowing a UK team to 

use the ADOPT-VR survey and investigate national differences in VR adoption.  
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ABSTRACT 

Patients with neurological dysfunction (e.g., after stroke) often suffer from motor and cognitive 

impairments. To regain (part) of their motor function, they must enroll in intensive 

neurorehabilitation programs. Virtual reality (VR) is a promising tool to enhance motivation and 

engagement of patients undergoing neurorehabilitation training. However, virtual training 

environments are usually displayed on computer screens, where patients interact via a virtual 

representation of their limb (e.g., an avatar) (Laver et al., 2017). While this provides useful visual 

guidance, it has several drawbacks. First, there is a loss of depth cues as the three-dimensional (3D) 

movements are displayed on a 2D screen (Gerig et al., 2018). Second, the visualization is shown in 

a different space from where the movements are performed, breaking eye-hand coordination. These 

visuospatial transformations may add cognitive load (Mousavi Hondori et al., 2016) to patients 

during training, reducing the VR usability, and, therefore, limit enrollment of cognitively impaired 

patients in VR therapy. Screens might further reduce rehabilitation outcomes if they limit patients’ 

motivation and embodiment, factors previously associated with better motor performance (Grechuta 

et al., 2017; Maclean et al., 2000). 

The implementation of commercially available low-cost head-mounted displays (HMDs) in 

neurorehabilitation is promising, as they allow patients to visualize their limbs’ movements in real-

time as avatars from a first-person perspective, reducing visuospatial transformation and preserving 

eye-hand coordination. No negative effects have been reported when HMDs were employed in 

elderly populations (Huygelier et al., 2019) and they raised enthusiasm in health specialists (Gobron 

et al., 2015). Further, it has been shown that real-time visualization of the patients’ limb movements 

in a virtual environment with an avatar induces body ownership over the avatar’s limbs (Borrego et 

al., 2019). Despite their potential, HMDs are seldom used in neurorehabilitation context. 

The goal of this study was to evaluate the potential benefits of more immersive technologies using 

head-mounted displays (HMDs). We ran a within-subject experiment with 20 healthy young 

participants who performed simultaneously a 3D reaching (motor) task and a cognitive counting 

task using: i) Immersive VR (IVR) HMD, ii) Augmented reality (AR) HMD, and iii) Computer 

screen. The IVR and screen modality displayed the same VE from a first-person perspective and 

used a seated full-body humanoid avatar animated with inverse kinematics. In a previous analysis 

(Wenk et al., 2019), we reported improved motor performance when movements were visualized 

with IVR instead of the screen. Here, we present results from the analysis of questionnaires to 

evaluate whether visualization technology impacted cognitive load (using the well-established “Raw 

Task Load Index” (Hart, 2006)), motivation (using the subscales from the “Intrinsic Motivation 

Inventory” (Reynolds, 2007)), technology usability (using the “System Usability Scale” (Brooke, 
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1996)) and embodiment (using adapted questions from the “Rubber Hand Illusion” questionnaires 

(Kilteni et al., 2012; Longo et al., 2008)). 

Reports on cognitive load did not differ across visualization technologies. However, IVR was more 

motivating and usable than AR and computer screen. Both, IVR and AR reached higher 

embodiment than the screen. Our results support our previous finding that IVR seems to be the 

most suitable visualization technology to train 3D movements in VR. For AR, it is still 

unknown whether the absence of benefit over the computer screen is due to the visualization 

technology per se or to technical limitations specific to the device. 
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ABSTRACT 

   The increasing predominance of cognitive deficits following neurological conditions such as 

dementia and stroke is a major concern in Portugal. Cognitive rehabilitation has been shown to be fundamental to 

alleviate some of the deficits, but it is not always customized to the specific profile 

of each patient. More critically, patients typically do not have rehabilitation while they are in the waiting list or 

after discharge. One way to address these limitations is using interactive technologies specifically designed for 

cognitive rehabilitation. Their digital nature allows the customization of parameters enabling personalization 

and adaptation to each patient’s profile, as well as the possibility of quantification of performance. In 

addition, these tools have the potential to be used at home, allowing patients to continue their rehabilitation and 

being monitored remotely, alleviating 

the burden of institutionalization for both patients and healthcare systems. However, before proposing 

novel technologies, it is imperative to understand current practices, needs, preferences 

and expectations of health professionals in this domain. For this purpose, we developed an online questionnaire 

that was distributed among health professionals in Portugal. 116 participants have responded, with 35% 

reporting having experience in the use of interactive technologies for cognitive rehabilitation. Our results show 

that health professionals that use these technologies mainly value 

ease of interaction, diversity of activities, task personalization to the patient’s cognitive profile, and adaptation 

based on performance. These and other insights will be used to inform the development 

of novel tools for cognitive rehabilitation in clinical and home settings. 

Keywords: Cognitive Rehabilitation, Interactive Technologies, Health Professionals, Survey, 

Human-Centered Design. 

1. INTRODUCTION

The biological functional and cognitive decline of the elderly and associated risks (Carneiro et al., 2017) are 

determinant for dependent functioning in late life (Agüero-Torres et al., 2002). In Portugal, taking into account 

the expected increase in the ageing ratio, it is expected that the index of functionally dependent elderly will 

double from 33.9 in 2018 to 67.8 in 2080 for each 100 potentially active (INE, 2019). The aged population is also 

at a higher risk of suffering a stroke which can have an impact in cognitive function, and consequently on quality 

of life (Cumming et al., 2013). 

Evidence shows that Cognitive Rehabilitation (CR) should target improving everyday functioning and result 

in meaningful outcomes valuable for the patients and their relatives (Cicerone et al., 2019). CR intervention 

strategies such as cognitive retraining, functional compensation, assessment, and goal setting and implementation 

are examples of common practices by Health Professionals (HPs) to achieve this goal (Nowell et al., 2019). 

However, several traditional CR practices rely on the use of games, puzzles, or paper and pencil activities that 

not always allow for customization according to each patient’s cognitive profile, which is key for the 

success of rehabilitation (Pariente, 2006). Cognitive training and rehabilitation programs using Interactive 

Technologies (ITs) such as computer programs and technological devices are considered promising for 

improving cognitive function 
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(Ge et al., 2018). ITs have several advantages in comparison to traditional methods, for instance, technologies 

based on Virtual Environments (VEs) offer the possibility to simulate Activities of Daily Living (ADLs), allowing 

retraining everyday functioning while promoting enjoyment and adherence to CR (Maggio et al., 2019; Snoswell 

& Snoswell, 2019). The similarities of VEs to the real world provide the advantage of performing adapted tasks in 

safe and ecological environments (Ferche et al., 2015). Additionally, the digital nature of ITs allows the 

customization of parameters enabling personalization and adaptation to each patient profile along with the 

possibility of quantification of performance (Paravati et al., 2017). Several studies are showing promising results 

when using these technologies alone or in conjunction with traditional CR (Ge et al., 2018). For example, a recent 

study compared the effect of applying two types of ITs, a computerized cognitive training programme and a VE 

rehabilitation system (Baltaduonienė et al., 2019). The results showed that patients who underwent rehabilitation 

with ITs had their cognitive functions significantly improved compared with the group that only had occupational 

therapy sessions. Another study compared the performance of stroke patients that underwent adaptive cognitive 

training in a VE with those doing paper-and-pencil tasks (Faria et al., 2019). The results showed that both groups 

obtained similar performance, but the VE condition offered a more intensive training, a factor that can be relevant 

for recovery.  

Despite the evidence that supports the effective usage of ITs for CR, not much is known about if and how they 

are being used in current CR interventions in Portuguese health institutions. For instance, there is not even any 

record in the Portuguese nomenclature of medical devices list that refers to CR system or software (SNS, 2020). 

Knowing how and to what extend these technologies are being currently used in daily practice as well as the main 

barriers for their adoption is crucial to inform the design of new ITs for CR that are more easily adopted and more 

effectively used. The current practices in CR and HPs’ opinions and expectations towards the use of ITs have been 

studied in other countries such as the Netherlands (de Joode et al., 2012; Wentink et al., 2018), the United States 

(Wang et al., 2016), and Sweden (Gustavsson et al., 2020). The results from these studies provided useful 

information and recommendations towards the design and implementation of ITs for CR. For example, ITs for CR 

should promote the interaction between patients and HPs to share knowledge and experiences because the lack of 

information on ITs for CR is one of the most reported reasons for not using them (de Joode et al., 2012).  Another 

example is that there should be an effort in creating some systematic delivery of training on how to use these 

technologies that can be easily accessed by patients and caregivers (Wang et al., 2016). However, these studies 

focussed on the use of assistive technologies to cognitive aid, and not so much on their use for cognitive training. 

Here, we investigate the current practices and HP’ opinions towards the use of ITs, specifically for CR. For this 

purpose, we designed an online questionnaire that was disseminated to Portuguese healthcare institutions. Our 

target was to characterize six main domains: the profile of HPs, the healthcare institutions, the current practices in 

CR, the use of ITs in CR, rehabilitation at home with ITs, and the collaboration in the design of ITs for CR. 

Additionally, we also wanted to explore if there are differences in attitude towards using ITs for CR between HPs 

that are already using them and those who aren’t. The results of this study will be used to inform the design of a 

CR platform for in situ and @home rehabilitation. 

2. METHODS

2.1 Experimental Procedure 

We developed an online questionnaire using Google forms to be self-administered by HPs currently practicing CR 

in Portuguese health institutions. The questionnaire was disseminated through different channels to reach the 

maximum number of HPs practicing CR in health institutions in Portugal. For this, an email was sent to various 

public and private Portuguese hospitals, rehabilitation centers, and non-profit healthcare institutions. Additionally, 

the questionnaire was also disseminated through social networks. Before dissemination, we performed an informal 

pilot with a psychologist experienced in the field, a team member representative of the target audience, to gather 

feedback on the content, length, and clarity of the questionnaire. After adjustments, the final version consisted of 

9 main sections. Some items consisted on statements to be rated on a 6-items Likert scale (LS1-6), ranging from 

1 = “I disagree completely” to 6 = “I agree completely”. There were also open-ended questions and multiple-

choice (MC) answers. At the beginning of the questionnaire, an informed consent was presented, and the 

participant could only proceed after agreeing. The sections of the questionnaire were grouped in different domains 

that included the following items: 
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2.1.1 The Health Professional 

▪ Section 1. Participant demographics: age; gender; profession; field of specialization; schooling; year of

highest degree; years of experience.

2.1.2 The Healthcare Institution

▪ Section 2. Health institution information: institution type; district; access to technological resources (LS1-

6); amount of people working on Information and Communication Technologies (ICT) (LS1-6).

2.1.3 Current Practices in CR

▪ Section 3. Information about current practice in CR: patients’ pathologies (MC); patients’ age range

(MC); session duration; intervention duration; activities performed (MC); usage of ITs in CR (yes/no);

2.1.4 CR with ITs

▪ Section 4. CR with ITs: ITs used (MC); context of usage; amount of ITs usage (LS1-6); patient’s

independence while performing activities through ITs (LS1-6); health professional intervention during

the session (LS1-6); essentiality of ITs for CR success (LS1-6).

▪ Section 5. IT task personalization and adaptation: level of automation in terms of personalization (LS1-

6); level of automation in terms of difficulty adaptation based on patient performance over time (LS1-6).

▪ Section 7. Level of importance of various characteristics when choosing ITs for CR (LS1-6).

▪ Section 9. Reasons for not using ITs in CR (MC).

2.1.5 @Home CR with ITs

▪ Section 6. CR at home with IT: prescription of ITs to be used at home (yes/no); preference for monitoring

patients progress; level of independence of patients while performing CR through ITs at home (LS1-6).

2.1.6 Collaboration in the design process

▪ Section 8. Collaboration in the design process of ITs for CR: participation in the design process (yes/no/I

don’t know); preferred types of participation (MC); level of importance of different entities on the design

process (LS1-6).

2.2 Data Analysis 

Data are presented as frequencies and percentages for categorical variables. Median and interquartile range, Mdn 

(IQR), are used as central tendency and dispersion metrics for ordinal variables. Mean and standard deviation 

(STD) are used for interval type measures. The Mann-Whitney test was used to test for two-sample between-

group differences in ordinal variables. When testing for significance, the threshold was set at 0.05. Data were 

analysed using IBM SPSS Statistics 26.  

3. RESULTS

We have collected data from 116 participants. We organized the results in 6 major domains: profile of HPs, 

healthcare institutions, current practice in CR, use of ITs in CR, @home CR with ITs, and collaboration in the 

design of ITs for CR. 

3.1 What is the profile of HPs conducting CR in Portugal? 

The respondents were mostly female (N=93, 80.2%). Most respondents were in the 36-45 (N=48, 41.4%) or in the 

26-35 (N=39, 33.6%) age range. 65.5% of the participants had more than 10 years of experience (N=76). 41 were

nurses (35.3%), 40 therapists (34.5%), 30 psychologists (25.9%), and 5 clinicians (4.3%). Most reported fields of
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specialization were occupational therapy (N=27, 23.5%), generic clinical (N=24, 20.9%), and physical and 

rehabilitation care (N=22, 19.1%). 

3.2 What type of healthcare institutions have been reported? 

The most represented institutions were public (N=65, 56%), followed by private (N=29, 25%), non-profit (N=17, 

14.7%) and mixed (N=5, 4.3%). Lisbon (N=23) and Porto (N=20) were the districts with higher number of 

respondents. Concerning the access level to technology of the institution, on the statements “The institution has a 

high level of access to technological/digital resources” and “The institution has a high level of access to human 

resources working in ICT”, the median ratings were Mdn = 3 (2) and Mdn = 2 (2), respectively. 

3.3 What are the current practices in CR? 

▪ End-users. Patients with dementia (N=90, 77.6%), stroke (N=72, 62.1%), and Parkinson’s disease (N=44,

37.9%), with more than 60 years (N=99, 85.3%) are the main clients of CR (Figure 1).

Figure 1. Pie charts of patients' pathologies (left), patients’ age groups (middle) and duration of CR interventions (right). 

▪ Duration. A CR session lasts in average 38 min (SD = 13). Respondents reported that CR programs

typically last 1 to 3 months (N=53, 49.35%) or longer (Figure 1).

▪ Activities. The most common activities currently used are puzzles and games (N=92, 79.3%), paper and

pencil tasks (N=89, 76.7%), and training of Activities of Daily Living (ADL) (N= 89, 76.7%) (Figure 2).

Figure 2. Activities used in current practice in CR. 

3.4 How are ITs currently used in CR? 

▪ Use of ITs in current practices of CR. 65.5% of the participants never used ITs in CR.

▪ HPs’ opinions about the use of ITs in CR. The different statements concerning the use of ITs in CR are

presented in Figure 3. (The first four statements were only rated by participants that are currently using

ITs in CR)
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Figure 3. Median ratings on statements concerning the use of Its in CR. 

▪ ITs’ characteristics.  When asked to rate the level of importance of different characteristics of ITs,

participants rated high in all of the characteristics (Table 1).

Table 1. Importance of ITs characteristics. 

ITs characteristic Mdn IQR 

Visual appearance 5 2 

Ease of interaction 6 1 

Historical data visualization 5 2 

Technology costs 6 1 

Difficulty personalization to patient’s profile 6 1 

Difficulty adaptation based on performance 5 1 

Content personalization 6 1 

Diversity of activities 6 1 

Portability 5 2 

Data safety and security 6 1 

Proof of evidence of efficacy 6 1 

Integrated neuropsychological assessment 5 2 

▪ Reasons for not using ITs in current CR practices. The inexistence of ITs at the institution was the most

mentioned reason (N = 95) (Table 2).

Table 2. Reasons for not using ITs in CR. 

Reasons for not using ITs in CR 
HPs without ITs 

experience (N=76) 

HPs with ITs experience 

(N=40) 

Inexistence at the institution 67 28 

Inexistence of ICT human resources at the institution 38 19 

Lack of information 43 13 

Preference for not using ITs 10 8 

Institution regulations 9 6 

Fear of technical issues 6 5 

Lack of evidence of efficacy 6 3 

Feeling uncomfortable with technology 8 6 

No availability to learn new tools 3 4 

Lack of interest for IT 4 3 

Patient’s inability to use ITs 3 3 

Other reasons 2 2 
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3.4.5 What are the preferences in terms of at-home rehabilitation? 

▪ Prescription of ITs for CR at home. 62.1% (N = 72) of the participants never prescribed ITs to be used at

home. From those that already prescribed ITs to be used at home (N=44), 43.2% (N = 19) are not using

them in current practice (Figure 4).

Figure 4. Prescription of ITs to be performed at home. 

▪ Preferred monitoring type. 69% (N=80) of the participants answered that they prefer that the patient goes

to the institution to be evaluated. 39.7% (N=46) answered that the patient could be monitored at home

and only 6.9% (N=8) answered that monitoring could be done remotely through digital means.

▪ Patient’s independency to use ITs at home. When comparing participants that already use ITs (Mdn = 3

(2)) and the ones that don’t (Mdn = 2 (2)) on the statement: “Most patients are able to perform activities

at home through ITs independently without assistance”, participants that use ITs gave it a significantly

higher rating (U = 1974,  p = .006, r = .253).

3.5 What are the preferences of HPs concerning collaboration in the Design of ITs for CR?

88% of the participants (N=102) never collaborated in the design of ITs for CR. If to participate in the design 

process, the preferred method would be collaborative workshops (N=62, 53.4%). When asked to rate the level of 

importance of different entities/roles to participate in the design process, psychologists (Mdn = 6 (1)) and therapists 

(Mdn = 6 (1)) were the ones that obtained higher answers. 37 (31.9%) participants mentioned that they would like 

to participate in the design of ITs for CR. 

4. DISCUSSION AND CONCLUSION

This study investigated the current practices in CR in Portuguese healthcare institutions and the opinions and 

expectations of HPs towards using ITs for CR. Results assist in characterizing demographically the HPs that are 

currently practicing CR in Portuguese healthcare institutions. Demographics are very similar to what was found in 

past studies, most are female occupational therapists aged 30-40 years old (de Joode et al., 2012). Contrary to the 

same study where only one-third of the participants reported to have treated patients with dementia, in our study, 

dementia was the most mentioned pathology. However, and aligned with literature (Stringer, 2010), stroke is in 

the top-three most mentioned, followed by Parkinson’s disease.  

Results show that ITs are not yet being widely used by HPs in CR sessions. Most participants (65.5%) did not 

have experience with ITs for CR. This is aligned with previous research where only 27,9% of respondents have 

reported previous experience with technologies in CR (de Joode et al., 2012). Since this study is from 2012, we 

would have expected that 8 years later, ITs would have had a higher percentage of use. It is important to highlight 

that for those reporting previous experience with ITs, these are essential to the rehabilitation success. Similarly, 

this is aligned with the same previous study where HPs with ITs experience agreed that technologies can be 

successfully used in CR. 
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From the participants that are already using ITs in current practice, only a few are prescribing them to patients to 

be used at home. Interestingly, some of the participants that do not have previous experience with ITs, are 

prescribing them to their patients to perform activities at home. Participants that have previous experience with 

ITs are more positive towards the use of ITs at home, and they display higher belief that most participants can 

perform the activities independently. This is also aligned with previous research where HPs with previous 

experience were more positive about their potential than those without experience (de Joode et al., 2012). 

Among the difficulties and barriers in using ITs for CR, and contrary to previous research where participants 

responded that the price of technology  and the lack of knowledge are the most mentioned reasons, in our study, 

the inexistence of ITs at the healthcare institution  and the lack of human resources in ICT to give support are the 

major barriers for the use of ITs in CR. However, lack of information is the third most mentioned reason for not 

using ITs in CR, therefore, researchers should also focus on promoting the dissemination of information directly 

to health institutions and HPs and not only in scientific publications. Only a very small minority mentioned not 

having interest in ITs or no availability to learn new tools, therefore, this leads us to conclude that HPs are willing 

to learn and use ITs in CR if the health institutions make them available. Moreover, the patient’s inability to use 

ITs was not considered a barrier to most of participants. Here we envision the opportunity for researchers, to invest 

also in finding systematic methods for delivering training for all stakeholders (HPs, caregivers, and patients), as 

also reported in other studies (Wang et al., 2016).  

Finally, this study provided useful information about preferences for collaborative methods for the design of ITs 

for CR, in this case, a collaborative workshop was the most voted answer. This led us to organize a collaborative 

workshop with HPs, which results are currently being analysed. 

As limitations from this study, our questionnaire did not address two important aspects. First, it would have been 

important to identify the most common cognitive problems addressed by HPs despite the pathology of the patient. 

This information would have been useful in finding which activities have more priority in being designed. Second, 

we didn’t ask directly to the participants if they had willingness or interest in using/keep using the ITs for CR, and 

why. This would have helped in further understanding the reasons behind difficulties and barriers in using ITs. 
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ABSTRACT 
In this work, we will assess and compare two content-equivalent cognitive training (CT) interventions delivered 
in desktop virtual reality (VR) (Reh@City v2.0) and paper-and-pencil (Task generator (TG)) formats in a sample 
of patients with mental and behavioral disorders. We found that both CT methodologies were associated with 
favorable cognitive, mood and quality of life outcomes observed in both the short (immediately after the 
intervention) and the long-term (two-months follow-up). We conclude that these CT methods should be viewed as 
complementary approaches in the treatment of mental and behavioral disorders. 

1. INTRODUCTION
Cognitive deficits are a nuclear feature of mental and behavioral disorders, leading to poor treatment adherence 
and functionality (Rock et al., 2014). Therefore, cognitive deficits represent an essential target for intervention 
(Groves et al., 2018). Virtual reality (VR) methods can aid cognitive training (CT) in the context of psychiatry 
once they allow a more realistic training experience through the simulation of activities of daily living. VR-based 
interventions have several advantages over traditional paper-and-pencil methods, namely: the systematic and 
hierarchical presentation of stimuli and challenges; adaptation and personalization of training content to the 
patient's cognitive profile; immediate feedback; gaming elements to enhance motivation and engagement; 
increased ecological validity and, possibly, greater transfer of gains to everyday life (Faria et al., 2016; Gamito et 
al., 2015; Parsons 2016).  

The main aims of this study are to assess and compare the impact of two-content equivalent CT interventions 
– the Reh@City v2.0 and the Task Generator (TG) – in a heterogeneous sample of mental and behavioral disorders
recruited in a long-term care psychiatric setting.
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2. METHODS
A total of 30 patients met the inclusion criteria and were randomly assigned to the Reh@City v2.0 group (n=15, 
two were lost to follow-up) and the TG group (n=15, one dropped out after the baseline assessment, and two were 
lost at follow-up). Both groups of patients underwent a time-matched 24-sessions CT intervention. Comprehensive 
neuropsychological assessments were conducted at baseline, post-intervention, and follow-up (2-months). We 
employed nonparametric tests to analyse the collected data. 

3. RESULTS
A within-groups analysis revealed significant improvements in visual memory and depressive symptoms after the 
Reh@City v2.0 intervention, whereas the TG group improved in processing speed, verbal memory, and quality of 
life (social relationships and environmental domains). In the between-groups analysis, we found that the Reh@City 
v2.0 group showed a greater reduction in depressive symptoms, while the TG group exhibited higher 
improvements in social relationships aspects of quality of life. Considering the within-groups analysis at 2-months 
follow-up, both groups maintained the former gains, and new improvements were identified in the Reh@City v2.0 
(global cognitive function, language, visuospatial and executive functions) and the TG groups (sustained and 
selective attention). The Reh@City v2.0 significantly reduced depressive symptoms, and the TG led to more 
significant improvements in processing speed, abstraction, and social relationships domain of quality of life. 

4. CONCLUSIONS
Overall, patients from both groups revealed positive differential changes in primary (cognition) and secondary 

outcome measures (mood and quality of life) in the various assessment moments, which may suggest that 
the combined use of these two interventions could lead to higher short and long-term benefits in the 
assessed domains. The Reh@City v2.0 and the TG should be considered complementary CT methods for 
patients with mental and behavioral disorders living in long-term care psychiatric settings 
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ABSTRACT 
About 20% of all people killed on roads are pedestrians. Virtual Reality (VR) simulators can be 
used to train street crossing and improve pedestrian safety, but the use of this technology has some 
limitations that need to be addressed. Common issues are related to the ecological validity of the 
experience because of poor immersion, movement limitations, and lack of visual and audio effects. 
In addition, these simulators are often very expensive. To address this, we developed a pedestrian 
street-crossing simulation that can be delivered through two mediums, a low-cost CAVE (Cave 
Automatic Virtual Environment) or a Head-Mounted Display (HMD). These two environments 
provide a high immersive experience, simple architecture, and a lower cost of deployment. 
Following an independent samples design, 20 participants were randomly allocated to the CAVE 
or HMD group and performed a street-crossing task. We measured the percentage of collisions 
with vehicles and presence through the Witmer and Singer Presence Questionnaire. Our results 
show that the percentage of collisions was significantly higher in the HMD group. Presence scores 
were high for both groups, but not significantly different. These results can be used to inform the 
design of VR simulators for safe street-crossing. 

Keywords: Pedestrian Safety Simulator; VR Environments; User Experience; Pedestrian 
Behaviors 

1. INTRODUCTION
The increasing number of vehicles and traffic in the last decades is leading to a higher number of casualties on 
the road, particularly of pedestrians that account for about 20% of all deaths in USA. In Europe, 5320 
pedestrians were killed in road accidents in 2016, which corresponds to 21% of all road fatalities (European 
Commission, 2018). For the case of Portugal, in 2016-2017 there were approximately 10,000 accidents involving 
pedestrians (European Commission, 2017). A survey on pedestrian and bike rider activities in 2012 showed that 
some of the reasons for traffic accidents are related to low standard traffic services such as unavailability of 
footpaths and dark streets (Schroeder, 2013), and lack of traffic lights (Maillot et al., 2017). Interestingly, in 80% 
of the cases, the behavior of pedestrians is the cause of collision between vehicles and pedestrians (Lochhead, 
2013). Therefore, more research is required to examine pedestrian behavior and to develop training procedures 
that could be used to train pedestrians (Dommes et al., 2017).    

There are however limitations to conducting real-world studies on pedestrians such as creating a special risk-
free traffic environment for an experiment and ensuring pedestrian safety. Moreover, every user has a different 
experience and behavior in real traffic environments, making it difficult to replicate such special traffic 
conditions. Virtual Reality (VR) based simulations have been used to train street-crossing, with the advantages 
of allowing safe environments that allow creating multiple traffic scenarios while preserving pedestrian safety 
(Deb et al, 2017). These traffic conditions are closely mapped to real-world traffic conditions in which 
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pedestrians perform their actions. Several studies with VR simulation applications have been found to prevent 
pedestrian accidents (Schwebel, Gaines, & Severson, 2008) and to improve pedestrian safety (Bhagavathula, 
2018). Nevertheless, these systems still have some limitations. One of the limitations is to create high quality 
virtual experiences that are realistic and immersive and that elicit presence (J. Hvass et al, 2017). And to create 
realistic experiences of street crossing in a limited space represents an additional challenge (Mallaro et al, 2017). 
To provide some examples, a study on child-pedestrian hazard perception skills used 180 spherical screens with 
three projectors to create a simulated dome projection environment where participants observed traffic scenarios 
while performing a hazard detection task (Meir, 2015). The results showed that when making street-crossing 
decisions, participants were more aware of hazards event with limited viewing angles, when compared to a 
control condition. Another study used a simulator which consisted of three projectors, an eye-tracking system, a 
photoelectric sensor, and an infrared light beamer, that used head and eye movements to record the decisions of 
pedestrians (Zito et al., 2015). Results from a street-crossing task with young and older adults showed that young 
participants were more conscientious during street crossing than older participants. Data of head and eye 
movements showed that this happened because older participants looked less at the sides of the street before 
crossing (Zito et al., 2015). Holland and Hill developed a similar virtual environment for recording collisions 
with vehicles, missed opportunities to cross the road, and attempts of road-crossings (Holland, 2010). In a study 
with 218 adults, the authors analysed if gender and/or age were factors modulating crossing decisions. The 
results showed women made more unsafe street crossing decisions as age increased, mainly because of limited 
mobility, but not men. Another VR simulator used real-traffic videos in a study with 359 participants that had to 
judge the speed of the oncoming vehicles to cross the road (Rosenbloom et al., 2015). Participants who were 
trained with the simulator achieved higher scores, and the results were modulated by age and gender. Men and 
young adults had higher scores compared to women and older participants (Rosenbloom et al., 2015). While 
showing interesting results, all the systems in these studies allowed only limited movement during crossings. To 
address this, Dommes and co-authors developed a virtual environment in such a way that participants could walk 
up to seven meters on an actual street of 5.7 meters in width (Dommes et al., 2017). This was achieved by using 
ten projector screens. Other studies used a CAVE (Cave Automatic Virtual Environment) and a treadmill to 
simulate road-crossings, but with the limitation that participants cannot step back (Banducci et al., 2016) 
(Nagamatsu et al., 2011). In one of these studies, the effect of dual-task performance was analysed in a VR 
environment in which participants crossed a virtual street by walking on treadmill while listening to music and 
talking on phone (Nagamatsu et al., 2011). The results showed that those who were at risk of falling had more 
collisions with oncoming vehicles during the dual-task. 

When developing VR simulators for street crossing training an important feature for their ecological validity 
is their level of immersiveness and the sense of presence they can induce (J. Hvass et al, 2017) (Estupinan et al., 
2014). Capturing these subjective measures is important to understand to what their effect is on the training of 
participants that use VR simulators. Some studies have assessed the level of presence elicited by VR simulators 
for street crossing, with CAVEs and Head Mounted Displays (HMD) providing experiences with a higher sense 
of presence and immersion compared to other VR systems (Deb et al, 2017) (Feldstein et al, 2016).  

The main objective of our work is to develop a safe, easy to use, and low-cost VR environment to be used for 
road-crossing training. For this purpose, we developed a VR simulator deployed in two different setups, using a 
VR CAVE or a HMD. CAVEs and HMDs are considered highly immersive systems, provide realistic virtual 
environments of traffic conditions, besides minimizing space and movement constraints. We used a between-
groups design to compare the efficacy of these two setups in increasing safety through reduced collisions. We 
also compared the perceived level of presence. We hypothesized that a user would have a higher sense of 
presence in the HMD condition when compared to the CAVE because the HMD is more immersive and because 
the user is more isolated from his/her surroundings. We also expected that participants in the HMD environment 
would have more valid road-crossing decisions (fewer collisions) considering that the virtual environment is 
more realistic.  

2. METHODS
2.1 Participants 

A convenience sample of 20 participants (10 females, ages: M=29.37 SD = 6.49) participated in this study. The 
participants were undergraduate and graduate students, and research assistants, that had no physical disabilities 
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and were able to understand and speak English. All participants provided written informed consent and received 
no compensation for their participation. 

2.2 Apparatus 

For the development of our system, we used the Unity 3D game development platform (unity3d.com), which is a 
powerful tool to create 3D virtual environments. It has special features such as a particle system, animations, and 
physics for more realistic applications. We developed two different versions of the VR simulator for street 
crossing. The first used a CAVE environment previously developed at our research lab, which consists of four 
Hitachi projectors positioned in such a way as to project on the floor and walls (Gonçalves, 2018) (Fig. 1). The 
height and width of the CAVE walls were 2.2 and 2.8 meters, respectively. A Kinect V2 sensor was installed at 
the front wall to detect full body gestures. External speakers were used to add sound effects .  

The second setup consisted of an HMD, namely an HTC Vive headset (vive.com) (Fig. 2). Vive renders 
stereoscopic textures of 3D models, which are generated at specific angles to create an immersive effect. Vive 
also has supporting features such as lighthouse sensors for tracking the position and rotation of the headset, 
allowing interacting with the virtual environment more efficiently. Our setup used two lighthouse sensors that 
were facing each other, placed at the corners of the CAVE. To help on preventing sickness, Vive provides a high 
refresh rate to reduce lag in rendering graphics. 

Figure 1.  CAVE setup  Figure 2.  HMD setup 

The VR environment simulates a 3D city with roads, downtown buildings, zebra-crossings, and traffic that 
simulated real-world conditions. The city environment was the same for both VR setups. Two different traffic 
speed limits were used, namely 40km/h and 60 km/h to assess how participants in behave in different speed 
limits, when they have a different gaps of time to cross (Fig. 3). Vehicles were spawned at different time 
intervals for the users to estimate valid gaps. A user could see his/her avatar in the VR environment, in front of 
him/her, standing at the curb of the footpath. Participants held a Vive controller that they should press when they 
decided to cross the road. The avatar walked at a speed of 1.20 m/s, which is the average speed of a pedestrian 
(FHWA, 2009). In case of a collision, or completion of the street-crossing session, the application re-spawned 
the avatar to the starting position. 

2.3 Procedure 

Participants were randomly allocated to one of the two conditions, HMD or VR CAVE. After being informed 
on the context of the study and signing the informed consent, the participants performed a training 
trial to familiarize themselves with the VR environment and to learn how to perform the task. After 
training, each participant executed two trials of 2 minutes each with different speed limits (40 km/h and 60 km/
h). The number of times the avatar was hit by a vehicle (collisions) was recorded by the VR 
application. After the task, participants answered the Witmer and Singer Presence Questionnaire (WSPQ) 
(Witmer, 1998). The version used included 24 items addressing Involvement, Immersion, Visual Fidelity, 
Interface Quality and Sound (Witmer et al., 2005). Items 1-22 were rated on a 7-point scale. Sound items 
(20-22) were not included in the computation of 
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the overall WSPQ score for comparison with other studies. Items 23 and 24 were removed because the 
application does not have haptics. A full session took about 10 minutes to be completed.  

Figure 3.  Schematic Diagram of the Street Crossing Task 

2.4 Statistical Analysis 

From the number of collisions, we computed the percentage of collisions for the two different speed limits, 40 
and 60 km/h. The normality of the distributions was assessed using the Kolmogorov-Smirnov test. Data were 
considered normal for the 60 km/h speed limit, but not for 40 km/h. Hence, we decided to use nonparametric 
tests for both limits also because of the small sample size. Nonparametric tests were also used for the WSPQ 
because of its ordinal nature. For between-group comparisons, we used the 2-tailed Mann-Whitney test. Central 
tendency and dispersion measures are presented as median and interquartile range, respectively, Mdn (IQR). For 
the WSPQ, we present the mean (M) and standard deviation (STD) for comparison with the literature. The 
threshold for significance was set at 5% (α=0.5). Data were analysed using SPSS version 26. 

3. RESULTS
The data of 1 participant was not included in the analysis because of technical difficulties with the setup during 
acquisition. For a sample of 19 participants, we compared the percentage of collisions between the two 
conditions (CAVE and HMD) for the speed limits (40 and 60 km/h) (Table1). When vehicles were moving at a 
speed of 40 km/h, participants in the HMD group displayed a significantly higher percentage of collisions when 
compared to participants in the CAVE group (CAVE: Mdn=0 (22.5), HMD: Mdn=50.0 (42.0); U=17.0, p=0.02, 
r=0.31). For a speed limit of 60 km/h, no significant difference was found between conditions (CAVE: 
Mdn=20.0 (33.0), HMD: Mdn=20.0 (31.5); U=41.5, p=0.77, r=.004) (Table 1) (Fig. 4). 
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Figure 4.  Collisions in percentage for speed limit 40 and 60 kmph 

 Table 1. Median (IQR) percentage of collisions per condition 

Speed CAVE 
(N=10) 

HMD 
(N=9) 

Mann-Whitney Test 

40 km/h 0 (22.5) 50.0 (42.0) U=17.0, p=0.02 

60 km/h 20.0 (33.0) 20.0 (31.5) U=41.5, p=0.77 

The mean total score in the WSPQ for the CAVE group (M=122.7 (12.2)), although higher, was not 
significantly different from the HMD group (M=115.8 (17.5)), (U = 34, p=0.36, r=0.045) (Table 2). When 
analysing the separate items of the WSPQ, no significant differences were found between conditions (Table 2).  

 Table 2. Mean (SD) scores in the Presence Questionnaire 

WSPQ Items 
CAVE 
(N=10) 

HMD 
(N=9) 

Total score All execpt 
20,21,22 

122.7 (12.2) 115.8 (17.5) 

Involvement 1,2,3,4,5,6,7,10,13 5.2 (0.6) 5.0 (1.2) 

Immersion 8,9,14a,15,16,19 6.1 (0.6) 5.6 (0.5) 

Visual 
Fidelity 

11,12 5.0 (1.1) 4.6 (1.3) 

Interface 
Quality 

17a,18a 6.0 (0.9) 5.4 (1.9) 

Sound 20,21,22 5.5 (1.2) 5.5 (0.8) 

  a Reversed items 

4. DISCUSSION AND CONCLUSION
Here, we investigated and compared the efficacy for street crossing training and the user perception 

of presence of a VR environment deployed in two different setups: CAVE and HMD. Our results showed that 
the percentage of collisions is modulated by the speed at which vehicles were moving. With lower traffic 
speed, participants in the HMD group had a significantly higher percentage of collisions than those who 
were in the CAVE group. Fewer collisions indicate a more realistic environment that is more suitable to train 
pedestrians (Maillot et al, 2017). This could indicate that participants that used the HMD setup had more 
difficulties in deciding when to cross the street. The difference was, however, not significant at a higher 
speed (60 km/h). Although, HMDs have higher immersion than a CAVE, they might somewhat restrict looking 
at both sides of the street while wearing them. In contrast, the CAVE has larger screens and users can more 
easily look around. On the influence of the speed of the vehicles, it is important to note that pedestrians 
often judge the physical distance, not considering the speed, leading to poor estimation of the available 
time frame to cross the street. Other authors compared HMD with CAVE setups and found that participants 
took smaller gaps and performed faster in HMD when compared to the CAVE, suggesting that the HMD 
makes the scenario less threatening 
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which leads to users taking more risks (Mallaro et al, 2017). This is plausible explanation to justify the higher 
number of collisions in the HMD setup. Another study where participants performed a train boarding task 
showed that the performance was better in a CAVE when compared to an NVIS nVisor ST HMD (Grechkinet al. 
2014). 

Concerning the WSPQ (Witmer et al, 1998), when comparing the total score over the 19-items in the two 
conditions, we observed that the mean score was slightly higher in the CAVE condition when compared to the 
HMD setup (122.7 (12.2) against 115.8 (17.5)), but not significantly different. Other studies that measured 
presence using the same version of this presence questionnaire on VR environments for pedestrians reported 
lower total scores. For example, a recent study reported a mean score of 109.35 (13.65) using a HMD  (Deb et a, 
2017). In another study, Feldstein et al reported total presence score of 93 (1.23) in an HMD setup (Feldstein et 
al, 2016). Our results indicate that both, the CAVE and the HMD, induced a stronger sense of presence when 
compared to the literature. On the subdomains of WSPQ, irrespective of the setup, we observed high scores for 
involvement and immersion indicating presence and realism of the virtual environment. We also observed high 
scores for visual fidelity and interface quality, suggesting the reliability of the simulator. The average score of 
sound also indicates realistic sound effects in the virtual environment for both setups. 

Following the popularity of driving simulators, several studies developed pedestrian simulators through VR 
environments for street crossing training (Maillot et al., 2017). VR simulation has the advantage to train 
pedestrians in a safe environment that would not be achieved in a real traffic conditions. Our study compared the 
efficacy and presence of two VR environments by using the latest VR technology for pedestrian safety 
applications. Although the latest VR technology has removed barriers, there are still space constraints. To 
address this issue, our application represents the pedestrian as an avatar that the participant controls using a 
joystick/controller. This pedestrian simulator also includes sound effects to simulate real-world traffic 
experience. Both setups offer low-cost solutions with flexible and customizable traffic scenarios. But considering 
that the CAVE elicited a high sense of presence and taking into account that participants showed fewer collisions 
with vehicles, our results indicate that the CAVE is more effective as a simulator for street crossing. 

The main limitation of this study is the small sample size and its lack of representativeness because all 
participants were young healthy adults. Children, elderly, and people with motor and/or cognitive deficits are at 
higher risk of being involved in traffic accidents. Hence, further studies should be done with these specific 
populations. 
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ABSTRACT 
Spatial perception development in young children indicates readiness for school and predicts 
academic success in reading, arithmetic, science, and technology. The Tangram game is an ancient 
Chinese puzzle game and belongs to the "construction" games group. The Osmo tangible 
technology is based on reflective artificial intelligence which captures the user's physical actions in 
front of the screen in real time and transforms them into digital actions. In this research we 
conducted comparison research between children with special needs and children without special 
needs, preschoolers and kindergarteners, and examined their spatial ability while performing 
identical spatial tasks playing a Tangram card game versus playing an Osmo Tangram game based 
on tangible technology. In all sessions, the participants played individually without assistance. The 
research results were found to be statistically significant; the participants’ performance with the 
tangible technology Osmo Tangram game was higher than with the traditional Tangram card game. 
Also, the participants’ play duration with the tangible Osmo Tangram game was longer than with 
the traditional Tangram card game. These results demonstrate the ability of young children with 
and without special needs to play and to learn independently via the tangible technology Osmo 
Tangram. 

1. INTRODUCTION
Use of digital technology in early childhood has clearly seen an increase in the 21st century. It is interesting to 
observe how this use affects learning processes, cognitive skills, and abilities among children and to study the 
impact of the gaming process using digital interface games compared to traditional games. 

1.1 Cognitive development in early childhood 

The cognitive process of early childhood development is affected by the environment in which children grow up, 
have experiences, and learn (Carson et al., 2016). This process is also affected by the quality of parental care, 
emotional and educational support, and nutrition (Lo, Das, & Horton, 2017). Apparently, early childhood is the 
stage at which children acquire the abilities that will form the basis of their development in a variety of areas 
during adolescence and adulthood. The more the young child experiences, explores, is exposed to stimuli, and 
practices values and beliefs, the more acute will be his or her perception, skills, and abilities later in life. These 
developmental steps will strengthen the child’s problem-solving abilities and help him or her develop learning 
and decision-making strategies, independence, and the ability to understand sequences of actions and orientation 
in space (Palmer, Wehmeyer, & Shogren, 2017). The Israeli Ministry of Education (2007) suggests that, in order 
to develop these abilities at a young age, it is necessary to develop mathematical and spatial concepts as part of 
the learning curriculum and, in later childhood, to place learning in the context of social life skills.  
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1.2 Spatial perception in early childhood 

Recent studies have found evidence of spatial perception in early childhood, such as identification of differences 
or similarities between objects, definition of personal and environmental space, spatial orientation, and the 
development of mathematical concepts.  Experience of different activities in daily life combined with 
development of spatial skills seem to lead to the development of spatial perception among children at a young 
age. The more children play games intended to develop spatial perception, such as puzzles, dice, and board games, 
the more they appear to improve their spatial perception (Jirout & Newcombe, 2015). 

Recent studies have shown that development of spatial perception in early childhood is important and even 
constitutes a basic component affecting the child's coping skills during the day (Baykal, Alaca, Yantaç, & Göksun, 
2018). The development of spatial perception can contribute to the processes of problem solving, spatial 
orientation, planning and thinking strategy, understanding mathematical symbols and concepts, and visual 
working memory (Cheng & Mix, 2014). Improving the child’s spatial perception and thinking abilities can be 
accomplished at any age through training (Hawes, LeFevre, & Bruce, 2015). In addition, these abilities form the 
basis for mathematical thinking and the development of the child's spatial abilities. Preschool children learn 
through play, which motivates children in the learning process and develops creative behavior (de Abreu & 
Barbosa, 2017). Thus it has been found that the use of game-based learning and digital interfaces encourages 
learning among preschool children, helping them to develop independence in the learning process (Garcia & 
Mangaba, 2017). 

1.3 Game-based learning 

The use of games in general and game-based learning in particular motivates young learners and keeps them 
involved over the long term. Games enhance learning processes, strategies, and skills such as decision making, 
practical skills, and refinement capabilities (Ryan & Rigby, 2020). Among preschoolers, play is significant in 
learning about the components of their environment. These game experiences will accompany them later in life 
and will be helpful in dealing with challenges and problem solving, developing creativity and imagination, making 
connections, and understanding situations (Colliver & Veraksa, 2019). Games such as puzzles, dice, board games 
promote development of spatial perception and spatial skills (Jirout & Newcombe, 2015). Therefore, selection of 
games that the child will use for learning purposes should be tailored to the user’s abilities and the learning goals. 

It has been observed that the use of gaming applications in mobile devices and tablets has significantly replaced 
traditional gaming in the first years of preschool children (Oliemat, Ihmeideh, & Alkhawaldeh, 2018). Most 
preschool children see the tablet as recreational, for example, for watching videos and listening to music; they do 
not seem to define the tablet as a tool that encourages learning or to be used for educational purposes (Oliemat et 
al., 2018).  

Recently a few game-based learning programs have been developed based on tangibles technology. Tangible 
technology is a platform that integrates technology with physical objects, where the user interacts with and 
manipulates the digital activity through physical objects (González-González, Guzmán-Franco, & Infante-Moro, 
2019). The combination of the physical objects and the digital interface creates an innovative learning 
environment that creates new ways of concrete interaction with virtual and physical objects. This field has not yet 
been extensively researched, but early studies suggest a direct link between a tangible digital interface and the 
development of spatial concepts by children (Skulmowski, Pradel, Kühnert, Brunnett, & Rey, 2016). It has been 
found that interaction among children using a tangible technology game has the potential to mobilize them for 
active learning and creates a diverse play environment. This type of activity fosters a unique user experience, 
including employment of multiple senses in different types of interfaces, thus promoting innovative learning 
(Baykal et al., 2018). 

The Tangram game is an ancient Chinese puzzle game and belongs to the "construction" games group (Figure 
1). The user can play individually or with other players. The Tangram game includes seven colorful three-
dimensional flat pieces (five different sized triangles, one square, and one parallelogram) and a variety of patterns 
to construct (from simple to complex, e.g., color, black and gray, and black). Through the game the user learns 
the spatial properties of the different pieces in relation to their location and orientation and cognitive rotation 
strategies. The aim of the game is to assemble a pattern from the colorful pieces.  
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Figure 1. Traditional Tangram game (Tangram pattern on the right and the seven pieces on the left). 

Osmo designed its tangible technology games based on the traditional Tangram game (Figure 2). The Osmo 
tangible technology is based on reflective artificial intelligence, which captures the user's physical actions in front 
of the screen in real time and transforms them into digital actions. The tangible technology Tangram game 
provides tasks that are built upon the user’s achievements; the user scores points and progresses through the stages 
of the game. Unlike the traditional Tangram, the Osmo Tangram provides immediate feedback during the 
assembly process. The tangible interface can also assist students with special needs in independent learning, using 
animation, acting, and auditory and visual feedback. 

Figure 2. Tangram game by Osmo. 

This study conducts a comparison of children’s spatial ability in performing identical spatial tasks while 
playing a Tangram card game versus playing an Osmo Tangram game based on tangible technology.  Our research 
aim was to explore whether the tangible user interface  enhanced the spatial learning ability of young children. The 
research questions were:  

1. What level of Tangram patterns did the participants from each research group attain using the Tangram card
game compared to using the tangible technology Osmo Tangram game?

2. What was the duration of play in seconds for participants in each research group, comparing the Tangram card
game and the tangible technology Osmo Tangram game?

2. METHODS

2.1 Participants 

Thirteen young children participated in the current study. They were divided into two experimental groups: eight 
children with developmental disabilities and five children without special needs. All the children were four to six 
years old (M=5.25, SD=0.78). Participants in both experimental groups are integrated in regular preschool  and 
kindergarten. Their parents or guardians signed a consent form. 
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2.2 Instrumentation 

The research instrumentations included the traditional Tangram game, the tangible technology Osmo Tangram 
game, and observation as a data collection tool. 

2.2.1 Traditional Tangram game. This set included the seven traditional pieces and 14 Tangram patterns that were 
chosen from the game. Each of the Tangram patterns was printed on a card. The 14 patterns progressed from a 
simple to a complex pattern; the complexity was defined by number of pieces, piece rotation, base configuration, 
and number of splits (Figure 3). 

2.2.2 Tangible technology Osmo Tangram game. This set included an iPad, Osmo iPad base, reflector, seven 
Tangram pieces, and Tangram apps that included the same 14 patterns included in the traditional Tangram game 
(Figure 3).  

2.2.3 Observation. All participants’ interactions with the Tangram card and Osmo Tangram games were video 

recorded during all sessions. 

Figure 3. Tangram 14 patterns. 

1 2 3 4 5 

6 7 8 9 10 

11 12 13 14 

2.3 Data processing and analysis 

The data analysis of this study was based on the participants’ interactions and performance with the traditional 
Tangram card game and the tangible technology Tangram game. 

2.4 Procedure 

The research was conducted in the participants’ kindergartens or preschools (children with developmental 
disabilities) or at their home (children without special needs). After a parent signed the consent form, each 
participant individually received an explanation of the Tangram card game and played with it. The child was asked 
to place the Tangram pieces matching the target pattern on the card. The child played with the game until he or 
she did not wish to continue or did not succeed in performing the task. In the second session, a short video clip 
was presented, which explained how to play with the tangible technology Osmo Tangram game, followed by the 
participant’s playing with the tangible game. As in the Tangram card game session, the participants played with 
the tangible Osmo Tangram game until they did not wish to continue or did not succeed in performing the task. 
In both sessions, the participants played individually without the assistance of another child or an adult. The length 
of each session was adjusted to the participant’s needs, ability, and motivation; the session lasted a maximum of 
40 min. 

3. RESULTS
Research Question 1: What level of Tangram patterns did the participants from each research group attain using 
the Tangram card game compared to using the tangible technology Osmo Tangram game? 
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Each participant in each session (card or tangible) played with identical Tangram patterns in the same order 
of complexity (Figure 3). In order to examine the participants’ performance with the Tangram patterns with the 
card game and the tangible technology Osmo Tangram game, a two-sample t-test was conducted. This test was 
found to be statistically significant (t (24) = 2.39, p =.025). The study results indicate that participants using the 
card game (M=6.8, STD =4.4) were able to construct (mean) with only the first six to seven cards of the patterns; 
only two subjects were able to construct all of the 14 patterns (participants with developmental disability). The 
mean score was similar for the two research groups: in the developmental disability participants group the mean 
score was the seventh pattern (range three to14 patterns) and the mean score for participants without disability 
was 6.6th pattern (range three to 12 patterns). Playing with the tangible technology Osmo Tangram game (M=10.8, 
STD =4.7), participants achieved a higher score than with the card game. In the tangible technology Osmo 
Tangram game, which included identical Tangram patterns, 95% of the participants were able to construct 
complex patterns; only one participant with developmental disability was unable to play with the tangible 
technology Osmo Tangram game. Six participants were able to construct all of the 14 patterns and another four 
participants were able to construct 10–13 patterns. The mean score among the developmental disability 
participants was 10.4th pattern (range zero to 14 patterns) and for participants without disability the mean score 
was 11.8th pattern (range five to 14 patterns). 

Table 1. Comparison of score level of Tangram patterns in card game and tangible Osmo game. 

Card game Tangible Osmo game 

Mean STD Mean STD 

Total (N=13) 6.8 4.4 10.8 4.7 * 

Developmental disability (N=8) 7 4.5 10.4 5 

Without special needs (N=5) 6.6 4.1 11.8 3.9 

* p<0.05

Research Question 2: What was the duration of play in seconds for participants in each research group, comparing 
the Tangram card game and the tangible technology Osmo Tangram game? 

     In order to examine the participants’ duration of play in seconds using both games, a two-sample t-test was 
conducted. This test was found to be statistically significant (t (24) = 3.16, p =.0042). The study results indicate 
that participants using the card game (M=3:57 sec, STD =130) played almost half the time compared with their 
duration of play with the tangible technology Osmo Tangram game (M=7:22 sec, STD =185). The duration mean 
duration of play with the Tangram card game for the participants with developmental disability was 3:46 sec 
(range 1:35–6:37 sec) and the mean score for participants without disability was 4:15 sec (range 1:23–7:52 sec). 
In the tangible technology Osmo Tangram game, most of the participants (92%) played for much longer with the 
tangible technology Osmo Tangram game. The mean duration of play with the tangible technology Osmo 
Tangram game for the participants with developmental disability was 7:06 sec (range 5:19–12:12 sec) and the 
mean score for participants without disability was 7:49 sec (range 3:08–10:00 sec).  

Examination of the average duration to construct a pattern in the Tangram card game and the tangible 
technology Osmo Tangram game revealed close results: 35 sec to construct a Tangram card pattern and 40 sec to 
construct a Tangram tangible pattern. Similar results were found in the two research groups: the average for the 
participants with developmental disability was 32 sec to construct a Tangram card pattern and 41 sec to construct 
a Tangram tangible pattern. Less time was needed by the participants without disability: 39 sec to construct a 
Tangram card pattern and 40 sec to construct a Tangram tangible pattern. 

4. CONCLUSIONS
This study adds to the theoretical knowledge about the use of tangible technology for spatial learning purposes by 
young children with and without disabilities. Exposure to spatial interaction in early childhood can develop basic 
abilities and skills for mathematical thinking and the development of spatial abilities. Such spatial activities 
motivate children during the learning process, contributing to their progress in the game and in the learning process 
(de Abreu, & Barbosa, 2017). In this study we examined the impact of exposure to spatial tasks in early childhood 
by children with and without special needs via the Tangram card game and Osmo Tangram game based on 
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tangible technology. In this research, the participants’ spatial activities through the tangible technology 
Tangram Osmo showed the children’s higher performance compared to their performance in similar spatial 
activities using the Tangram card game. Our results resemble those of Palmer et al. (2017), who found that 
exposure to stimuli in early childhood will improve skills and abilities later in life. The Osmo tangible 
technology allowed the participants to interact with the different pieces and to construct complex shapes at 
different complexity levels.  

As in Jirout and Newcombe (2015), all participants played with the Tangram card game and Osmo 
and developed spatial perception accordingly. Furthermore, the Osmo Tangram has the advantage of 
wrapping the spatial tasks as a game, allowing the participants in both research groups to learn and interact 
independently. These spatial activities using game-based learning on the iPad and concrete Tangram  
pieces encourage the participants’ spatial learning, as also found by Garcia and Mangaba (2017) and 
Oliemat et al. (2018) in their research on the use of gaming applications in mobile devices and digital game-
based learning. 

The results of this study may form the basis for further research, for example a comparison of a large group 
of participants with and without disabilities, including longer exposure to Tangram spatial tasks to examine its 
impact on spatial perception. It would also be useful to examine the impact of the spatial activities using Osmo in 
different age groups, such as elderly people with and without special needs, as suggested by Hawes et al., 
(2015). 
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ABSTRACT 
Numerous researchers and clinicians have recognized the unique match between Virtual Reality 
(VR) technology assets and the requirements of various clinical assessment and treatment 
approaches and an encouraging body of research has emerged. In the area of cognitive assessment 
related to central nervous system dysfunction, traditional approaches often rely on paper and pencil 
psychometric tests, qualitative ratings of behavior, and flat screen computer tests to inform diagnosis 
and to track changes in clinical status. VR offers options for enhancing the assessment process 
beyond these methods with the creation of standardized immersive simulations within which user 
performance can be consistently measured under conditions that may be more relevant to the 
challenges present in the real world, to better inform diagnostic and treatment decisions. Similar to 
traditional methods, normative data from typical children can be accumulated from VR simulations 
that provide performance standards for comparison with that of atypical children. This presentation 
will initially discuss the history of the USC Virtual Classroom (VC) (since 1998) for testing attention 
processes in children with ADHD and other neurological conditions. This will be followed by the 
presentation of a new version of the VC and the results from a neurotypical standardization sample 
of 695 children (age 6-13) tested in the VC. Ongoing data collection from children with attention 
impairments will be discussed in the context of the development of this research program. 

1. INTRODUCTION
The USC VC project commenced in 1998 with the initial aim to explore the feasibility and usefulness of VR as a 
tool to assess children with ADHD within ecologically relevant and systematically controllable stimulus 
conditions. The rationale for this effort was also bolstered by the idea that movement data could be easily collected 
leveraging the on-board head and body tracking technology that was naturally part of the implementation of VR. 
Movement was thought to be an area of assessment often neglected in standard psychometric tests, but vitally 
relevant to making an informed assessment of the hyperactivity component of ADHD. In 2003, after cognitive and 
movement data from an initial clinical trial documented the value of this approach for differentiating children with 
ADHD from neurotypicals, a commercial test publisher supported efforts to productize the application. However, 
primarily due to the cost of VR equipment at the time and the general unfamiliarity with the technology by 
practicing clinicians, the product development effort was discontinued and the resulting VC reverted to becoming 
a tool for cognitive/clinical research by academics. In 2018, as low cost and high fidelity VR technology 
became more readily available and with the accumulation of positive findings over more than 20 studies
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Parson & Rizzo, 2019), it was decided that the VC would undergo an update with the aim of promoting its 
wider distribution as a commercial product. In partnership with a commercial entity, Cognitive Leap, a new VC 
was created, informed from knowledge gained from previous research with the various USC versions. 
Similar to traditional testing approaches, data collected across different neurotypical age groups was needed to 
establish a normative database. This was essential for creating the standards by which the performance of 
children suspected of having ADHD could be compared. The results of that effort are detailed next. 

Images 1-2. Virtual Classroom (L) and Users interacting with the system (R). 

2. METHOD
Six hundred and ninety-five, non-diagnosed, typical children (female n=321) across the ages of 6-13 were tested 
on a 13-minute VC test to establish normative data for each age group. Children were evaluated on an A-K 
continuous performance task delivered on a white board within the VC, while common distractions (typical of a 
regular classroom) were also presented. Key performance variables that were measured included Omission Errors 
(O), Commission Errors (C), Reaction Time (RT) and Reaction Time Variability (RTV). Head Movement 
variables were also recorded from the VIVE HMD tracking system during the test sessions to document behavior 
related to hyperactivity and distraction. 

3. RESULTS
Results from this normative sample showed clear linear performance improvements on all variables across the 
ages of 6-13, as was predicted across this developmental period. For example, when grouped by 2-year intervals, 
male participants showed a reduction of both omission (O) and commission (C) errors across the age groupings 
(for ages, 6-7, 8-9, 10-11, and 12-13, mean O’s = 13.6, 6.6, 4.2, and 2.1, and mean C’s = 22.5, 12.1, 5.4, and 2.9, 
respectively). Moreover, reaction time and reaction time variability produced similar reductions (mean RT’s (in 
msecs.) = 523, 450, 407, and 402, and mean RTV’s = 197, 149, 124, 110, respectively). Results for female 
participants followed the same linear pattern.  

4. CONCLUSIONS
These findings provide support for the VC’s capability to capture performance change over this span of early 
childhood development. More data from this normative dataset and its importance for making comparisons with 
children with ADHD will be presented at the conference. At the current time, the VC is in use at three clinical sites 
to collect performance data on children diagnosed with ADHD, off of their medications during the testing to allow 
for performance comparisons with the normative sample. At the same time, variations on the VC classroom are 
being explored to address other cognitive processes and clinical populations. Auditory attention tasks and an adult 
version of the VC will be used to expand the range of use for this application concept.  

5. REFERENCES
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Assessment. In: Virtual Reality for Psychological and Neurocognitive Interventions. (A Rizzo & S Bouchard, 
Eds), Springer, New York, NY. pp 247-265. 

Proc. 13th Intl Conf. Disability, Virtual Reality & Associated Technologies 
Serpa, Portugal, 8–10 Sept. 2021 

©2021 ICDVRAT

129



Virtual Environment Grocery Store (VEGS) for assessing memory in 
persons with epilepsy: A Comparative Study on the Predictive Ability of the 

Support Vector Machine, K-Nearest Neighbours, and Naïve Bayes 

T McMahan1,2, T Duffield3, T D Parsons1,2 
1 College of Information, University of North Texas, 
3940 N Elm St, Denton, Texas, UNITED STATES 
2 iCenter for Affective Neurotechnologies (iCAN),  
3940 N Elm St, Denton, Texas, UNITED STATES 

2 Department of Family/Sports Medicine, Oregon Health & Science University 
Portland, Oregon, UNITED STATES 

1Timothy.McMahan@unt.edu, 2Thomas.Parsons@unt.edu, 3duffielt@unt.edu 

1 https://ci.unt.edu/, 2 https://ican.unt.edu/, 3 https://www.ohsu.edu/ 

ABSTRACT 
Everyday memory performance in persons with epilepsy is rarely assessed in real-world situations 
(e.g., outside the clinic). Virtual reality-based neuropsychological assessments offer the potential to 
address the limited ecological validity of pen-and-paper measures of memory. Studies have found 
the Virtual Environment Grocery Store (VEGS) to be a psychometrically valid assessment of 
memory and executive functioning. While advances in virtual reality-based assessments provide 
potential for increasing ecological validity in the evaluation of cognitive processes, less has been 
done to develop these simulations into adaptive virtual environments (AVE) for improved 
neurocognitive assessment.  Adaptive assessments offer the potential for dynamically adapting the 
difficulty level specific to the user’s knowledge or ability. This study aimed to assess cognitive 
performance classifiers with data from participants (N=82) who had been immersed in the VEGS. 
Three machine learning approaches were used to accurately classify participants diagnosed with 
epilepsy. First, Support Vector Machines (SVM), Naive Bayes (NB), and k-Nearest Neighbours 
(kNN) were trained using data collected from nonclinical participants. Second, the classifiers (SVM; 
NB; kNN) were applied to data collected from participants with epilepsy. Training data categorized 
participants into high performing or low performing categories. Using the training data on 
nonclinical participants revealed that the classifiers produced the following results: SVM - 95% 
correct classification, kNN - 90%, and NB – 60%. When using these classifiers to correctly classify 
participants with epilepsy (N = 6) as either high performers or low performers the most robust 
classifier was the kNN (100% correct classification). Both SVM and NB were able to correctly 
categorize 83% of the time. The results of the study revealed that the classifiers are capable of 
classifying individuals with epilepsy into the correct category. Knowing if a participant falls into a 
low performing category will help determine if the VEGS should adapt to personalize the 
environment relative to the participant’s capacity for performing activities of daily living. 
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1. INTRODUCTION
Learning and memory impairment on traditional paper-and-pencil clinical neuropsychology assessments is 
common in persons with epilepsy (Bouman et al., 2016; Helmstaedter & Elger, 2009). That said, everyday memory 
performance in persons with epilepsy is rarely assessed in real-world situations (e.g., outside the clinic). Virtual 
reality-based neuropsychological assessments offer the potential to address the limited ecological validity of pen-
and-paper measures of memory (Bohil et al., 2011; Kothgassner & Felnhofer, 2020; Parsons, 2015). While 
advances in virtual reality-based assessments provide potential for increasing ecological validity in the evaluation 
of cognitive processes, less has been done to develop these simulations into adaptive virtual environments (AVE) 
for improved neurocognitive assessment.  Adaptive assessments offer the potential for dynamically adapting the 
difficulty level specific to the user’s knowledge or ability. 

The Virtual Environment Grocery Store (VEGS) is a virtual reality platform designed to immerse users 
allowing them to interact with items and virtual avatars while completing shopping tasks (see Figure 1). VEGS 
can assess specific neuropsychological measures include learning, memory, navigation, and executive functions. 
Users perform a various task while navigating the virtual store: traveling from the store entrance to back of the 
store where the pharmacist is located; interact with the virtual human pharmacist and drop off their prescription. 
The virtual human pharmacist gives the user a number that they must listen for while shopping (see Figure 2). 
While shopping, announcements are made over the stores broadcast system. The user must listen to the 
announcement for their number, and disregard other numbers while shopping (cognitive inhibition: ignoring other 
numbers). The participant is directed to collect items from a shopping list that they learned preceding immersion. 
Participants are also directed to navigate to a coupon machine after two minutes (time-based prospective memory). 

The VEGS also incorporates other tasks: traversing through the aisles; choosing and retrieving items from the 
shopping list (List Items); disregarding items not on the shopping list (Intrusions); and staying within budget 
(Budget Score). The user returns to the pharmacist after hearing their prescription number called. Once back at the 
pharmacy they must wait in line to pick up their prescription from the virtual pharmacist (event-based prospective 
memory). After the user’s immersive experience in the VEGS, the participant completes delayed free and cued 
recall of the VEGS shopping items. Latest efforts at psychometric validation of the VEGS have uncovered it to 
have construct validity for evaluating both older and younger aged adults in both high and low distraction 
conditions (Parsons & Barnett, 2017; Parsons& McMahan, 2017). The VEGS looks to be mainly a memory 
(episodic and prospective) assessment in the lower distraction conditions. Adding environmental distractors (e.g., 
additional avatars; more announcements; cell phones ringing) showed that users’ performance was linked to both 
memory and executing functioning measures (Parsons & Barnett, 2017; Parsons& McMahan, 2017). While studies 
have found the Virtual Environment Grocery Store (VEGS) to be a psychometrically valid assessment of memory 
and executive functioning, these former iterations of the VEGS did not adapt to user performance. 

Figure 1. The Virtual Environment Grocery Store 
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Figure 2. Pharmacist in the Virtual Environment Grocery Store (gives participant a prescription pick-
up number). 

Figure 3. Entry point of the Virtual Environment Grocery Store platform 

2. METHODS
The research obtained authorization from the university’s committee for the protection of human subjects. 

2.1 Participants 

Data was collected from 2 different sources. The first source was from 76 college students. The participants 
involved must be aged 18 years or older and have normal (to corrected) vision. Participants would be omitted if 
they had a record of psychiatric condition(s), attention-deficit/hyperactivity disorder, or other Axis I 
psychopathology (diagnosed or suspected). Participants were not involved if they had a history of epilepsy, 
intellectual disability (IQ < 70), and/or neurological impairments impacting cognitive and/or motor movements. 
No participants were excluded from this group of participants. The second source of data was from 6 participants 
that have been diagnosed with epilepsy. The participants were aged 17 and older, had normal (to corrected) vision, 
and had no issues with controlling movements. The participants do suffer from other psychological problems such 
as anxiety and depression. The participants reported that they did not avoid computers and were mostly 
experienced or very experienced when working with computers.  
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2.2 Apparatus and Measures 

2.2.1 Procedure. Each participant participated in a 90-minute experimental session that included data collection. 
Each participant was briefed on the study’s procedures, potential risks, and benefits upon arriving at the lab. Every 
participant was given the option to discontinue the session at any time. Upon being briefed about the study, each 
participant signed a written informed consent (approved by the university’s institutional review board) that 
signified their approval to take part in the experimental session. Before the participant entered the virtual 
environment, general demographic data was collected and participants answered questions intended to measure 
their overall computer skill, comfort, and usage activities, perceived level of computer skill (Likert scale (1–not at 
all to 5–very skilled); and the types of video games they played (e.g., role-playing; eSports, etc.). No significant 
differences were found for overall computer skill. Participants completed a simulator sickness questionnaire 
(Kennedy et al., 1992), which includes pre- and post-VR exposure symptom checklists. No significant simulator 
sickness was noted.  

2.2.2 Virtual Environment Grocery Store. The VEGS (see Figure 3) was run on a PC with an Intel Core i7 
processor, 16GB ram, NVIDIA GeForce GTX 1060 graphics card and the Windows 10 operating system. The 
VEGS can utilize multiple head mounted displays (HMDs), for this study the HTC Vive (http://www.htcvive.com) 
was used. The HTC Vive runs at a resolution of 2160 x 1200 on an organic light-emitting diode (OLED) display 
with a refresh rate of 90 Hz. The VEGS incorporates several ordinary shopping activities that have been discovered 
to be correlated with cognitive performance on traditional (low-dimensional) neuropsychological assessments.  

Preceding the start of VEGS, users participated in an encoding phase in which they learned the list of shopping 
items that they would shop in VEGS. The encoding phase required the participants (not immersed) to learn trials 
aimed at conveying the shopping items needed once they started VEGS. The examiner read off out loud to the 
participants 16 items (the examiner made sure there was a two second inter-stimulus interval between each word 
read out loud. Participants were not ever allowed to see the shopping list. Upon completion of the examiner reading 
of the list, the participant was directed to name the items from the shopping list in any order. The participant’s 
responses to the immediate recall of items were recorded by a microphone and was logged for each of the 
immediate recall trials (Trials 1–3).  

At the completion of the encoding phase, participants took part in a familiarization phase, which allowed them 
to become immersed in the virtual environment and learn the controls, navigation, and how to select items from 
the shelves. The length of the familiarization phase (on average from 3 to 5 minutes) was decided by the 
participant’s stated comfort and prior familiarity with virtual reality platforms. Prior to the begging of the test 
phase, the examiners verified with the participant that they were proficient at using the controls and answered any 
participant questions. Finally, the participant was advised of the tasks they needed to complete during the testing 
phase: first, the participant would have to travel to the pharmacy at the back of the store and interact with the 
pharmacist to drop off their prescription. Once they clicked on the pharmacist, they would be given a number to 
remember and instructions; 2) participants need to listen for their number to be called (ignoring any other 
announcements) as they shopped for items from the shopping list they learned during the encoding phase; 3) 
participants were requested to monitor the time and after 2 minutes to navigate to the coupon machine and obtain 
a coupon (time-based prospective memory); and 4) once their prescription number was called, they should return 
to the pharmacist immediately and click on the pharmacist for pick-up their prescription (event-based prospective 
memory). Upon acknowledging the understanding of the instructions, the VEGS protocol started. 

2.2.3 Data Analytic Considerations. Statistica version 13.3 was used for all analyses. Descriptive statistics were 
assessed for VEGs predictor variables and participant demographics. For any variables with missing data, case-
wise deletion was used. Machine learning predictor variables were identified from the participant data (see Table 
1). Knowing a user’s performance level allows for adaptation of the VEGS environment to adjust and enhance the 
user experience. The criteria for choosing predictor variables were based upon if that variable could be utilized in 
the adaptive environment to deliver the machine learning algorithm with predictions of participant performance 
levels in real time.  

After identifying the prediction variables, descriptive statistics were computed for each predictor (see Table 1). 
As a note, when considering Table 1 the range of performances indicate high and low performance categories. As 
an example, “# of times looked shop list” ranges from high performance (looked at shopping list in VEGS one 
time) to low performance (participant looked at shopping list 469 times—which means that participant constantly 
looked at the shopping list throughout the task). Likewise, with the timing some participants were high 
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performers and completed tasks quickly, while other low performers took greater amounts of time. These were 
included in the model to establish classifiers for high and low performance. 

Table 1. Machine Learning Predictor Variable Descriptions and Descriptives 

Predictor Variables Description Mean SD Min Max 
# of times looked shop list Number of Times the participant viewed the shopping list. 60.2 67.3 1 469 
Prescription Drop Off Time Time in seconds that the participant dropped off their prescription 126.6 195.5 39.4 1718.2 
Time Spent Shopping Total time in seconds the participant spent shopping 638.3 45.3 602.9 848.2 
ATM Withdraw Time_1 Time in seconds that the participant visited the ATM 488.1 185.2 331.2 1849.8 
Nutrise_Time Time in seconds that the participant picked up Nutrise product. 527.7 255.8 158.9 2192.1 
Magazine_Time Time in seconds that the participant picked up Magazine product. 516.6 92.7 241.3 848.4 
M&Ms_Time Time in seconds that the participant picked up M&Ms product. 369.2 110.1 128.8 880.8 
Glad_Time Time in seconds that the participant picked up Glad product. 467.5 62.1 157.8 679.6 
Batteries_Time Time in seconds that the participant picked up Batteries product. 473.0 263.3 13.49 2342.0 
Vitamin D_Time Time in seconds that the participant picked up Vitamin D product. 524.1 274.1 98.1 2270.3 
Raisin Bran_Time Time in seconds that the participant picked up Raisin Bran product. 435.9 84.8 195.7 655.4 
Fritos_Time Time in seconds that the participant picked up Fritos product. 481.8 135.3 147.7 894.1 
Pepsi_Time Time in seconds that the participant picked up Pepsi product. 413.3 131.2 136.8 750.8 
BPT_Time Time in seconds that the participant picked up Paper Towels 

product. 516.6 164.8 103.4 1499.8 

Lightbulb_Time Time in seconds that the participant picked up Lightbulb product. 513.8 56.1 271.5 679.0 
Tylenol_Time Time in seconds that the participant picked up Tylenol product. 540.5 192.3 155.6 1805.7 
Shampoo_Time Time in seconds that the participant picked up shampoo product. 375.5 145.6 69.9 985.5 
Listerine_Time Time in seconds that the participant picked up Listerine product. 407.3 155.2 83.9 785.0 
Soap_Time Time in seconds that the participant picked up Soap product. 426.0 89.5 203.3 729.8 
BandAid_Time Time in seconds that the participant picked up Band-Aid product. 481.5 245.5 94.4 2257.4 

For the study, participants were categorized as either a high performer or a low performer. To place each 
participant in their correct category we utilized the number of items that every user was able to locate throughout 
the shopping phase, the mean was computed (Mean = 7.5 items). A participant was designated as a high perform 
if the number of items they found was larger than the mean and designated as a low perform if the total number of 
items found was smaller than the mean. The category distribution was 38 high performers to 38 low performers. 

1) Support Vector Machine: The support vector machine (SVM) employs a hyperplane to slice the data into
two classes when categorizing binary data. The SVM trains on data in both categories and tries to categorize them 
into a higher dimensional space. The objective of the SVM is produce a hyperplane that generates a maximum 
space between the two groups. Upon completion of training, the SVM uses testing data and positions it into one 
of the two groups. SVM makes the determination to which category the test data belongs based upon what side of 
the hyperplane the data fall. This study implemented a Type 2 classification using 0.5 Nu with a radial basis 
function kernel (gamma = 0.016). The maximum number of iterations was set to 1000 with a stop error of 0.001. 
10 v-fold cross validation was used for segmenting and testing the data. 

2) Naïve Bayes: Based upon Bayes theorem, the Naïve Bayes (NB) classifier is ideal for situations in which
the dimensionality of inputs is high. NB offers an advantage in that it does not need a large set of training data. 
The NB classifier utilizes a computed probability that a set of data point fits into a class. The NB algorithm tries 
to classify by selecting the highest probability as its outcome. NB presumes that each predictor is independent 
from other predictors. A feature vector is computed for each group throughout the training phase. NB uses 
maximum likelihood during the testing phase for categorizing the data into correct categories. In this study, 10 v-
fold cross validation was used for data segmentation of training and testing data.  A normal distribution was 
assumed for each predictor. 

3) k-Nearest Neighbor: k-Nearest Neighbor (kNN), applies position to ascertain data categorization. The kNN
utilizes feature vectors to maintain the category’s datum throughout the training phase. When presenting kNN with 
new data it computes the shortest distance to the one of the categories. In this study, 10 v-fold cross validation was 
used to segment the data for the kNN classifier which used a Cityblock (Manhattan) distance measure. 

3. RESULTS
Predictors (see Table 1) were used to classify participants into either a high performer category or a low performers 
category using Support Vector Machine (SVM), Naïve Bayes (NB), and k-Nearest Neighbor (kNN) classifiers 
(see Table 2). Using 10 v-fold cross validation the 76 participant’s data was segmented into 68 algorithm training 
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samples and 8 algorithm testing samples. The participants’ samples include 20 data points that were utilized as 
predictors for the machine learning algorithms.  

Initially the classifiers were only trained and tested using data from the nonclinical participants. The classifier 
that performed the best was SVM, which yielded an accuracy rate of 95%, followed closely by kNN (90%). NB 
fell in last yielding an accuracy of only 60%.  kNN did yield a better precision and sensitivity over both SVM and 
NB. The better precision and sensitivity suggest that kNN is superior at accurately designating high performing 
participants than SVM which was superior at designating low performing participants (see Figure 4). The kNN 
algorithm is favoring high performers over the low performers. NB poor classification accuracy may be attributed 
to the dataset not being Naïve or the possibility that not all the predictors are independent of each other.  

The next part of the research study was to test the classifiers using the data collected from the participants with 
epilepsy. All the data collected from the nonclinical participants was used to train the machine learning algorithms. 
Once trained each classifier was tested with the clinical test data to identify how well it could correctly classify 
the participants into the correct category. The classifier that performed the best was kNN which achieved a 100% 
correct classification rate. Both SVM and NB were able to correctly categorize 83% of the time. All the epilepsy 
patients were classified into low performer category. kNN success can most likely be attributed to the majority of 
the data being significantly furthest away from the high performers group data. While SVM and NB performed 
below kNN they still achieved acceptable accuracy as they only miss categorized one participant whose data was 
borderline close to being a high performer.   

Table 2. Machine Learning Classifier Results 

Machine Learning Accuracy Misclassification Precision Sensitivity Specificity F-Measure 
SVM - nonclinical 95% 5% 90% 90% 100% 0.95 
kNN - nonclinical 90% 10% 100% 100% 80% 1.0 
NB - nonclinical 60% 40% 80% 80% 40% 0.8 
SVM - clinical 83% 17% 83% 100% 0% 0.91 
kNN - clinical 100% 0% 100% 100% 0% 1.0 
NB - clinical 83% 17% 83% 100% 0% 0.91 

Figure 4. Comparison of classifier results. 

4. CONCLUSIONS
Our study aimed to develop classifiers that could be used to develop an adaptive Virtual Environment Grocery 
Store platform. Participants carried out tasks at different levels in the non-adaptive VEGS platform, with some 
users finding tasks simpler or harder to complete. Using machine learning classifiers, we aim to adapt the VEGS 
to permit the platform to better detect the participants’ performance in real time and determine their skill level. 
VEGS can utilize machine learning to enhance the overall experience of the user by providing personalized 
assessment and training of users. An important aspect of this study is that it identified metrics that may be utilized 
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as inputs for machine learning algorithms and employed in future iterations of the VEGS (e.g., an adaptive VEGS). 
Moreover, this adaptative VEGS platform has facility for clinical applications. 

Utilizing Support Vector Machine (SVM), Naïve Bayes (NB), and k-Nearest Neighbor (kNN), this study aimed to 
identify which algorithm would be best for determining when VEGS should adapt for a user. The study looked at 
20 predictor variables captured while participants completed tasks within VEGS. In the nonclinical population it 
was observed that the SVM classifier achieved a correct classification rate of 95%. When introducing a population 
that has been diagnosed with epilepsy, the kNN algorithm was able to achieve a correct classification rate of 100%. 
It should be noted that this study had a limited number of participants (n=6) with epilepsy. This limitation should 
be address in future studies by including more participants with epilepsy to further verify our results. The results 
of the study revealed that the classifiers are capable of classifying individuals with epilepsy into the correct 
category. Knowing if a participant falls into a low performing category will help determine if the VEGS should 
adapt to personalize the environment relative to the participant’s capacity for performing activities of daily living. 
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ABSTRACT 
Virtual Reality (VR) has shown to be an effective intervention for students with intellectual 
disabilities to improve skills for independent living, enhancing cognitive performance and 
improving social skills. However, these demonstrated benefits were mostly in the context of 
desktop (non-immersive), rather than headset-based VR. 

 A recent systematic review of VR as a support tool for the treatment of people with intellectual 
and multiple disabilities found that out of 28 studies only 3 used immersive VR technologies, and 
only 1 of those used platforms released within the last 10 years. One of the reasons for this lack of 
research may have been because the immersive VR used was wired technology, limiting 
movement of subjects being studied, as well as the large expense associated with VR in the past. 
However, current generation VR devices are ubiquitous, and do not require expensive, powerful 
hardware to drive them. The Oculus Quest is a consumer grade example, a self-contained VR 
headset that does not need an external computer to drive it. It comes with two 6 Degrees of 
Freedom (DOF) tracked controllers that are used to interact with virtual objects. It is wireless and 
has cameras which help in user being aware of their surroundings, making it safe and convenient 
for research. Thus, aim of this research is: 

Aim: To evaluate the usability of the Oculus Quest for use by adults with intellectual disabilities. 

Methodology: A protocol to assess participants’ ability to use the Oculus Quest VR headset was 
based on an earlier study and extended here. The type of assistance (physical or verbal) required to 
progress through an introductory VR activity (‘First Steps’) was recorded. The headset display 
was also cast to a TV monitor to allow researchers to give assistance to participants, which was 
also recorded. In the first data collection stage, 9 adults aged 25-45 years with severe intellectual 
disabilities (including Down’s syndrome and William’s syndrome) were invited to independently 
attempt to complete the ‘First Steps’ activity. Any assistance given was categorised using the 
protocol. A post immersion follow-up focus group was held to record any qualitative feedback 
which might be useful. Observations (e.g., physiological responses) were also record. 

Conclusions:  Participants’ ability to progress through the ‘First Steps’ activity varied. All 
participants received physical assistance in fitting the headsets, and controllers. 4 participants were 
able to complete the entire activity with only minor further verbal prompts, 1 with major physical 
assistance, and 4 did not complete the activity, due to issues using the Oculus Touch controller. 
The final participant that did not complete exhibited a physiological response. None of the other 
participants experienced these symptoms.   

1. INTRODUCTION
Those with intellectual disabilities are often characterised as having significant limitations in intellectual 
functioning and adaptive behaviour.  Using technological approaches to improve skills for independent living, 
enhancing cognitive performance, and improving social skills have been presented in past research (Standen and 
Brown 2005). However, relatively few studies have sought to use Virtual Reality to address these issues. One of 
the reasons for this lack of research may have been because immersive VR was wired technology, limiting 
movement of subjects being studied, as well as the large expense associated with VR in the past. 
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 “Current generation Virtual Reality” is defined here as being any virtual reality platform released since 2014 
as devices since this year marks a significant improvement in quality of experience over those released 
previously (VIVE Specs & User Guide - VIVE Developer Resources, 2016).  Since 2016, current generation 
commercial virtual reality devices include the Oculus Rift and HTC Vive, with higher resolution and refresh rate 
able to produce a smoother and more convincing image, with less chance of motion sickness. One drawback of 
both the Oculus Rift and the HTC Vive is the necessity for the headsets to be tethered to a high-performance 
computer. The cost of the headsets, computer, as well as the space needed to set up the “base stations” present a 
significant barrier to use. 

The Oculus Quest (2019) seeks to address these barriers by being entirely self-contained, incorporating its 
own power supply, storage and processing capabilities. It also features inside-out tracking meaning external 
hardware is not required for the headset or controllers to be tracked, and it is completely wireless. This, as well 
as its relatively low cost make it far more accessible to a wider range of users. So far, no study has addressed the 
potential of using current generation immersive virtual reality with those with an intellectual disability. The 
Oculus Quest has the potential to be an effective platform for this group due its relatively low cost, ease of set up 
and accessibility. 

2. RELATED WORK
A recent systematic review on the use of Virtual Reality as a support tool for the treatment of people with 
intellectual and multiple disabilities found that out of 28 studies, only 3 used “immersive” Virtual Reality (Cunha, 
Neiva and Silva, 2018). Immersive virtual reality often makes use of a headset and other virtual reality devices as 
opposed non-immersive virtual reality, using a normal desktop or laptop computer to interact with a 3D 
environment. While this systematic review shows that non-immersive VR can be effective in some applications, 
immersive VR gives the user a greater sense of presence (Servotte et al., 2020). 

 A study in 2016 combined brain computer interfaces and virtual reality as a training tool for participants with 
social attention disorders (Amaral et al., 2017). This study used the Oculus Rift DK2 headset and compared the 
effectiveness of three separate BCI systems, showing it was feasible for use with participants with autistic spectrum 
disorders (ASD). No significant issues were reported in use with the four participants with ASD, showing that the 
use of VR is feasible for this group. 

 During a study in 2002, a protocol was developed to categorise the type of help needed by adults with learning 
disabilities to use virtual environments (Standen et al., 2002). This study classified tutors’ helping behaviour into 
5 categories, including Specific Information, Non-specific Information, Gesture (including pointing at the screen), 
Touching Controls (involving physical assistance, e.g. putting their hand over the learners hand and moving the 
mouse) and Feedback (positive or negative). The amount of assistance offered over time decreased, however the 
goal achievement of the participants remained the same, this shows that adults with learning difficulties are capable 
of learning how to complete goals in VR. 

 A more recent paper using the HTC Vive Pro (a more recently released headset than the above mentioned Rift 
DK2 with higher resolution displays) invited students with mild-moderate intellectual disabilities to play Beat 
Saber, while a teacher assessed the student's experience and behaviour (Kongsilp and Komuro, 2019). Beat Saber 
is a rhythm game in which the user must slice incoming blocks representing musical beats, and as such was likely 
to have been beyond the coordination skills of some of the participants. It is also reported that some participants 
reported they could see the images clearly when they likely could not. The paper is brief, and the methodology is 
somewhat unclear however, it is reported that the participants engaged well with the activity. 

A noted drawback of these studies is a lack of focus on the independent use of this system. 

3. AIMS
The aim of this study is to evaluate the usability of the Oculus Quest for use by adults with ID. The level of support 
the participants required to use this device was assessed using an adapted version of an existing protocol (Standen 
et al., 2002), and to inform future VR development. 

4. METHODS
The study was divided into two parts: in the first, participants try an introductory tutorial application on the Oculus 
Quest, with the level of assistance recorded. In the second, the participants use the skills they have learnt previously 
in a subsequent less structured application. Following these, a focus group was held to gather semi-structured 
qualitative feedback.  
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4.1. Participants 

 Participants (N=9) consisted of adults with ID. Of these, 4 have Down syndrome, 2 have Williams syndrome, 
and 3 have moderate to severe learning difficulties. 6 were male, and 3 female. 2 participants were known to be 
familiar with (and regularly used) games consoles. Participation in the study was voluntary, and participants 
received an introductory talk on the headset and the study aims. Usability study guidelines have found that only 5 
users are necessary to identify 85% of the usability problems in a system (Nielson and Landauer, 1993). Ethical 
approval for the study was granted by NTUs’ non-invasive ethics committee. 

4.2. “First Steps” 

For the first part of the study, the participants were introduced to the Oculus Quest headset and controller as a 
group. Participants were then invited to try the “first steps” application with a facilitator to help where needed. 

 “First steps” is an introductory application on the Oculus Quest which teaches the user how to use the controller 
and headset to interact with their virtual surroundings(First Steps on Oculus Quest | Oculus, 2019). The 
participants are taught the function of each button through integrated prompts which signpost possible interactions. 
They are also taught how to perform specific gestures such as pointing and grabbing. Shortly following this they 
are presented with a range of objects such as paper aeroplanes, a bat and ball and rockets with which to practice 
these gestures. When they have completed this, they can apply what they have learnt in completing a dancing 
minigame.  This activity takes in total about 15 minutes and is linear in nature. 

 Each participant was advised they could ask for help if they were stuck but were asked to complete the activity 
independently where possible. This was done in order to assess the feasibility of potential future interventions that 
might have the individuals using their VR devices from home without help.  

 Each participant was assisted by one dedicated facilitator who was experienced in using virtual reality and had 
completed “first steps” multiple times. The facilitators were asked to only give assistance if it was asked for, or if 
the participant had spent an excessive amount of time on one task. Live video casting was set up on a nearby 
monitor so facilitators could see what was being displayed on the headset and help the participants appropriately 
when asked for it. The facilitators were responsible for recording the level of assistance needed by each participant, 
using the framework described below.  

4.3. Coding Framework 

To assess how much help was needed, 3 levels of assistance were defined for each stage of the “first steps” 
application for each of 5 categories of help as described in Standen et al, (2002). These were: 

1. An open verbal prompt: The participant is given a hint, rather than instruction.
2. A closed instructions: The participant would be directly told what to do (i.e. press button X, look over to

the right)
3. Physical assistance: The participant would be given physical assistance in moving the controller or

pressing the button.

 For each step of the “first steps” application a form of words was devised for levels 1 and 2, and an assistance 
instruction was defined for level 3 to ensure consistency of assistance between those helping (see table 1)  

Figure 1: Screenshot from first steps 
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Step Task 
Description 

Assistance Completed 
for the 
participant 

Level 1 ✅ Level 2 ✅ Level 3 ✅ ✅ 

9 Glowing 
buttons with 
thumbs 

“Look 
carefully at 
the 
controllers” 

“Press the 
glowing 
buttons” 

Physically 
help the 
participant 
find the 
controls 10 Thumb sticks 

move around 
“What are 
you being 
shown?” 

“Move the 
control stick in 
your hands in a 
circle with your 
thumb” 

As can be seen above, if the participant was struggling with pressing the buttons on the controller, they would 
first be told to look carefully at the controllers, then if they were still observed to be having difficulties, would be 
told to press the glowing buttons. Finally, they would be given physical assistance in finding the buttons 
(potentially by guiding their thumbs to the right buttons). Alternatively, it was sometimes necessary to complete 
the task for the participant. The next level of assistance was given either when the participant asked for it, or when 
they had spent too much time on a task. The level of assistance given was recorded to assess how easily they were 
able to complete each step. Observation data were also recorded.  

First Contact 

After the participants completed the “first steps”, they were given a break, followed by the opportunity to try the 
“first contact” application. First contact is another introductory application released in 2016 with the Oculus Rift 
and has since been ported to the Oculus Quest. This is also designed to introduce the user to the Oculus touch 
controllers, but does so in a more sandbox, less constrained, explorable 3D environment, with no instructions or 
feedback given to the user. Participants were presented with objects that they could pick up and use and was 
therefore heavily reliant on the participant being able to apply what they had learnt in the previous activity. 
Participants were encouraged to complete as much of this activity as they can on their own. The protocol described 
previously was not used for this application, as the focus of this part was to gather qualitative feedback. 

4.4. Group Based Discussion 

The “First contact” activity was used as the basis for a group-based discussion on the usability of the Oculus Quest 
headset, controllers, and software. This discussion was recorded asking the following questions: 

1. Did you enjoy using the device? What would you rate it out of 10?

2. Which was your favourite out of the two VR experiences you tried?

3. How easy did you find the device and the controllers to use?

4. Did you feel as though you needed the support of a technical person to use the device?

a. Did you need much help using the headset?

b. Did you feel confident using the device?

5. Do you think you could see yourself using the system daily/weekly? Why/Why not?

6. How “real” did the tasks you had to perform feel? How natural did picking up objects feel?

7. Did you experience any discomfort whilst using the device? Did your head feel dizzy/hot/sweaty when
using the device?

8. Did you experience and problems using the device, like not being able to see or having trouble with the
controllers?

9. Did you understand what you were supposed to be doing?

The people running the discussion were experienced in working with people with ID and the meaning of the words 
was explained for participants that required it. 
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5. RESULTS
5.1  Participants 

5 (out of 9) participants were able to get to the end of the First Steps activity. All participants were able to get over 
halfway through with varying degrees of assistance. Reasons for not completing were mostly due to feeling tired, 
with one participant also exhibiting a physiological response. Those that didn’t finish also tended to have more 
trouble with the controls, so spent more time in the activity.  

All participants needed help fitting the headsets and adjusting the straps. 4 participants completed the activity 
with only minor prompts and one instance of physical assistance each. Of these, 3 had moderate to severe learning 
difficulties and one had Down syndrome.  

Figure 2 Table of how much assistance each participant needed 
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Participant 1 (Williams syndrome) did not complete the tutorial as they experienced discomfort (they reported 
that their head felt hot and they felt dizzy). This could have been a sign of motion or VR sickness, or alternatively 
a sign of physiological stress due to performance anxiety. The volume was muted for the first part of the activity 
so they could not hear the audio instructions, this may have contributed to the task stress. This was the only 
participant that exhibited signs of discomfort. They needed some physical assistance for some tasks. 

Participant 2 (severe learning disabilities) had very little trouble in completing the activity. Only minor verbal 
assistance was needed. This participant has experience with games consoles so found the controllers easy to use.  

Participant 3 (Down syndrome) needed quite a lot of physical assistance. They walked around the environment 
very slowly and did not seem comfortable in the virtual environment (despite later reporting that they enjoyed it). 
They also did not seem to be able to see the virtual objects in front of them very clearly. This is reinforced by the 
findings of Kongslip and Komuro (2019). The facilitator reported that they did not seem to understand some of 
the tasks and did not seem to realise when the headset was not on properly. They did not finish the activity, and 
had some tasks completed for them.  

Participant 4 (Down syndrome) did not finish the activity and had a lot of difficulty using the controllers. They 
had some tasks completed for them and needed a lot of physical assistance. The facilitator reported that this 
participant did not seem to understand some of the tasks and got tired before the end. 

Participant 5 (Down syndrome) needed a lot of physical assistance at the start but appeared to improve in 
performance as the experiment progressed. They did not finish the activity due to feeling tired. The facilitator 
reported that the participant understood what they had to do, but had difficulty using the controllers due to having 
small hands. 

Participant 6 (Down syndrome) needed open verbal prompts and direct instructions for quite a few of the tasks, 
but besides this needed no physical assistance once the headset was fitted. Completed the activity. 

Participant 7 (Severe learning difficulties) also needed open verbal prompts for some of the tasks, and one 
instance of physical assistance. Completed the activity with very little trouble. 

Participant 8 (Moderate to severe learning difficulties) completed the activity with similar results to the 
previous two. Only needed physical assistance once (on pressing the buttons on the controllers, which most 
struggled with). 

Participant 9 (Williams syndrome) got most of the way through with limited physical assistance. However, 
difficulty in using the controllers made picking up virtual objects difficult. Was the only participant that did not 
seem to respect the boundary system on the quest that notifies the user if they are in danger of bumping into a real-
world object. The facilitator reported that with a great deal of concentration they were able to pick up a block but 
did not complete the activity as they found the controls too difficult to use. 

Figure 3 Average level of assistance needed for each activity in relation to standard deviaton 
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This data does not identify problems that are specific to those with ID, it’s possible that a neurotypical group would 
have similar problems. To better assess this data, it will need to be compared with results from neuro-typical 
individuals, as those not familiar with the controllers may have similar problems. Those with Down syndrome 
needed the most assistance, followed by those with Williams syndrome, and those with severe learning difficulties 
needed the least assistance. All participants were given assistance in fitting the headset. Besides this, the task that 
most participants struggled with was orienting themselves correctly when asked to move to a specific location. 

6. DISCUSSION & ANALYSIS
6.1. Fitting the headset 

The participants were all given physical assistance in fitting their headsets by their facilitators (hence why the 
scores for straps and position are so high). However, it was difficult for the facilitators to tell whether the headset 
was on properly, as they were reliant on feedback from the participants on what they could see in front of them. 
In one case, it became clear that the headset may have not been on correctly some way into the activity. Some 
participants also had smaller heads (especially those with Down syndrome), making the headsets more difficult to 
fit. 

6.2. Moving around in virtual space 

One of the first things the user must do upon loading “first steps” is move over to the virtual footprints that appear 
on the ground in front of them. Only one participant seemed unstable in walking over to these footprints, but all 
except for one seemed to understand that walking around in real space corresponded to them moving through 
virtual space. 

6.3.  Pressing the buttons and triggers 

6 out of 9 participants needed physical assistance in finding the buttons and triggers on the Oculus Touch 
controllers. “First steps” prompts the user with virtual versions of their controllers and makes the button the user 
needs to press glow. However, the user is unable to see their hands as they are obscured by the headset. The 
participants were not introduced to the controller before putting the headset on, meaning they would have had to 
figure out where the buttons were, while immersed. Had they been shown the controllers before putting the headset 
on they may have been more successful.  

6.4. Using the controllers to perform gestures 

In order to interact with virtual objects, the user is required to perform specific gestures using the grip and trigger 
buttons (on the back of the controller). For example, to point, the user must hold the grip button and not be pressing 
(or have their finger resting on) the trigger button. Some participants found this level of dexterity too difficult to 
perform, and frequently left their fingers resting on the trigger button. It was also noted that some that struggled 
with this initially were able to learn the gestures and perform them successfully later. 

6.5. Using gestures to interact with objects 

A user is able to pick up and object if a grip gesture is performed while their hand is positioned over an object. 
Some participants seemed to struggle with the depth perception and frequently attempted to perform the gesture 
when their hands were not near enough to the object. All participants were able to pick up a cube with assistance. 

6.6. Focus group feedback 

The focus group was held 5 weeks after the initial data-collection event due to time constraints. Immediately prior 
to this, 3 participants were given the opportunity to try “first contact” for the second time. All participants indicated 
that with enough practice they would be able to use the device unassisted, although one participant mentioned that 
they would need more support in using the controllers. Another participant mentioned that they felt discomfort 
whilst wearing the headset and indicated that this came from the weight of the headset. 

Figure 4 Oculus Quest controllers 
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7. CONCLUSIONS
Though based on a small sample, the results so far seem to support the idea that individuals with different 
disabilities need different levels of assistance using Virtual Reality. Much of the data seems to support the 
hypothesis that adults with intellectual difficulties can use the Oculus Quest, with some showing promise of being 
able to use it independently after a short learning period, and others requiring more practice. There are some issues 
that need to be considered when developing interventions. 

7.1. Recommendations: 

1. Keep the use of the buttons to a minimum: The button layout of the Oculus Quest controllers (and many
Virtual reality controllers in general) are unfamiliar to most users. The grip button especially seems to be
problematic for many, and therefore may require more time for a new user to get used to.

2. Avoid complex gestures where possible: Almost all the participants in this study were able to pick up an
object using the grip gesture given enough time. This is likely to be necessary in many VR applications.
However, teaching gestures more complex than this may not be feasible.

The Oculus Quest controllers will be unlike any device used before for many users. Ensuring participants are 
familiar with the layout of the controllers and have been introduced to the various buttons before using them for 
the first time in VR may be a useful strategy for future study design. 

7.2. Coordination constraints 

Some participants understood what they had to do but were unable to do it due to poor cognition and/or 
coordination. Other participants did not seem to comprehend what they had to do. For those with limited by 
coordination, it may be more effective to develop applications that only use the headset, and do not require use of 
the controllers. 

7.3. Engagement and enjoyment 

During the focus group, the participants stated that they enjoyed the activity. The facilitators also reported that all 
participants were immersed and engaged within the activity. 
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ABSTRACT 

Deficits in spatial cognition are a common manifestation of prodromal Alzheimer’s Disease (pAD). 
Immersive Virtual Reality (VR) holds great potential to improve the assessment of spatial cognition, 
yet VR-induced adverse effects may limit clinical feasibility. Here, we study the safety profile of a 
novel VR paradigm for the assessment of spatial memory, the immersive Virtual Memory Task 
(imVMT). Kinetosis symptoms before and after exposure to the imVMT were measured with the 
Simulator Sickness Questionnaire (SSQ) in 15 patients with pAD and 21 cognitively healthy older 
adults. SSQ ratings showed excellent feasibility in both patients and controls, with very limited 
occurrence of kinetosis symptoms overall and no significant increase in symptoms after VR 
exposure. These findings support the clinical feasibility of the imVMT in patients with pAD and 
suggest that adverse effects are unlikely to confound task performance. 

1. INTRODUCTION
Impairment of spatial cognition has been proposed as a sensitive marker of prodromal Alzheimer's Disease (pAD) 
(Coughlan et al., 2018), and digital diagnostics show high potential to detect such early cognitive deficits in 
patients with pAD (Öhman et al., 2021). Immersive Virtual Reality (VR) allows for the assessment of spatial 
abilities in ecologically relevant, yet well-controlled environments (Krohn et al., 2020), while maintaining spatial 
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depth perception through stereoscopic vision. However, as exposure to this technology can result in VR-related 
adverse effects, an important clinical prerequisite consists in a satisfactory safety profile of new VR applications. 
Here, we examine the occurrence of adverse effects in the immersive Virtual Memory Task (imVMT), a novel VR 
paradigm to assess visuospatial memory in a virtual household setting (Belger et al., 2019; Krohn et al., 2020). 

2. METHODS
The imVMT was administered to patients with mild cognitive impairment (MCI) due to AD. Patients were 
recruited from the Memory Clinic of Charité-Universitätsmedizin Berlin (n=15; median age 76 years [range: 66-
87]; 9 female; mean Montreal Cognitive Assessment score 21.3±2.9 [range 16-26]; post-exposure ratings available 
for 13 patients). AD as the neurobiological basis for MCI was classified based on amyloid and tau status, following 
the A/T/N classification (Jack et al., 2016). Cognitively unimpaired older adults were included as control 
participants (HC; n=21; median age 71 [65-85]; 15 female). Participants rated the presence of kinetosis symptoms 
(ordinal scale: none, slight, moderate, severe) before and after VR exposure with the Simulator Sickness 
Questionnaire (SSQ; 16 items evaluating nausea, oculomotor, and disorientation symptoms) (Kennedy et al., 
1993). Total VR exposure amounted to approximately 1.5 hours. 

3. RESULTS
Cybersickness symptoms were very limited overall, and severe adverse effects were absent in both groups. 
Difficulty concentrating and visual symptoms represented the most prevalent symptoms, while vertigo-related and 
gastrointestinal symptoms were largely absent. Non-parametric analysis of pre-exposure vs. post-exposure ratings 
showed that there was no significant increase of kinetosis symptoms after VR exposure. 

4. CONCLUSION
Despite comparatively prolonged VR exposure, the imVMT shows an excellent adverse effects profile in both 
patients with pAD and cognitively unimpaired older adults. These findings support the clinical feasibility of the 
paradigm in patients with pAD and suggest that adverse effects are unlikely to confound task performance. 
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ABSTRACT 

Acquired brain injury (ABI) contributes to death and disability more than any other traumatic insult. 

Among other things it impairs social functioning, yet rehabilitation commonly disregards retraining social 

skills in favour of improving cognitive or physical functioning. This leaves individuals at an increased risk of 

becoming socially isolated which in turn contributes to the high rates of depression 

and anxiety among individuals with ABI.  

Interactive technology could offer uncharted opportunities for providing individuals with ABI with 

personalised social functioning training. Several reviews have already been published evaluating interactive 

technology for ABI rehabilitation but these tend to focus on cognitive and physical functioning rather than 

social skills. The current review therefore focuses on interactive technology 

for social functioning rehabilitation following an ABI. The findings from 11 papers were evaluated 

and summarised. Technology based interventions were found to be generally well evaluated and effective. 

In particular teleconferencing was marked as promising, as it is more accessible than, for example Virtual 

Reality (VR). Limitations included low participant numbers and the pre-post test design in most studies, which 

reduced the statistical power and prevented inferences being made on 

the added benefit of the intervention over existing therapies. 

1. INTRODUCTION

Acquired brain injury (ABI) is estimated to affect between 64 and 74 million people worldwide each year 

(Dewan et al., 2018), leaving between 150 and 200 per million with severe disabilities (Hopwood, Nanjing, 

Donnellan & Shiatsu, 2010). ABIs usually result in physical and cognitive impairments and as a consequence 

often interfere with social functioning (Intercollegiate Stroke Working Party, 2012). For example, as 

individuals may take longer to process information during a conversation, their response will be delayed and 

their ability to “keep up” with the conversation in a group setting is greatly reduced. Furthermore, as ABIs 

impact individuals’ behaviour management, they can respond inappropriately in a social setting which causes 

others to view them as rude or abrupt. These and other impairments can result in decreased social, physical, and 

cognitive functioning (the State of Queensland Health, 2018).  

Individuals who suffer from ABI are commonly offered some form of rehabilitation therapy, with the aim 

to improve their physical or cognitive functioning. These kinds of therapies are both well researched and 

addressed in the literature and current best practise documentation, with several academic papers focussing on 

technology-based ABI interventions. These interventions aim to improve cognitive abilities such as memory, 

attention and orientation (Dores et al., 2012; Gamito et al., 2017; Sanchez et al., 2019), as well as physical 

abilities such as balance, mobility and motor skills (Cameirão, Badia, Oller, & Verschure, 2010; Kizony et al., 

2014; Lloréns, Colomer-Font, Alcañiz, & Noé-Sebasián, 2013). However, the impaired social functioning 

resulting from ABIs is scantily addressed. While many of the interventions may indirectly assist in improving 

one’s social functioning, only a few studies explicitly address the issue of impaired social functioning. Social 

functioning is defined as the ability of a person to interact successfully with other people in various 

environments such as at work, during social activities and in relationships with partners, family and friends 

(Bosc, 2000). This social 
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functioning depends on social skills, which are defined as the skills required to have successful social 

interactions, achieve one's goals, collaborate with others and control emotions (OECD, 2015). Deficits to these 

skills are a common result of ABI, compromising an individual’s ability to maintain relationships and participate 

in social activities and eventually leading to a loss of relationships and friendships (McDonald, Togher, & Code, 

1999). This deterioration of interpersonal relationships increases the risk of depression in individuals with ABI 

(Bhogal, Teasell, Foley, & Speechley, 2003).   

The lack of interventions explicitly designed for supporting and improving social functioning is therefore 

both relevant and concerning. The current systematic literature review has been completed in support of a 

masters’ research thesis, which follows the development of a design prototype for an interactive tool to 

rehabilitate social functioning in individuals with ABI. The primary focus of the current review is to provide an 

overview and evaluation of the technology-based interventions that are currently available for the rehabilitation 

of social functioning in individuals with ABI. 

2. METHOD

2.1  Research questions 

The research questions used to drive this review were as follows: 

1. What technology-based interventions have been developed since 2009 to assist with the rehabilitation of

social functioning in individuals with ABI?

2. What were the outcomes of these interventions in terms of improvement of social skills in individuals with

ABI?

Any study describing a technology-based intervention to rehabilitate social functioning in individuals with ABI 

was included. Descriptions of outcome measures and outcomes within a piece of literature were considered. All 

literature published before 2009 were excluded from the review to ensure studies were current and relevant. See 

Section 2.3 for an exhaustive list of the inclusion and exclusion criteria. 

2.2 Search process 

The search strategy and medical subject headings were adjusted for each database by the primary researcher with 

assistance from a communication studies subject librarian at the University of Canterbury library. Examples of 

words used in the search strategy are: brain injuries, stroke, social behaviour, communication and serious or 

applied game. The search process included a manual search of eight databases accessed through the University 

of Canterbury library database: Cochrane Library, Embase, Medline, PsychINFO, clinicaltrials.gov, ANZCTR, 

Compendex (Indexes ACM + IEEE) and Scopus. In addition to searching these repositories, Google Scholar was 

searched to identify any relevant grey literature (e.g. unpublished work or theses). These searches were 

completed in January 2020, and repeated in May 2020 to ensure inclusion of any recently published studies.  

2.3 Eligibility criteria 

All types of studies – random controlled trials, quasi-experimental designs, single-group pre-post tests, case 

studies – were included in the review. The following inclusion criteria were observed: The paper describes an 

intervention for ABI’s including stroke and TBI (Traumatic Brain Injury); the intervention must have a primary 

aim of improving social skills, social functioning or social participation; the intervention is technology-based: 

uses a form of technology; is published from 2009 onwards in English or a translated copy is available.   

The exclusion criteria were as follows: the intervention focuses on physical or cognitive therapy rather than 

therapy for social functioning; the study population has co-morbidities; the intervention is used for diagnosis 

purposes rather than training/rehabilitation purposes; the intervention involves brain-machine/computer 

interfaces. 

2.4 Data extraction 

The following data was extracted from the final selection of literature: the full reference; the type of study and 

study methodology (for quality assessment); the type of ABI being addressed; a description of the 

technology-
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based intervention including what kind of technology is being used, how it is used and what it aims to do; the 

outcome of the study; conclusions and limitations of the research.   

2.4 Scientific quality assessment 

Three different tools for study quality assessment were obtained from the National Heart, Lung and Blood 

Institute (NHLBI, 2020) in order to systematically evaluate the quality of the selected literature. These quality 

assessment tools contain a set of items that target potential flaws in the study’s methodology and implementation 

which may have introduced bias, confounding, power issues, causality problems and other forms of inaccuracy. 

Two independent researchers assessed the quality of each of the selected studies with the help of these tools. Any 

disagreements in the assessment were resolved through discussion. 

For the effectiveness studies, usability studies, feasibility studies and pilot studies where there was no control 

group, the Quality Assessment Tool for Before-After (Pre-Post) Studies with No Control Group was used. This 

assessment tool contains items such as “was the study population clearly specified and defined?” and “was a 

sample size justification, power description, or variance and effect estimates provided?”. 

For the randomised-controlled trials, the Quality Assessment Tool for Controlled Intervention Studies was 

used. This tool addresses questions such as “was the method of randomization adequate (i.e., use of randomly 

generated assignment)?” and “were study participants and providers blinded to treatment group assignment?”. 

Finally, for the cohort studies the Quality Assessment Tool for Observational Cohort and Cross-Sectional 

Studies was used.  This version of the quality assessment tool contains items along the lines of “were 

eligibility/selection criteria for the study population prespecified and clearly described?” and “were all eligible 

participants that met the prespecified entry criteria enrolled?” 

2.5 Data analysis 

NVivo was used to code the main themes in the selected papers, using the following nodes: Description of the 

intervention: outcomes of interest, methodology, type of technology used; Study outcome: efficacy, 

effectiveness, usability, feasibility or acceptability, and Conclusions and limitations of the study. 

3. RESULTS

1,124 papers were identified through initial database searches; 33 from Cochrane, 765 from Embase, 222 from 

Medline, 95 from PsychINFO, 2 from clinicaltrials.org, 6 from Compendex, and 1 from Scopus. After removal of 

the duplicates, a set of 472 studies remained for title screening by the primary researcher; a random selection of 

fifty titles from this set was screened by the secondary researcher to ensure correct use of the inclusion/exclusion 

criteria and to validate the primary researcher’s decisions. The title screening left 52 papers for abstract screening; 

this was done by both the primary researcher and the secondary researcher independently. 22 full texts were 

screened on the inclusion/exclusion criteria by the primary researcher. 11 of those were excluded from data 

extraction as they covered interventions that did not have the primary aim to improve social functioning in 

individuals (n = 6); focussed on video games as a means of assessment of social functioning, which made it a 

diagnosis rather than rehabilitation or training tool (n = 4); and were not technology-based (n = 1).  

Figure 1. Flow diagram of the study selection process 
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The final selection of 11 full texts was assessed for quality by the primary researcher and a secondary researcher 

independently (see Section 2.5). Any disagreements between the reviewers were resolved through discussion. 

Furthermore, data was extracted and analysed for discussion by the primary researcher. See Figure 1 for a flow 

diagram of the selection process; see Table 1 for an overview of the selected papers and their quality assessment. 

4. DISCUSSION

The selected studies describe a wide range of technology-based interventions including tablet-based interventions, 

Virtual Reality (VR)-based videogames, VR-multitouch technologies and videoconferencing (see Table 1). Four 

studies were determined to be of low quality (Janssen, Salaris, Quinn, Jordan, Galvin, & Vietch, 2016; Meltzer, 

Harvey, & Baird, 2015; Januth et al., 2016; Meulenbroek & Chemey, 2017) because they did not report on 

randomisation, blinding, group (dis)similarities, dropout rate, treatment adherence, or provide power assessment 

(Janssen et al., 2016; Meltzer et al., 2015); or because they  had  no control group, did not specify inclusion and 

exclusion criteria, report on representativeness of the participants, nor did they follow blinding or used multiple 

measurements to address the outcome of interest (Januth et al., 2016; Meulenbroek & Chemey, 2017). These four 

studies will be discussed first but have to be interpreted with care as they might be biased.  

Janssen et al. (2016) investigated the potential of a tablet-based intervention to improve post-stroke quality of 

life, which was measured through various social skills. The intervention group received training to use tablets 

which they could take home after being discharged from inpatient care, while the control group received no 

intervention. One month after discharge participants’ quality of life was assessed by means of an interview-

administered set of self-report scales, covering areas such as self-care, work, personality and social roles (Hillari, 

Lamping, Smith, Northcott, Lamb, & Marshall, 2009). Quality of life was found to be higher for the intervention 

group but no improvements were found for secondary measures such as mood, cognition, or self-efficacy.  

Meltzer et al. (2015) studied the effectiveness of teleconferencing for delivering post-stroke communication 

disorder therapy. Individuals who had suffered a stroke were assigned to either traditional face-to-face therapy or 

remote meetings via teleconferencing, both of which continued for 10 weeks. Both groups were given homework 

tasks to be completed on tablet devices. Individuals were assessed on their linguistic, cognitive and functional 

skills both before and after treatment. Similar results were obtained for both groups, suggesting that 

teleconferencing could be a viable alternative when in-person therapy is not possible.  

Januth et al. (2016) developed a tablet application with language-based exercises that could be used for 

rehabilitation of speech and language skills. The interface included 520 exercises which were designed in 

collaboration with speech and language therapists. Participants in the study reported high acceptance of the app as 

well as high usability; but acquired skills were not measured nor was there a control group to benchmark against.  

Finally, Meulenbroek et al. (2017) studied a computerised role play programme called WoRSTER, which trains 

appropriate word choices across different social contexts, such as informing, requesting, advising, and clarifying. 

It provides audio-visual feedback and practise opportunities for new skills. Participants were measured on their 

appropriate choice of words pre-treatment and post-treatment, and results showed an increased use of politeness 

markers in both practised and spontaneous speech. 

The remaining seven studies (Hoover & Carney, 2014; Mallet et al, 2016; Pugliese et al., 2019; Rietdijk, Power, 

Brunner, & Togher, 2018; Gretchuta, Rubio, Duff, Oller, Pulvermüller, & Verschure, 2016; Kolk, Saard, Pertens, 

Kallakas, Sepp, & Kornet, 2019; Lloréns, Noé, Ferri, & Alcañiz, 2015) were determined to be of fair or good 

quality, making their findings more dependable. Hoover & Carney (2014) discussed three different ways to use an 

Apple iPad for the treatment of aphasia (language impairment): to support social interaction, to distribute 

personalised therapeutic exercises, and to remotely monitor the performance on those exercises. Patients used iPad 

to show and explain images to their communication partner in dyadic interactions, or for visual support and to cue 

speech output in group settings. In addition, a number of available apps were integrated into the therapy, like 

iTherapy/Constant Therapy, which allowed a therapist or health professional to assign various tasks as a part of 

cognition and language therapy, depending on the patient’s individual needs. Finally, the therapist or health 

professional could monitor performance and update assignments remotely. Pre-/post use of iTherapy revealed 

significant improvements on a number of target measures, such as communicative independence, confidence and 

participation. Moreover, statistically significant improvements were recorded for measures on linguistic and 

functional performance as well as in quality of life (Hoover & Carney, 2014). 
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Table 1. Overview of the studies, their interventions, and their assessed quality 

Reference Intervention under study Findings Quality 

Janssen et al., 

2016 

Effect of tablet use throughout 

rehabilitation.   

Quality of life was better for the intervention group than the 

control group, but not on mood, cognition, communication, 

or self-efficacy. 

Poor 

Meltzer et al., 

2015 

TeleRehab for post-stroke communication 

disorders. 

TeleRehab yielded similar improvements as in-person 

rehabilitation therapy. 

Poor 

Januth et al., 

2016 

Tablet-based rehabilitation of speech and 

language. 

The application received high marks on usability from both 

healthy participants and TBI patients. 

Poor 

Meulenbroek et 

al., 2017 

WoRCTER, a web-based 

social/professional communication 

training programme. 

Participants’ use of politeness markers in spoken text (e.g. 

would, could, maybe) increased post-intervention. 

Poor 

Hoover & 

Carney, 2014 

Integration of tablets and therapy apps 

into rehabilitation.   

Significant improvements from pre- to post-treatment on 

communication and quality of life measures. Fair 

Mallet et al., 

2016 

RecoverNow. Tablet-based and integrates 

therapy-based apps.   

High in-hospital retention rate (97%), with most participants 

rating RecoverNow as at least moderately useful. 

High 

Pugliese et al., 

2019  

RecoverNow. Tablet-based and integrates 

therapy-based apps.   

High daily-life retention rate (77%), but barriers included 

mismatch between app difficulty and patient skills. 

High 

Rietdijk et al., 

2018  

TBIconneCT. Therapy via 

videoconferencing.   

Improvement in conversation skills post-intervention. High 

Grechuta et al., 

2016 

Videogame-based group therapy, table 

top touch surface.   

Perceived improvements in language skills by both patient 

and therapist. High approval and acceptance ratings. 

Fair 

Kolk et al., 

2019 

VR and multi-touch technology 

applications.   

Communication, metacognitive, coping skills improved. High 

Lloréns et al., 

2015  
VR-based rehabilitation gaming system.  

Patient’s awareness of their own deficits and their 

implications improved, as did social skills and behaviour. 

High usability ratings. 

High 

Two papers studied the feasibility of the RecoverNow intervention, a tablet-based app, which delivers 

speech and cognitive therapy to individuals who have had a stroke (Mallet et al., 2016; Pugliese et al., 2019). 

In both studies, participants got assigned tablet-based intervention apps by their therapists, specific to each 

individual's therapy needs. Apps focused on training stroke-induced deficits related to communication, 

cognition, and fine-motor ability. Being feasibility studies, retention and participation rates were measured 

rather than efficacy (Mallet et al., 2016; Pugliese et al., 2019). Mallet et al. reported an in-hospital retention rate 

of 97%, with one individual declining to continue as he found the technology challenging. 83% of the 

participants were able to spend the recommended one hour per day using RecoverNow (2016). Pugliese et al. 

(2019) reported less positive results with regards to tablet usage habits of both in-patient and out-patient 

participants. While RecoverNow was determined to be feasible, only 3 out of 30 participants completed the 

three-month trial of the intervention, and participants used RecoverNow only 50% of the days that they could 

have been engaging in therapy. These low adherence rates may be explained by the barriers that were identified 

by participants: a dislike of the app content, finding the app content too difficult to use, reported difficulties with 

focusing and reading, and language barriers. 

Rietdijk et al. (2018) pilot tested the telehealth application TBIconneCT, which uses information- 

and communication technologies such as videoconferencing to deliver social communication training after TBI. 

It is an adaptation of TBI Express, an established program that is designed to practise and improve social 

interaction skills. The 10-week TBIconneCT program involves a weekly group session, a weekly individual 

session and home practice tasks. Within these sessions patients engage in structured role-plays, conversational 

practise and reviewing social interaction recordings to identify communication difficulties. Rietdijk et al. 

measured the impact of TBIconneCT on two participants’ conversational skills, self- and other-report of 

communication skills, self-report of communication confidence, quality of life and social participation; as well 

as the overall feasibility (2018). No effect on conversational skills was found, possibly due to unstable baseline 

data. However, a positive change in communication skills was reported by both participants and their 

communication partners, and participants reported improved confidence in communication skills. Moreover, 

quality of life measures showed self-reported improvements in cognition, self, daily life, autonomy, and 

conversation skills. With regards to feasibility, both 
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participants and their conversational partners reported the experience of telehealth as positive, communicating that 

it was “easy and they had no concerns about privacy or security issues” (Rietdijk et al., 2018, p. 101). 

Grechuta et al. (2016) employed two participants to pilot test a VR-based gamified language rehabilitation tool 

for improving patient communication skills. In this tool, two participants are placed opposite one another in a 

shared ‘virtual room’ with a table with objects in between them. One of the participants selects an object from the 

table and must verbally request that object from the other player – the other player should understand the request 

and pass the correct object. If the social interaction is successful both players earn a point. Participants had their 

communication skills measured pre- and post-intervention, and completed a system evaluation questionnaire 

which asked their opinion on the intervention, its usability, functionality, and design (Grechuta et al., 2016). 

Improvements in communication skills were observed in both participants, and self-reported communication skills 

increased from pre- to post-intervention by 14.7% and 27.9% respectively. In addition, both participants evaluated 

the system and the intervention positively.  

To enhance rehabilitation of socio-cognitive skills in children with ABI, Kolk et al. (2019) applied a 

combination of VR and multi-touch technology, which allows multiple people to interact with a touch surface 

simultaneously. Two multitouch-multiuser table top devices were used in the study: the Diamond Touch Table 

with the NoProblem! application, and a SnowflakeMT (Multi Touch) device. NoProblem! is an application that 

trains communication skills by providing tasks related to discussion and role playing for starting, continuing, 

changing, and ending conversations. SnowflakeMT trains executive functioning and cooperation skills by 

providing the user with a variety of educational tasks. For example, in one task children draw a picture together 

which trains cooperation skills, as it requires them to agree on the drawing, distribute tasks, and then name the 

picture together. In another task VR-metaphors are used to train social skills, anxiety coping mechanisms, and 

emotion perception. Another task still trains social attention and Theory of Mind abilities through displaying 

videos of different social scenarios such as bullying (Kolk et al., 2019). Kolk et al. (2019) report improvements on 

executive functioning, cooperation, negotiation and manual skills in a team environment as well as improvement 

in communication, language, metacognition and coping skills in social situations. Results also showed that both 

devices enabled participating children to acquire new communication and language skills and helped them to cope 

with difficult social situations. The use of video and VR training resulted in positive change in “intuitive and 

natural communication, social attention, emotional attitude, verbal skills, nonverbal and gestural behaviours, and 

decreased social anxiety” (Kolk et al., 2019, p. 330).   

Lloréns et al. (2015) also discussed a tabletop touch surface intervention. Specifically, integrative videogame-

based group therapy was used for improving self-awareness, social skills and behaviours in TBI patients. 

Participants are divided into two teams, each of which trying to be the first to get to the top of a mountain within 

the game. In order to move up the mountain teams must correctly answer questions based on social functioning 

while co-interacting with the ‘game board’ presented on a multitouch table. These questions cover four categories: 

knowledge (anatomical and pathological matters), reasoning (situational exercises), action (role playing exercises), 

cohesion (jokes and sayings). For example, a question may be “your friends are talking at the same time and you 

cannot follow the conversation. What do you do”? (Lloréns et al., 2015, p. 3).  The Self-Awareness Deficits 

Interview (Simmond & Fleming, 2003) and Social Skills Scale were used to measure participants’ awareness of 

deficits and their functional implications, as well as improvement in social skills (Lloréns et al., 2015). Results 

indicated that participants benefitted from the videogame-based intervention across all clinical measures with 

improvements in planning skills, perception of deficits, and perception of the implications of deficits. The number 

of participants with disturbed social interaction skills decreased from 31 at base line to 14 post-intervention. 

Moreover, acceptance of the videogame-based intervention was high.  

4.1 Conclusion 

Taken together, the discussed studies show preliminary support for the use of technology-based interventions in 

rehabilitation of social functioning among ABI patients. Patients showed improvement from pre- to post-

intervention on a number of skills (Januth et al., 2016; Hillari et al., 2009; Hoover & Carney, 2014; Rietdijk et al., 

2018; Grechuta et al., 2016; Kolk et al., 2019; Lloréns et al., 2015). Importantly, improvements in quality of life 

are higher following the intervention than for a control group (Janssen et al., 2016), thus confirming the added 

benefit of an intervention; and the improvement was similar to that of in-person therapy sessions (Meltzer et al., 

2015), thus suggesting that technology-based interventions may be equivalent to traditional interventions. 

However, these latter two studies were at high risk of bias, and also targeted only two of the available 

interventions; 
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more research is needed to confirm that technology-based interventions are superior over non-treatment 

and equivalent to traditional treatment.  

With regards to usability, results were overall promising. Especially the high retention rates reported by 

Mallet et al. (2016) and Pugliese et al. (2018) are encouraging, as therapy adherence is a major factor in its 

effectiveness and poor adherence and drop-out is a recurring issue. Studies that addressed tablet-based 

interventions commented on the increase of accessibility that tablets provide and the opportunity that they 

create for independent, home-based therapy practice - and the ability for therapists to monitor these remotely. 

Most interventions incorporated a social interaction component, either directly with a therapist or with other 

ABI patients (Meltzer et al., 2015; Meulenbroek & Cherney, 2017; Hoover & Carney, 2014; Rietdijk et al., 

2018; Grechuta et al., 2016; Kolk et al., 2019; Lloréns et al, 2015). This is rather unsurprising given that the 

objective of the therapies was to increase social functioning, yet interventions that can be completed 

individually may increase flexibility in the sense that the patient can use the app whenever it suits them best. 

Videoconferencing technology could be an especially promising tool for administering rehabilitation for 

social functioning. In addition to booking promising results in terms of social functioning improvements and 

usability ratings, they are also easily accessible as they require technology that most people already own (e.g. 

smartphones) or is relatively cheap (e.g. tablets) so that patients can either invest in a device themselves, or get 

one on loan from the therapist. This may prove to be a barrier to VR-based interventions, which were 

administered in a therapy setting with assistance from a health professional required.  

An overall limitation is that many of the studies included in this review are either pilot or preliminary 

studies, with low participant numbers and therefore limited statistical power. In addition, most studies used a 

pre-post test design, making it impossible to determine the added benefit of the intervention over simply 

improvement with time as well as to assess the equivalence of the technology-based intervention to established 

therapies. While the field has shown to have potential, more randomised-controlled trials are needed to gather 

statistically valid results and to discover further possibilities. 
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ABSTRACT
Obsessive-compulsive disorder (OCD) is characterized by recurrent, repetitive, and unwanted 
thoughts or impulses triggering significant anxiety. Exposure and response prevention is currently 
the first-line therapy for OCD. In the current research, we tested the feasibility of a virtual 
environment (“VR house”) that incorporates OCD-specific items from four symptom dimensions: 
‘contamination’, ‘symmetry’, ‘checking’, and ‘hoarding’. The goal of this ongoing feasibility study 
was to confirm the potential of the VR house in inducing anxiety in patients with OCD (n = 26) in 
comparison to matched healthy controls. During a single session, participants were asked to 
approach a set of 10 stimuli (covering all four OCD dimensions), and rate their current intensity of 
distress caused by observing this object. We used subjective units of distress (SUDS) as a distress 
measure (scale 0 to 5). In addition, the severity of OC symptoms was assessed prior to the session. 
Before and after the session, participants completed questionnaires assessing subjective levels of 
anxiety (STAI-6). All participants also completed the questionnaires evaluating their sense of 
presence in VR and experienced simulator sickness. Between-subject design was used to compare 
SUDS ratings of patients and healthy controls. The preliminary results show that the OCD group 
reports elevated levels of distress and anxiety when confronted with OCD-relevant stimuli compared 
to the control group. Our preliminary data suggest that the VR house environment is a suitable tool 
for VR exposure therapy in OCD patients as it demonstrated symptom provocation specific to OCD 
patients. 

1. INTRODUCTION
Obsessive-compulsive disorder (OCD) is a severe neuropsychiatric disorder defined by the presence of obsessions, 
compulsions or both. Obsessions are intrusive recurrent and persistent thoughts, images or urges; compulsions are 
characterized by repetitive behaviors (e.g., washing, checking, arranging things in a specific way) or mental acts 
(e.g., counting). These are often performed to prevent obsessive thoughts from happening or make them disappear 
and temporarily reduce anxiety (APA, 2013). OCD symptoms (OCS) induce personal distress, are time-consuming 
and can strongly interfere with professional, social and personal life. The symptoms are very heterogeneous, and 
therefore, a dimensional approach (Summerfeldt et al., 1999) to OCS has been proposed in clinical research, 
including dimensions of “contamination/cleaning”, “symmetry/ordering”, “fear-of-harm/checking” and 
“hoarding”.  The most common treatment for OCD is a combination of cognitive-behavioral therapy (CBT) and 
antidepressant medication. Specifically, exposure and response prevention (ERP) seems very useful for treating 
OCD (Hezel & Simpson, 2019). This involves progressive, deliberate and voluntary exposure to stimuli triggering 
obsessive thoughts while knowingly averting compulsive, avoidance or neutralization behavior (response 
prevention). 

Virtual reality exposure therapy (VRET) and its application in OCD: Virtual reality (VR) exposure therapy 
seems to be a good alternative to in vivo (standard) exposure techniques. In VRET, the person is immersed in a 
virtual environment whose characteristics confront them with a feared situation or stimuli and correspond with 
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symptoms-triggering real-life situations. Often, it is easier, economical and safer to access these stimuli in a virtual 
environment than in real life. There is already evidence showing that VRET can effectively treat anxiety disorders 
such as specific phobias or PTSD (for a review, see Maples-Keller et al., 2017). 

The first study on OCD and VRET (Kim, 2008) showed that after provocation by a virtual scenario, patients 
performed more checking behaviors and reported higher anxiety before checking. These findings demonstrated 
that some of the behavioral patterns of OCD patients could be replicated in VR. Similarly, Laforest et al. (2016) 
assessed contamination fears and compulsions by comparing OCD patients and controls immersed in a neutral 
virtual environment (clean room) and filthy public restroom, showing anxiety increase (assessed by self-report and 
heart rate) among OCD patients. Cárdenas et al. (2012) later developed virtual public toilets, together with a virtual 
bus, a restaurant, and a bedroom. The above-listed studies suggest that immersive VR environments, including 
OCD-specific stimuli, can induce anxiety and can be used to provide exposure (Bouchard et al., 2019). However, 
to our knowledge, there is only one pilot study assessing the efficacy of VRET in OCD (Laforest et al., 2016) 
examining the effectiveness of a CBT programme with VRET in three patients with contamination OCS. There 
was a significant reduction in intensity and severity of OCS in all participants, but the global improvement was 
apparent only for two of them, as the OCS of the third patient were less specific to toilets. Besides variable 
symptomatology, the necessity of intensifying the consequences of actions visible in VR environments and 
creating the narrative specific for individual patients have been pointed out. Importantly, no bigger randomized 
control trial has been conducted for OCD treatment using VRET. Recently, a VR game has been developed (van 
Bennekom et al., 2021) to provoke and assess OCD symptoms from three symptom dimensions (including items 
such as burning gas, dirty sink and messy table). Nevertheless, this game is based on video images when a first-
person video of intervention or checking behavior is shown when a participant chooses to check. Thus, its goal is 
rather to recognize OCD symptoms. To our knowledge, it seems that a complex VR environment that would 
incorporate all OCD dimensions and its primary purpose is exposure therapy has not been created yet. To overcome 
the problem of symptoms’ heterogeneity, we, therefore, designed a prototype of a VR environment in concordance 
with the dimensional model and its four dimensions (Francová et al., 2019).  

2. METHODS

2.1 Study Sample 

In total, 30 patients diagnosed with Obsessive-compulsive disorder F42.X were tested using a set of 10 VR 
exposure stimuli to demonstrate its feasibility, validity and the potential of VR exposure scenarios to provoke 
anxiety and compulsive behavior in OCD patients in contrast to healthy subjects (n = 30). Four patients (together 
with matching healthy controls) were excluded from the dataset due to comorbidity with a personality disorder or 
revised diagnosis in the course of treatment (post-study). 

The groups' sizes represented in this pilot feasibility study demonstrate the distribution of OCD dimensions 
and their incidence in the CBT programme run at National Institute of Mental Health (NIMH) corresponding to 
main OCS dimensions associated with “contamination/cleaning” (N=13), “control/checking & symmetry” (N=10) 
or combination of checking and contamination symptoms (N=2) and hoarding (N=1).  

2.2 Virtual Reality Exposure Therapy (VRET) environment 

2.2.1  VRET Technical Equipment & SW. The VR scenarios are created using the VR game engine Unity®Pro 
(https://unity3d.com/). The head-mounted display (HMD) HTC Vive Pro Eye will be used for immersive VR 
experience, providing accurate tracking of the person’s head and hand movements, and eye-tracking crucial for 
the analysis of the patients' behaviour in a virtual environment. The participant experiences the virtual scene from 
a first-person perspective with virtual hands displayed instead of VR controllers.  

2.2.2 VRET Experimental Design. The participant is immersed into a virtual environment that is specifically 
designed to provoke OCS typical for home settings with scenarios corresponding to dimensions of 
“contamination/cleaning”, “fear-of-harm/checking“, “symmetry/ordering”, and “hoarding”. The VR scene 
displays a family house (with a bedroom, kitchen etc.).  

To address the VRET feasibility, a standardized set containing the 10 most common stimuli that OCD patients 
react to and covering all OCD dimensions was used as short provocation scenarios. The therapist guides the 
patients to individual stimuli in a predefined order one-by-one and asks them to rate their current level of 
anxiety 
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(scale 0-5). The set included three stimuli for every dimension (C,S,CH) except hoarding, with only one stimulus 
present. Stimuli were selected based on a pilot study conducted in a smaller sample of eight OCD patients. 
Approximately 19 stimuli were identified and tested in the pilot study. From these, 10 final stimuli were then 
selected to be used during validation, mainly due to the time demands of the examination. The selection of items 
has been tested to ensure that each dimension was represented and that the stimuli were sufficiently specific to 
OCD (we, therefore, excluded particularly extreme stimuli, e.g., fecal matter, which may elicit nonspecific 
responses even in the control group). 

Figure 1. Screenshots illustrate situations within the virtual home environment corresponding with 
dimensions “contamination/cleaning”, „fear-of-harm“, “symmetry”, and “hoarding”. 

2.3 Psychiatric Scales and Psychometric Methods 

To address the severity of OC symptoms, the Yale–Brown Obsessive Compulsive Scale (Y-BOCS) was evaluated 
based on a structured interview by the psychiatrist. The patients also report subjective anxiety levels (Beck Anxiety 
Inventory; BAI). In the VRET session, participants fill in (before/after) questionnaires assessing subjective anxiety 
(STAI-6, 6-item Anxiety State Inventory derived from the Spielberger State-Trait Anxiety Inventory) potentially 
triggered by the VRET exposure. During the VRET sessions, participants are asked to rate the current level of 
perceived anxiety/discomfort using (SUDS - Subjective Units of Distress scale; validated in anxiety research, for 
example Takac et al, 2019) a verbal analogue scale ranging from 0 (no anxiety/distress) to 5 (extreme 
anxiety/distress). To address potential VR-specific effects on evaluated parameters, after the VRET session, all 
participants complete questionnaires assessing sense of presence (SUS, Slater-Usoh-Steed Presence 
Questionnaire) and Simulator Sickness questionnaire (SSQ). 

2.4 Study Procedure 

After giving informed written consent, the patient was first evaluated by the psychiatric scales (Y-BOCS, BAI) 
assessing present symptomatology. During the VRET session, the participant first fills-in the STAI-6 questionnaire 
and then the 10-scenarios set has been performed in VR. After the VRET exposure, the participants filled in STAI-
6 and VR presence and cybersickness questionnaires. 

Table 1. The list of 10 selected scenarios/stimuli presented during the VR exposure in individual 
participants divided into four typical OCD dimensions. 

Contamination/cleaning Checking Symmetry Hoarding 

blood on the sink mirror porcelain shards on the floor crooked picture frame room filled with boxes 

puddle of dog urine gas stove tablecloth crooked - 

rotten pear on the kitchen 
counter 

knives on the kitchen 
counter 

untidy dishes - 

2.5 Statistical Analysis 

All data were preprocessed and analysed using statistical software Statistica 64 (TIBCO software Inc.). Based on 
a normal distribution of individual measures, the data were analysed using parametric statistical methods. 
Specifically, simple group differences were analysed using Student T-test, and potential relationships between 
individual measures were analysed using Pearson's correlations. In addition, the effect of VR exposure on 
repeated 
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evaluation of anxiety (STAI-6) was analysed using GLM with repeated measures ANOVA with a categorical 
group factor.  For all analyses, we set the significance level at p = 0.05.  

3. RESULTS

3.1  Study Sample Specification and Measured Variables 

In total, 26 OCD patients and 26 healthy volunteers were included in the analysis. The patients showed mild to 
severe OCD symptoms and were treated for OCD (illness duration) on average 3.86 (SD =1.36) years. The control 
group subjects were recruited to match the demographics of individual OCD patients, therefore, the groups are 
comparable in means of demographic characteristics (age and education (level 1-elementary school, 5 - university 
degree)). The male/female ratio was also comparable in both groups. See Table 2 for more details.  

Table 2.  Demographic specification of the matched experimental (OCD) and control (HC) group. 

Demographic 
variable 

OCD group (n=26) HC group (n=26) Group comparison 

Mean SD Min-Max Mean SD Min-Max t-test / Cramer’s V p 

Age 33.54 10.04 18-60 33.39 12,72 18-61 0.048 0.962 

Education 3.88  1.33 1-5 4.19 1.20 1-5 -0.887 0.380 

Sex 15 males/ 11 females 13 males/ 13 females 0.30 0.581 

The groups (OCD vs. HC) differed in several measures (see Table 3). The Y-BOCS symptom severity score was 
significantly higher in the OCD group, as expected based on the OCD diagnosis. Both groups also differed in 
anxiety measures, BAI (anxiety present in the last week) and STAI (anxiety rated pre and post VR exposure). 

Table 3.  Group comparison of selected psychiatric scales and  VR-related measures. 

Measure/ 
Scale 

OCD group (n=26) HC group (n=26) Group comparison 

Mean SD Min-Max Mean SD Min-Max t value p 

Y-BOCS 19.68 10.29 7-35 0,48 1.5 0-7 8.497 < 0.001 

BAI 19.14 8.37 4-31 4.62 4.76 0-15 7.530 < 0.001 

STAI pre 46.67 8.89 30-66 31.79 9.53 20-50 5.816 < 0.001 

STAI post 44,10 24.59 0-133 26.67 7.71 20-46.5 3.449 0.001 

SUS 26.00 6.25 16-42 24.46 6.67 13-38 -1.140 0.261 

SSQ 23.76 12.75 7.5-48.6 10.21 13.98 0-56 3.214 0.003 

Legend: Y-BOCS (Yale–Brown Obsessive Compulsive Scale); BAI (Beck Anxiety Inventory); STAI (STAI-6, Six-
Item State Anxiety Scale); SUS (Slater-Usoh-Steed Presence Questionnaire); SSQ (Simulator Sickness 
Questionnaire). 
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3.2 SUDS Score Differences 

First, we tested the assumption that stimuli displayed in a virtual house environment can effectively simulate an 
exposure situation and thus induce real anxiety or distress measured by SUDS (Subjective Units of Distress) in 
patients using the presented exposure scenario/stimuli. Our assumption was that the scenarios/stimuli selected in 
the virtual environment are relevant for OCD and would affect patients in the experimental group, but in contrast, 
would not induce anxiety in the control group.  

The SUDS score was calculated as a cumulative score of individual SUD ratings for the whole set of 10 
stimuli/scenarios (score range 0-50). We included all patients in the analysis regardless of the predominant 
symptom dimensions (n = 26), as we were only concerned with the difference in reported SUDS compared to 
matched healthy volunteers (n = 26). The hypothesis was tested using the Student's t-test. The SUDS rating scores 
were significantly higher (t(50) = 6.513, p < 0.0001) in OCD patients (Mean (SD) = 18.54 (10.59), range 0-41) 
compared to healthy subjects (Mean (SD) = 3.77 (4.65), range 0-16). 

Figure 2. Group comparison of the VRET induced anxiety measured using subjective units of distress scale 
(SUDS) calculated as total scores rated by OCD patients and control subjects in a set of 10 stimuli. 

3.3. STAI Score Differences 

We further hypothesized that the difference in anxiety ratings would be evident in the STAI-6 questionnaire 
administered to both groups before and after VR exposure. In line with SUDS ratings, we expected the group of 
OCD patients to show higher scores in the subjective rating of anxiety state reflected by the STAI-6 questionnaire 
after exposure when compared to the group of healthy volunteers. Moreover, the STAI score will be increased in 
OCD patients after the VR exposure session (compared to baseline evaluation prior to the VR session), in contrast 
to healthy subjects that should not exhibit any changes in a rated anxiety state. ANCOVA Both group effect and 
interaction group*STAI-score-change has been expected. 

The GLM model with repeated ANOVA (STAI-pre vs. STAI-post variables, within effect) and group factor 
showed 1) significant main group effect in the STAI-6 scores rated by patients and controls (F(1,50) = 28.996, p 
< 0.001) and 2) significant main repetition effect in means of decrease in STAI score after the VR exposure session 
(STAI post vs. pre, F(1,50) = 11.757, p =0.001). Contrary to our expectation, no interaction between STAI change 
and the group factor has been identified (F(1,50) = 0.200, p =0.656) as both groups showed a comparable drop in 
rated anxiety (about 5 points). 
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Figure 2. Group comparison of the STAI-6 score evaluated subjective anxiety scores measured before 
(OCD/HC1) and after (OCD/HC2) VR exposure sessions by OCD patients and control subjects. 

3.4 Symptoms Severity and its Relation to SUDS Ratings in OCD Patients 

Based on previous studies (van Bennekom et al., 2021), symptom severity rated by the Y-BOCS scale in OCD 
patients is significantly related to the degree of subjectively reported distress on the SUDS rating scale. We tested 
this assumption in our data using a correlation analysis. Based on Pearson's correlation coefficient, no significant 
correlation was found between the tested variables in our OCD patients. Pearson's correlation coefficient for Y-
BOCS and SUDS (r = 0.247, p-value of 0.266) and BAI ( r = 0.243 with p = 0.257) revealed no correlation between 
the tested variables. Importantly, the anxiety state evaluated using STAI-6 after the VR experience did not correlate 
with the total SUDS score rated during this experience (r = -0. 095, p = 0.673).  

3.5 VR Presence and Cybersickness in Respect to SUDS Scores Rated by OCD Patients 

Previous studies also suggested a direct association between the SUDS ratings and the sense of presence in VR 
evaluated by the patients (Belloch et al., 2014; Laforest et al., 2016). Therefore, we were interested in whether 
reported exposure related anxiety (SUDS) was related to how immersed patients felt in the virtual environment 
(VR presence). Based on Pearson's correlation coefficient for the SUS questionnaire measuring subjective sense 
of presence in the virtual environment, Pearson's r = -0.443, with a p-value of 0.075 showed a moderate correlation 
that did not reach significance. Please note that the data are only provided for a subset of 17 patients due to 
incomplete or partially invalid data from VR feedback questionnaires in nine patients. 

Finally, we investigated whether virtual environment-induced nausea (cybersickness) may impact how the VR 
experience has been rated by OCD patients in means of (sense of presence). No significant correlation was found 
between the tested variables (SUS and SSQ) Pearson's correlation coefficient r  = -0.202 with p-value = 0.438 
(N=17).  Also no correlation was found between SSQ and SUDS score (r = 0.076, p = 0.771). Please note, the VR 
sense of presence rated using the SUS scale did not differ between OCD patients and healthy controls. In contrast, 
patients reported a higher occurrence of cybersickness symptoms (SSQ score) than healthy subjects (see Table 3 
for detailed results).  

4. CONCLUSIONS
The presented study confirmed the feasibility of the created VR house environment to evoke typical manifestations 
in OCD patients in contrast to control subjects that rated no or minimal distress in the same virtual scenarios. This 
is in line with our preliminary data suggesting that the VR house environment could represent a suitable tool 
for VR exposure therapy in OCD patients. It demonstrated symptom provocation specific to OCD and with  

Proc. 13th Intl Conf. Disability, Virtual Reality & Associated Technologies 
Serpa, Portugal, 8–10 Sept. 2021 

©2021 ICDVRAT

160



other previous studies that validated various environments for VRET for OCD (e.g. van Bennekom et al., 2017; 
Laforest et al., 2016; Belloch et al., 2014; Kim et al., 2008).  

Nevertheless, contrary to our expectations, the subjectively evaluated anxiety measured using STAI-6 before 
and after the VR exposure session showed a decrease in STAI score that could be observed in both tested groups. 
This finding suggests that anxiety decreased after VR exposure in general. Furthermore, based on verbal reports 
of the participants, the evaluation performed before VR exposure is often associated with some distress due to 
expectations and fear of the unknown they will encounter in VR, while after the exposure session, the feeling of 
relaxation associated with the completed task and/or well managed exposure was evoked. This observation thus 
could explain the contradictory data and missing correlation between the SUDS ratings and the STAI anxiety state 
evaluated after the VR experience.  

In contrast to previous studies (e.g. Kim et al, 2010), SUDS ratings of the VR exposure stimuli were not 
associated with symptom severity  (Y-BOCS, BAI). This is in line with findings of a previous study by van 
Bennekom et al. (2021). This negative finding is not surprising as the SUDS ratings were calculated as a 
cumulative score for a set of scenarios, where only a small subset was associated with the patient symptomatology. 
A relatively small sample, however, does not allow us to test this assumption by dividing the SUDS ratings into 
four clusters and evaluating their association with symptoms severity for the respective subset of patients. This 
matter should be addressed in future studies. 

Finally, we did not identify a significant association between SUDS and sense of presence identified in previous 
studies (Belloch et al., 2014; Inozu et al, 2021), however, this could be related to the small sample size as the 
tendency towards moderate positive correlation has also been revealed in our data. Despite the increased 
cybersickness symptoms reported by OCD patients in contrast to control subjects, the SSQ score was not associated 
with the rated sense of presence in the virtual environment. Increased cybersickness indicated in OCD patients 
thus could be related to the unpleasant experience of the VR exposure with OCD relevant symptoms (Kim et al., 
2008). It was previously suggested (Bouchard et al., 2011) that VR-induced nausea and visuomotor disturbances 
reported by the patients could be confused with anxiety symptoms (perspiration, general discomfort, difficulty 
concentrating, etc.). However, no correlation with rated SUDS was identified.  

In conclusion, the presented data confirm the feasibility of the VR house environment for the exposure therapy 
in OCD. Future work should address some of the issues emerging in this preliminary feasibility study. Particularly, 
validity of individual scenarios in respect to the dimensional approach should be evaluated in a bigger sample of 
OCD patients including all subtypes. Moreover, a randomised clinical study aimed at VRET effectiveness should 
be conducted. In future studies, to address the validity or effectiveness of the VRET scenarios, it seems crucial to 
monitor physiological data to determine the induced mental and physical state of the subject (Meehan et al, 2002). 
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Abstract. A spatial navigation task in virtual reality using auditory cues was developed to study 
navigational strategies in blindfolded sighted individuals. Twenty healthy adult participants were 
exposed to a VR scene, where the goal was to find the target sound without visual information in 
different tasks where navigational strategies were studied. The task consisted in moving to the sound 
target and then returning to the starting point, and after an interference period, the same task was 
performed without the sound target. The measures consisted of execution time, collisions and 
prompts during the task execution. The participants were assessed for general cognitive ability and 
memory with established neuropsychological tests. Performance was affected by task difficulty, but 
it was better at the retrieval phase of the experiment that corresponded to wayfinding strategy. 
However, only performance in the first (learning) was explained by global cognitive function. The 
data suggest the Soundspace VR as a feasible task to study spatial navigation using sound. 

Keywords. Virtual Reality, Spatial Memory, Spatial Navigation, Sound 

1. Introduction

Virtual reality may allow to replicate conditions close to real life situations [1,2], which comprise an asset for 
studying spatial navigation and spatial learning. Some studies point to a relationship between navigation 
performance in real and virtual environments [3] but it is not known how spatial processing operates in the 
absence of visual information. This study describes the development and test of a 3D virtual reality scenario 
using sound as cues to explore navigation strategies as local navigation and wayfinding. We aimed to test 
whether performance in this task correlates with cognitive functioning as assessed using classical 
neuropsychological tests and whether this relationship is modulated by the type of the navigation task. 

Methods 

1.1. Sample 

20 adult participants were recruited from the general community, 14 male participants and 6 female 
participants, aged between 20 and 33 years-old, with an average age of 26 years (SD = 4 yrs). 

1.2. Measures 

The measures consisted of 1) Montreal Cognitive Assessment – MoCA, a cognitive screening test where the 
higher scores reflect better cognitive performance; 2) Wechsler Memory Scale - WMS-R, a brief test for 
assessment of memory ability where higher scores of General Memory Index reflect better memory skills; 3) 
Task performance based in execution time, no. of obstacle collisions and no. of prompts (verbal aids in the 
task). 
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1.3. Procedure 

This study was approved by an ethics committee. Navigation was performed by walking in the real 
environment that was calibrated with the Soundspace VR for a 4X4 meter area in MovLab from Lusófona 
University in Lisbon, Portugal. Firstly, this task was centered in local navigation strategies since the 
auditory target cues were in the perceived environment, requiring locomotion to seek for the target sound. 
After performing a distraction task, the participants were exposed to the same conditions but without the 
auditory target cues. The participants were asked to move to the target location using only the auditory cues 
from objects that were played in object proximity so that representation of the environment would be crucial 
to effectively accomplish the task. At this stage, navigation required orientation in a form of wayfinding 
relying in spatial representation of a known environment using the environment cues to reach the target 
destination. 

2. Results

The statistical analysis was conducted using non-parametric tests. The results suggested that difficulty level 
affected navigation performance (p < .001), but it was better at the retrieval based in wayfinding strategies 
than the learning phase based in local navigation strategies (p < .01). Navigation performance correlated with 
neuropsychological functioning only at the learning phase (p < .05). 

3. Conclusion

The results point to an improvement in performance when search and locomotion strategies were replaced by 
spatial representation of the environment supported by wayfinding strategies. Overall data suggest the 
Soundspace VR as a feasible task to study spatial navigation and spatial learning using sound. 
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ABSTRACT 
Multiple sclerosis and anti-N-methyl-D-aspartate receptor (NMDAR) encephalitis are neurological 
disorders which frequently cause cognitive impairments and typically affect younger populations. 
In ongoing studies, we use the novel Virtual Environments Navigation Assessment for younger 
adults (VIENNA Young) to assess spatial navigation without confounding factors of motor 
simpairments. To investigate the feasibility and utility of VIENNA Young for cognitive assessments 
in multiple sclerosis and NMDAR encephalitis, we examine the navigation performance in 
association with standard neuropsychological tests and disease-specific neuropathology. 

1. INTRODUCTION

Cognitive impairments affect more than 50% of patients with multiple sclerosis (Chiaravalloti & DeLuca, 2008; 
Sumowski et al., 2018) and most patients with anti-N-methyl-D-aspartate receptor (NMDAR) encephalitis (Finke 
et al., 2012; McKeon et al., 2018). Specifically, memory deficits are highly prevalent in both disorders. This 
clinical manifestation is in line with histopathological findings of neuroinflammation in the hippocampus, a region 
critical for memory and spatial navigation (Rosenbaum et al., 2018). In other disorders affecting the hippocampus, 
such as Alzheimer’s disease, spatial navigation deficits have been identified as a highly sensitive preclinical marker 
(Bierbrauer et al., 2020; Coughlan et al., 2019). However, little research has been done to date on how spatial 
navigation abilities are impacted by neurological disorders typically affecting younger populations like multiple 
sclerosis and NMDAR encephalitis. This is partly due to the fact that spatial navigation is notoriously difficult to 
assess in a standardized way, especially in cases where there are potential impairments in motor functions and 
processing speed. Therefore, there is a need for assessments that provide a more detailed and thorough description 
of cognitive impairment in these disorders, which in turn could lead to improved cognitive rehabilitation due to an 
enhanced understanding and monitoring of impairment. 

2. METHODS

We investigate the feasibility and performance of the Virtual Environments Navigation Assessment for younger 
adults (VIENNA Young) in a sample consisting of 80 patients with multiple sclerosis and 40 patients with 
NMDAR encephalitis in comparison to age-matched healthy controls. VIENNA Young is a passive spatial 
navigation paradigm in which the participants are asked to find a room in different virtual hallways using maps. 
Its administration takes approximately 15 minutes, including instructions and practice trials, and responses are not 
given under time pressure, making it applicable in clinical settings and appropriate to apply in patients with reduced 
processing speed. The VIENNA Young score is calculated from 12 trials and the paradigm distinguishes 
between updating and rotation errors, thus providing more detailed information about underlying deficits in
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impaired performance. It is intuitive to administer and does not require the use of a joystick or keyboard, thus 
allowing for assessment of spatial cognition without the potential confound of motor impairment. In the current 
studies, spatial navigation performance is examined in association with disease severity, questionnaire data, 
neuropsychological tests, and disease-specific neuropathological markers using magnetic resonance imaging. 

3. OBJECTIVES
Previous studies have provided evidence for the feasibility and construct validity of VIENNA in middle-aged and 
older adults and have shown a significant decrease of performance with age (Rekers & Finke, 2019). The 
ongoing investigations serve to determine its feasibility and utility in younger clinical populations and to identify 
potentially necessary adaptions of the paradigm for this purpose. The current studies aim to determine whether 
performance in multiple sclerosis and NMDAR encephalitis differ in comparison to age-matched healthy 
controls and to investigate the relationship with patient-reported outcome measures and standard 
neuropsychological tests. Of particular interest is whether VIENNA Young performance is associated with 
(micro-)structural brain damage (e.g., lesion load and volume loss) and connectivity alterations. 

4. OUTLOOK AND CONCLUSIONS
VIENNA Young aims to contribute to a more detailed cognitive assessment and a better characterization of the 
neuropsychological profile of patients with hippocampal dysfunction. With regard to the young age of the 
patients, undiagnosed and thus untreated cognitive deficits will have particularly severe and long-lasting 
effects on the quality of life and functionality at the workplace (Crouch et al., 2021; Ruet et al., 2013). If 
successful, the concept of the test could be transferred to training paradigms for cognitive rehabilitation. 
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ABSTRACT

This study aimed to explore the benefits of an exposure session program using augmented reality
(AR)  on  anxiety  disorders  of  fear  of  snakes.  The  design  of  this  study  consisted  of  a  pilot
randomized  controlled  trial  using  adaptive  system  plugged  with  sensory  device  for
psychophysiological data capture. The sample consisted of university students that have read and
agreed  with  the  consent  inform.  Thirty-five  participants  were  randomly  distributed  by  the
experimental group consisting in non-immersive AR session using virtual fear cue stimulation with
tasks and the therapist assessing the intervention. A battery of three five-minutes sessions to assess
arousal  levels  were  conducted.  The  system through  algorithms,  adapted  the  thresholds  to  the
individual profile of each participant from historical data for assessing the outcomes. The results
were encouraging by suggesting that the system was able to detected changes from pre-to-post
exposures. Despite being a pilot study, these results highlight the potential role of adaptive non-
immersive AR on anxiety disorders.

Keywords: Augmented Reality, Adaptive Systems, Anxiety Disorders, ECG, EDA.

1. INTRODUCTION

The research focused on behavioural therapy using VR and AR technologies in psychotherapy was proven to be
effective  particularly  in  the  treatment  of  specific  phobias  [1].  According  to  behaviour  therapy procedures,
participants are exposed to fear inducing situations in a gradual and systematic fashion for phobia treatment.
Such stimuli using the augmented reality (AR) could also be used to treat some psychological disorders, since
the virtual elements can be used to replace the fear cue, thus avoiding facing the real danger of manipulating a
dangerous animal or situation, allowing also to repeat such procedures in a controlled environment. Since AR
allows the participants to experience a greater feeling of reality and sense of presence than VR, the avoidance of
fearful stimuli might stabilize the assumption they have about the level of danger facing such dangerous creature
or situation (i.e., a real snake). Therefore, including AR and VR applications in psychotherapy brings advantages
such as the possibility of adjusting virtual or augmented environments to each participant profiles and controlling
what is projected to them during the intervention. In addition, this approach also allows the therapists to manage
the  intervention  in  a  controllable  environment  without  audience  [2],  cost  effective,  and  preserving  all  the
confidentiality related with the data collected or stored.
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2. METHODOLOGY

 4.1 Participants

To analyse the usage of this application we invited a group of participants in a total of 35 university students (30
males and 5 females with ages ranging from 19 to 29 years, M = 23 years, SD = 10,22). A variety of socio-
demographic coverage was found and according to question number, the distribution was: origin (Caucasian=26,
Asian=2, African=5, Latin=2), gender (Male=30, Female=5) and age (19=3, 20=18, 21=6, 22=3, 23=2, 24=2,
29=1). They filled the self-report measures for fear of snake in a voluntary basis after consent agreement. The 30
self-reported questions of snake questionnaire (SNAQ) consist of (true; false) dichotomous responses format, in
which higher scores describe higher snake phobia ratings.

 4.2 Procedure

The AR exposure session was carried out in a one-session intervention related with fear of snakes for each of the
participants. After a brief interview and a session objective explanation, the ECG (electrocardiogram) and EDA
(electrodermal activity) sensors were attached to the participant's arm and palm and the AR application system
was initialized. Following the initialization and the registration process, the system presented the fear cue and
collected the electrical signals related to ECG (for heart rate) and EDA (for skin conductance) in three steps with
5 minutes each (baseline, AR snake, and rubber snake). On step 2, the participant was instructed to control the
breathing and stay relaxed in order to lower down the anxiety level and avoid a virtual mouse being captured by
the snake. At step 3, a cross-modal session with a rubber snake was carried out to measure activation to tactile
and visual interactions. The psychophysiological signals were collected throughout the experimental session.

3. RESULTS

The AR intervention sessions produced a decrease in the participant's fear on a presence and interaction with
their fear cue (snake). There was an important change in the avoidance of snake, since before the intervention,
one of the participant that concluded the second stage, was not able to approach real or virtual snake and during
the intervention, the variation in the ECG and EDA electrical signals value showed that in specific task condition
(baseline vs. activation tasks), the participant presented high arousal levels (EDA&ECG >1.5%) in step 2, due to
activation state and target-hit (when the snake kills the mouse in a one-session intervention) reporting: time(m)|
activation|target-hit=1|0|0;  2-3|1|1;  4|1|0;  5|0|0.  In  step 3 the participant was able to manipulate the fear cue
physically (rubber snake), which is a meaningful measure of improvement since the system not only induced
anxiety,  but  it  also diminished  it  through repeating exposure  to  the virtual  snake,  resulting in  a  successful
reduction in the participant's fear and avoidance.

4. CONCLUSIONS

The relatively small sample size is one of main study’s shortcomings. In the future, we plan to apply this type of
interventions to a larger group of samples, in order to increase the confidence in this exposure format. Thus, the
positive results of this first prototype suggest AR's potential in psychology as useful, as a therapeutic asset tool
for several other psychological disorders and exposure interventions due to its effective and efficient capabilities
in capturing psychophysiological signal changes. Overall, this paper provides the preliminary evidence for an
adaptive and non-intrusive AR solution for exposure in anxiety disorders.
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ABSTRACT 

Realism is a vital part of entertainment and is theorised to facilitate flow, transportation, enjoyment and presence 

in mediated experiences (Busselle & Bilandzic, 2008; Tan, 2008). VR developers often strive for perfect fidelity 

that can induce a sense of presence or “there reality” (Kisker et al., 2019; Slater et al., 2020). Yet the construct of 

realism has been defined in diverse and inconsistent ways, rendering it difficult to work with in interdisciplinary 

research. The current paper uses a scoping review methodology to systematically synthesise the ways realism 

has been operationalised in previous literature exploring virtual reality and television. Using specific inclusion 

criteria, 797 abstracts were screen and the final sample of 85 included papers were coded. Using content analysis 

and thematic synthesis, we found that despite a rich multi-dimensional definition of realism, many studies 

continue to utilise a unidimensional operationalisation or conceptualisation of realism. Future research should 

explore the less examined dimensions pertaining to the “online” apparent reality users experience during media 

engagement. 

1. INTRODUCTION

Media theory and empirical research has identified realism as a multi dimensional construct (Busselle & 

Greenberg, 2000; Hawkins, 1977; Shapiro & Chock, 2003). Broadly speaking we can categorise two different 

types of perceived realism processes. During media engagement we can experience an online “apparent reality” 

(Rooney et al., 2012) where we are perceiving the mediated stimulus as real, thus feeling present and involved. 

This can be considered a successful “illusion of non-mediation” (Lombard & Ditton, 1997). We can also make 

more conscious evaluative judgements of realism such as whether it is plausible or typical. These types of 

judgements can be described as relative realism (Rooney & Hennessy, 2013; Rooney et al., 2012) and involve a 

clear awareness of mediation. Thus multi-dimensional perceived realism involves dual awareness – one can be 

more attentive to the “content” of the simulation, and perceive an apparent reality but one can also consciously 

attend to the mediation itself thus making critical realism judgments (Tan, 2008). Within this attentional 

structure though, realism is a multi-dimensional construct. A broad range of different literature describes many 

types of realism. In this scoping review of media literature we aim to document and identify the diverse 

collection of  realism dimensions. This diversity reflects a divergence in the focus of realism literature between 

immersive realistic features of media and technology and users’ subjective experience of realism (Bouchard et 

al., 2012).  

2. METHOD

2.1 Search Strategy & Eligibility Criteria 

This review presented here is part of a larger project. A protocol for the larger scoping review was created and 

can be accessed on research gate: 

https://www.researchgate.net/publication/328929887_The_Nature_of_Realism_Appraisals_in_Virtual_Reality_a
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nd_Television_Protocol_for_a_Systematic_Scoping_Review. The current review aimed to examine 

dimensionality of realism conceptualisations and operationalisations across media literature. Scoping review 

methodology  (Arksey & O’Malley, 2005; Levac et al., 2010) and PRISMA guidelines were followed (Moher et 

al., 2009). Our aim was to obtain a sample of  conceptualizations relevant to many different media. The most 

efficient and feasible way to do this was to select two very different media. VR is a highly interactive and 

immersive media, with much research dedicated to the development of high fidelity and creating a sense of 

really being there (Slater et al., 2020). TV has been studied extensively in media and communication studies as a 

dominant, realistic media i.e. “What’s real is what’s on TV” (p.321, Watson & Hill, 2015). Thus, the use of TV 

and VR as the media in the search allowed insight to the breadth of literature examining realism as a concept and 

an effective examination of the dimensions of realism as they apply across different media. 

The search was limited to research published since the year 2000. Only English language, peer-

reviewed papers were included. The review included a variety of research – empirical research, theoretical or 

conceptual papers and position papers were all included. The proposed review focused on realism regarding TV 

and VR be included, realism had to be a variable, an outcome (in an empirical or scientific study) or a focus (e.g. 

a position paper in arts and humanities). To obtain a manageable selection of studies and to retain a clear focus in 

the review, the media (TV or VR) of focus in included papers had to include a “mediated message” of some kind 

i.e. a narrative or story. For example, papers examining VR as a use for surgical simulation, dental practice

simulation or real estate simulation were excluded.

2.2 Screening, Extraction and Analysis 

Two researchers independently screened 797 abstracts. Applying exclusion criteria (as outlined in the protocol), 

588 papers were removed, and the remaining 209 relevant full texts were reviewed. The final sample was 85 

included papers, from which data were extracted in the form of conceptualisations and operationalisations of 

realism. Using EPPI Reviewer Software IV (Thomas & Harden, 2008) we collected and thematically synthesised 

various conceptualisations and operationalisations of realism. Content analysis was then conducted on this data, 

through frequency counts of dimensions of realism listed in each paper as well as an analysis of dimensional 

structure of realism in different disciplines. 

3. RESULTS

With the sample of 85 papers content analysis was conducted to collect dimensions of realism identified in the 

literature. Fifty-five dimensions of realism were identified (see Table 1). While realism was commonly defined as 

a multi-dimensional construct (e.g. Cho et al., 2011; Gao, 2016; Nabi et al., 2006), 29 of the included papers 

measured, discussed or listed only one dimension of “realism” (see Figure 1). This was particularly noteworthy 

for Social Science papers. A sample quotes below illustrates a unidimensional operationalisation of realism.   

“Subjective realism of the virtual characters and sexual attraction elicited by the virtual characters were 

assessed with a six point Likert scale ranging from 0 (not at all realistic/ not at all sexually attractive) to 5 (very 

realistic / very sexually attractive) while looking at the virtual characters” (Fromberger et al., 2015, p. 9) 

Dimensions of realism were often discussed in terms of specificity and objects of realism. Specificity refers to 

the idea that appraisals can be made about the realism of TV in general, or about an individual show, or even more 

specifically, about a specific storyline within a show (Konijn et al., 2009). The object of realism refers to the way 

in which appraisals can be targeted at different features such as character emotions, social situations, individual 

characters and different places in a mediated representation (Eilders & Nitsch 2015). Some papers debated whether 

realism could be on a continuum (from more to less realistic) or a dichotomy (real or fake) (R. W. Busselle, 2001; 

Cho et al., 2011; Eilders & Nitsch, 2015). Two papers conceptualized “levels of realism”, referring to the level of 

realism needed for the virtual environment to be authentic (Chalmers & Ferko, 2010; Kowalczyk & Royne, 2012). 

Dimensionality was evident in VR papers, where, for example, photo realism was often broken down to 

geometric realism and illumination realism (e.g. Slater et al., 2009). Similarly, Anthropomorphism or virtual agent 

realism included dimensions of appearance and behaviour (e.g. Kwon et al., 2013). Fidelity was commonly 

examined in VR and can be defined as how much the simulation bears resemblance to real life, this includes 

dimensions of scenario or simulation fidelity, display fidelity and interactive fidelity. Dimensionality was also 

evident in many TV papers that referenced one or more of Hall’s (2003) dimensions: factuality, plausibility, 
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typicality, involvement, narrative consistency and perceptual persuasiveness (Cho et al., 2011; Dhoest, 2007; Ward 

& Carlson, 2013). Overall the most prevalent dimensions of realism throughout our included literature were 

photorealism (17 papers), perceived similarity to real life (16 papers), social realism (16 papers) and typicality (11 

papers).  

Table 1. Dimensions of Realism List of dimensions of realism identified across our sample of media literature. 

Dimensions are defined and the “count” refers to how many of the included papers referred to this dimension. 

Dimension Description Count 

Visual realism/photorealism  
Realism measurable through visual quality of TV program / VR 
simulation  

17 

Perceived similarity to real life  
Realism as a judgement of how similar media content is to real 
life/real world. 

16 

Social realism  How similar people and events are to real world.  16 

Differentiation between perceived / subjective 
realism and objective realism 

Differentiations between perceived realism of the viewer and 
realism of the technology/media. 

11 

Typicality/Probability  How likely is this to happen in the real world? 11 

Realism of agent/anthropomorphism  Realism of virtual agent in VR simulation 10 

Possibility/Plausibility  Could this happen in the real world? 9 

Magic Window Realism  Children’s understanding that characters are not inside the TV. 7 

Realism of characters  Perceived realism in characters in media representation 7 

Interactivity Realistic if it allows for interactivity 6 

Behavioural realism of virtual character/agent 
Realism measurable through behaviour of character/agent in 
VR simulation  

5 

Appearance of agent/virtual human  Dimension of anthropomorphism 5 

Gritty realism  
Showing darker aspects of stories and characters, enhancing 
perceived realism  

4 

Physical realism  
Does the virtual environment behave as it should / would in 
real life? 

4 

Functional/behavioural realism  
Where you can do things, you could do in real life in a virtual 
environment  

4 

Behaviour of agent/virtual human  Dimension of anthropomorphism 4 

Fidelity  How much simulation bears resemblance to real life  4 

Mundane daily activities  
Daily activities that are recognisable to audience act as a type 
of realism 

3 

Involvement  Involvement with characters or portrayals 3 

Narrative consistency  Coherency of narrative 3 

Emotional realism  Realism of represented emotions 3 

Scenario/simulation fidelity  
Closeness of simulation to real life behaviours, rules and object 
properties 

3 

Display fidelity  Reproduction of real-world sensory stimuli by display system 3 

Interactive fidelity Reproduction of real-world interactions 3 

Formal Realism  How much representation looks like real-life 2 

Thematic Realism  How close what the representation is about matches real life. 2 

Timeliness  How “up to date” representation. 2 

Historical/Socio-Political Realism  Blending of recent socio political into narrative. 2 

Ordinariness   Elements of every-day life increase realism 2 
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Table 1. Contd. 

Dimension Description Count 

Capitalist Realism  
Construction of realism using details of economic reality of 
living in a capitalist society 

2 

There reality/experiential realism  Realism where viewers feel they are actually there 2 

Magical realism  
Juxtaposition of something magical or outrageous happening 
within a more real life setting.  

2 

Reality TV authenticity  Perceived realism of reality TV program 2 

Geometric realism  Virtual object looks like real life object 2 

Illumination realism  Fidelity of lighting model 2 

Believable realism  Unrealistic if it looks too pristine to be real life.  2 

Geo-cultural realism  Parallels with local history and culture 1 

Austerity Realism  
Presenting the reality that there are no alternatives to cuts and 
self-reliance 

1 

Narrative probability  Narratives use of “good reasons” 1 

Sense of reality  Sense that a mediated object is real / belongs to the real world 1 

Realism as social cognition  Social realism as a type of social cognition 1 

Cast eccentricity  Uniqueness of cast 1 

Representativeness  Representativeness of  1 

Producer manipulation  Perceived level of producer interference in reality tv narrative 1 

Candidness  Perceived honesty of cast 1 

Believability  Was representation believable? 1 

Parodic realism  Realistic because it parodies elements of real life.  1 

Cartoon realism  Paradox – not real people but still realistic 1 

Cognitive realism  Realistic problem-solving processes 1 

Scene realism  Connectedness and continuity of the stimuli being experienced 1 

Meaningfulness Meaningfulness of experience is an element of realism 1 

Sound realism  Realism of auditory stimuli being experienced 1 

Environmental realism  Visual and sound realism together 1 

Figure 1. This figure depicts the number of dimensions referred to in the included papers. The x 

axis represents the number of dimensions listed, defined or measure. The y axis represents the 

number of papers which included this dimensionality in their conceptualisation or 

operationalisation of realism. Papers are represented by total, and by discipline. 
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4. DISCUSSION

There has long been consensus in media theory that perceived realism is a multi-dimensional construct (Busselle 

& Greenberg, 2000; Hawkins, 1977), grounded in the idea that judgements or perceived reality of media cannot 

be unidimensional when reality is not unidimensional. Our findings reflect this, with 53 different dimensions of 

realism identified across our sample of media literature. Many of these dimensions pertained to an objective 

conceptualisation of realism – realism as a feature of the technology or media rather than a subjective property of 

the media user. For example within VR papers realism was often focused on through fidelity or photorealism. 

We recommend future research explore the relationship between such objectively realistic features of technology 

(visual quality, narrative elements etc.) and subjective or perceived realism (psychological experience of realism) 

Despite the aforementioned consensus of multi-dimensional perceived realism and the many theorised 

dimensions, our findings indicate that many studies across media literature continue to operationalise or 

conceptualise realism in a unidimensional way. This was particularly noteworthy within Social Science papers. 

Measurement of perceived reality as a unidimensional construct often occurred through single item self report 

measures consisting of some variation of “how real was this to you?”. Not all self report measures were 

problematic, for example presence subscales focused which included realism questions pertaining to both the 

feelings of the user and judgments of the appearance of the media. To reflect the multi-dimensional nature of 

perceived reality self report measures should not be single item, and we recommend future researchers take a 

more innovative approach to measurement. 

As previous literature has noted, the most common dimensions of subjective or perceived realism 

examined in media literature were plausibility/possibility, typicality/probability as well as social realism and 

perceived similarity to real life (Dorr, 1983; Hall, 2003). These dimensions pertain to an evaluation of “relative 

realism” (Rooney & Hennessy, 2013), a  comparison of the stimulus to real life based on one’s experiences and 

expectations. Less commonly examined were dimensions corresponding to apparent reality, or the extent of 

illusion of non-mediation (Rooney et al., 2012; Rooney & Hennessy, 2013). Media users can perceive an 

apparent reality during engagement where there is minimal or no awareness of mediation. This is in direct 

contrast to dimensions of relative realism which involve clear awareness of mediation - one cannot compare a 

representation to reality, without distinguishing between reality and the representation. This discrepancy between 

empirical focus on these two categories or domains of perceived realism dimensions was first noted by Hall 

(2003) and our findings confirm that this remains the case – at least within our sample of media literature. We 

recommend future research further explore apparent reality. This can be done with self report measures using 

dimensions such as involvement or perceptual persuasiveness, or it can be achieved with measures focusing on 

the in-the-moment “online” experience of perceived reality of media such as continuous or behavioural measures 

and physiological measures. 

Our findings support theory – realism is multi-dimensional and integral to interaction with media and 

virtual technologies. Capturing complex multi-dimensional subjective experiences of realism requires a holistic, 

innovative approach to measures. We recommend future research explore the relationship between subjective 

experiences of realism (psychological experience of realism) and objective realistic features of technology 

(visual quality, narrative elements etc.) and further consider how to measure the “online” experience of 

perceived apparent reality. This scoping review can assist researchers and scholars across different disciplines in 

guiding further realism research. 

5. CONCLUSION

We have conducted a systematic scoping review of realism literature across multiple disciplines and report that 

despite the multidimensionality of realism as a construct, many studies continue to conceptualise and 

operationalise realism in simplistic unidimensional ways with researchers often use single dimensional, self-

report methods. We recommend that future research utilise multiple methods such as “in the moment” online 

measures and psychophysiological measures to capture the holistic nature of perceived realism. This approach 

may help address the imbalance in empirical studies which tend to focus on dimensions of relative realism 

(comparison to real life) judgments rather than dimensions of apparent realism (perceiving as real during media 

engagement). 
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ABSTRACT 

Blind and visually impaired people are among those who require very specific types of assistive 

technology. This type of technology has been a research and development focus for decades. As technology 

has matured, more affordable and practical solutions have entered the market. Unfortunately, this has not 

resulted in a very positive trend in terms of acceptance or adoption. Our research on usability and user 

experience indicated that there is a need to extend standardized questionnaires when evaluating assistive 

technology. This paper details the development of an evaluation model with extended contexts that can be 

used with cooperative assistive technology aimed for blind or visually impaired people and their caretakers. We 

present our evaluation setting 

and procedure for the model. The development of the model is based on testing, literature review, expert 

interviews, and discussions. The extended contexts should also contribute towards the trend 

of modularity with standardized user experience questionnaires.  

1. INTRODUCTION

Those who suffer from visual impairments face major challenges to their daily life, as they suffer from adverse 

effects to their performance in many situations (Bhatlawande et al, 2014). Projections show that there were 

around 38.5 million blind and 237.1 million people with moderate or severe visual impairment in 2020. These are 

expected to triple to 114.6 million and 587.6 million by 2050, respectively. This means that a significantly higher 

number of people will need Assistive Technologies (AT) in the future. (Bourne et al, 2017). Improving 

mobility and navigation of Blind and Visually Impaired People (VIP) has and continues to be one of the main 

areas of research and development focus when it comes to AT. This is reflected with the fact that an important 

societal goal is to help VIP remain independent and integrated to the society, which in turn will improve their 

quality of life. (Calder, 2009; Bohwmick and Hazarika, 2017.)  

The problem with AT in general has been that people with disabilities are not keen to adopt them and 

discontinuance rates tend to be high. While there are VIP who use the latest technology to help them in various 

tasks, research has shown that many barriers and reasons still exist why the acceptance for these technologies is 

so low. (Riemer-Reiss and Wacker, 2000; Roentgen et al, 2008; Paajala and Keränen, 2015; Gori et al, 2016.) 

Developing products for VIP is a continuing challenge. Developers themselves have generally reported positive 

results from end users when testing new technologies (Bhatlawande et al, 2014). However, according to 

Roentgen et al. (2008) many these products fail to meet the needs of visually impaired. Calder (2009) and 

Riemer-Reiss et al. (2000) outline difficulties of designing AT products with a lasting effect to the market, as it is 

hard to match user requirements of a constantly evolving ecosystem of products and VIP who can often have 

multiple disabilities and very specific needs. Varity of technology, such as type of sensors used, also add to 

challenge of development AT with longevity, as advances in technology can make even proven solutions either 

obsolete or undesirable. A good example of this is the arrival of affordable smartphones. (Roentgen et al, 2008; 

Islam et al, 2019.) 

The research for this paper started with a need to evaluate usability and User eXperience (UX) of a new AT, 

which was a prototype level system of an Electronic Travel Aid (ETA) developed for VIP (Chaudary et al, 2020). 
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A unique aspect of this system is that it relies on cooperation between users. It has a multimodal interface that 

works over the internet of things (IoT) relying on both haptic and vocal communication. Caretakers, which can 

include friends and family, use an application on a device that shows them the field of view of the VIP through 

smartphone camera that is placed on the chest of the VIP. Users can communicate vocally, but navigational 

assistance is mainly provided through haptic feedback to the white cane using a simple set of vibrations. In a case 

where the primary caretaker is unfamiliar with the area, they can request help from another caretaker, who can in-

turn help the VIP to navigate through that. Our initial strategy was to use a standardized UX questionnaire for the 

evaluation and chose meCUE 2.0 from Minge and Thüring (2018). Testing was done with several VIP who carried 

out navigational tasks with the system and completed questionnaires along with interviews. This gave us valuable 

insight (Chaudary et al, 2020). However, further research in the topics of usability and UX revealed that it would 

be prudent to extend our evaluation methods to capture more holistic understanding of specific needs and issues 

related to VIP and their caretakers. For example, the use of the system relies on cooperation of two or more people, 

so it was important for us to capture the impact that has on UX of all users. 

This paper represents an extended usability and UX evaluation model that is suitable for a cooperative AT 

intended for VIP and their caretakers. The paper is organized, as follows. Section 2 discusses the related research 

on ETA for VIP, and usability and UX evaluations in general. Section 3 introduces our research model including 

extended contexts for VIP and describes the evaluation setting and procedure. Section 4 concludes the paper. 

2. RELATED WORK

The first part of this section looks at the research related to AT for VIP. In the second part, focus is on usability 

and UX evaluation methods focusing on standardized questionnaires and additional UX evaluation contexts.  

2.1 Electronic Travel Aids for Blind and Visually Impaired 

VIP mainly use two kinds of AT: primary and secondary. Primary technology includes more widely adopted 

products such as the traditional white cane. Secondary technology consists of many product categories and includes 

ETA to help VIP with navigation and with sensing of the near environment (Loomis et al, 2007; Cardillo and 

Cademi, 2019). Islam et al. (2019) divide ETA into three categories of sensor-, computer vision- and smartphone-

based. According to Islam et al. (2019) all categories have been very active in terms of product development, so 

there is a lot choice and variety. Today many VIP also own a standard smartphone and can use variety of apps, 

such as BlindSquare, RightHear and Be My Eyes that also supplement their needs (Avila et al, 2016; Be My Eyes, 

n.d.; BlindSquare, n.d.; RightHear, n.d.).

The truth is that there have been many barriers that have inhibited the adoption of ETA. The products used to

be cumbersome, unreliable, expensive, and not widely available (Roentgen et al, 2008; Kim and Cho, 2013). 

Ongoing miniaturization, maturity and rapid advancements of technology, availability and lower costs have 

removed many of these barriers (Cardillo and Cademi, 2019). Another problem is that majority of VIP are elderly 

and often have other cognitive and physical disabilities. According to Ojamo (2018) estimated 69 percent of VIP 

in Finland are at least 65 years old or older and 57 percent are 75 years old or older. Elderly tend to be laggards in 

adoption of new technologies, but emerging young-elderly are showing much higher adoption rates (Mostaghel, 

2016). Research also indicates that younger people with disabilities are more willing to experiment with AT, as 

they are often very goal and task orientated, and look to improve independence and performance (Ripat and 

Woodgate, 2017).  

Roentgen et al. (2012) mention that individual needs and preferences are important factors determining the 

adoption and the use of ETA over time. Other factors that can act either as facilitators or barriers included goals 

and expectations, requirements, functions, functionalities, features of the product, and also environmental factors. 

Research shows that many VIP are also willing to collaborate and communicate with other people when 

completing navigation or orientation related tasks (Balata et al, 2012, 2014). The Be My Eyes application is a good 

example of volunteer community-based AT that helps VIPs and is used widely (Be My Eyes, n.d.).  

2.2 Usability and User Experience 

For the purpose of this research, ISO 9241-210 (ISO, 2010) provides adequate definitions to both usability and 

UX. Essentially UX is defined, as “A person’s perceptions and responses resulting from the use and/or anticipated 

use of a product, system or service” (ISO, 2010). UX includes, for instance, “user’s emotions, beliefs, preferences, 

perceptions, behaviours, psychological and physical responses that can occur before, during and after the use”. 
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It is also “a consequence of brand image, presentation, functionality, system performance, interactive behaviour 

and assistive capabilities of the interactive system, the user’s internal and physical state resulting from prior 

experience, attitudes, skills and personality, and the context of use”. In addition, usability is defined as “the 

effectiveness, efficiency and satisfaction with which specified users achieve specified goals in particular 

environments”. (ISO, 2010.) There are many valid definitions for UX besides the given one, Bevan (2009) 

explains that different interpretations of UX can lead to different scopes and measures, while different emphasis 

on usability or UX can lead to different concerns. Vermeeren et al. (2010) are of an opinion that usability and UX 

are intervened and that UX subsumes usability. Arhippainen (2009) sees usability as an interaction experience 

that is surrounded by different contexts that contribute to the overall UX through the interaction. Both 

Arhippainen (2009) and Vermeeren et al. (2010) indicate that UX evaluation methods should be augmented with 

usability dimension.  

Research also show that it is important to capture UX over time, as views on UX tend to change as time 

passes. Feng and Wei (2019) differentiate between first-time and long-term UX. Those product qualities that 

provided positive initial experience may not be those motiving for longer use. Familiarity, functional 

dependency, and emotional attachment are the main temporal forces that impact the experience over time. (Marti 

and Iacono, 2016; Karapanos et al, 2009). Roto et al. (2011) suggest four time periods when to capture UX. 

These are: Anticipated UX before the usage, Momentary UX while experience the use, Episodic UX when 

reflecting on the experience and finally Cumulative UX when recollecting memories from multiple periods of 

use. Evaluation methods for each period can be quite different. Standardized UX questionnaires can be used to 

capture at least Episodic UX and Cumulative UX (Marti and Iacono, 2016). 

There are many usability and UX methods in the market that can be used to evaluate variety products from 

different angles (Chung and Sahari, 2015). Some of the methods are free to use, while other require payment. 

Since last decade, few standardized UX questionnaires have emerged. AttrakDiff, UEQ and meCUE are currently 

used in academic research and Diaz-Oreiro et al. (2019) provided a systematic literature review for them. They 

noted that by far the most popular is AttrakDiff, as it was first to the market in 2003. However, UEQ has 

surpassed it in 2017 and 2018, while MeCUE remains a relative newcomer. The benefit of using standardized 

questionnaire is that they are easy to use and economical, while considered reliable and valid measuring methods. 

However, Diaz-Oreiro et al. (2019) conclude that in over sixty percent of the cases between one and five 

additional methods were used to complement a standardized questionnaire. SUS (System Usability Scale), 

a standardized usability questionnaire introduced by Brooke in 1996, was used often. 

AttrakDiff (Hassenzahl et al, 2003) and meCUE (Minge and Thüring, 2017) both evaluate hedonic and 

pragmatic dimensions of UX. In addition, meCUE considers emotional dimension and has a wider perspective on 

acceptance. MeCUE is also a modular approach to a standardized UX questionnaire. It is currently more 

comprehensive than AttrakDiff because it was developed with the latest research in mind. The purpose was to 

make a single standardized questionnaire that would address key components of UX (Minge and Thüring, 2017). 

MeCUE questionnaire is now on its second incarnation and has four modules that focus on different UX 

dimensions. First two modules focus on perception of instrumental and non-instrumental qualities, respectively. 

The third module is about emotions and the fourth module focuses on consequences of use. The fifth module is 

used for overall evaluation. While the questionnaire is comprehensive, it is still missing certain aspects of UX. 

Missing dimensions include perceptions of acoustic and haptic quality, and trustworthiness of the system and 

received information. In addition, the questionnaire focuses on interaction with a technical device and does not 

consider interpersonal relations and social influences of UX. (Minge and Thüring, 2018.) 

Additionally, we identified several UX contexts from research that would be suitable for VIP and 

collaborative situations. These contexts were either missing or only partially implemented in standardized 

questionnaires. Starting with the issue of trust. Forster et al (2018) show that trust is an important precursor of for 

acceptance of technology. Petrie and Bevan (2009) consider safety and trust from usability perspective. They 

are concerned whether the system safety is about protecting the user or whether the user trusts the system to 

behave as intended. Schrepp and Thomaschewski (2019), when validating additional scales for UEQ, consider 

trust from more safety perspective and have dependability as a separate scale measuring trust in a similar manner 

defined by Petrie and Bevan (2009). UEQ+ is more recent version and a modular approach to UEQ (UEQ+, 

n.d.). The questionnaire introduces several new scales that are relevant measures for AT. Trustworthiness of

content, haptics, acoustics, and adaptability of the product are measures that can provide insight to VIP

using AT. (Schrepp and Thomaschewski, 2019). In addition, Arhippainen (2009) presents several additional

contexts that are missing from many current usability and UX evaluation methods. These include social,

physical and culture contexts. The
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culture context is about the habits and rules the user has, but also habits and rules of others, and even differences 

between people from different countries. Social contexts are essentially about presence of other people, sharing 

the experience, and having to deal with distractions, such as phone calls during the interaction of the product. 

Physical contexts focus on environment itself where the interaction takes place. It can include aspects such as 

weather or differences between indoor and outdoor lighting. (Schilit, 1995; Arhippainen, 2009.) 

3. CAT UX EVALUTION MODEL FOR VIP

This section focuses on the development process of our UX evaluation model. The CAT UX Evaluation Model 

for VIP (Cooperative Assistive Technology User Experience Evaluation Model for Blind and Visually Impaired 

People) is shown in Figure 1. The dotted lines represent methods developed by other authors (Brooke, 1996; Roto 

et al, 2011; Minge and Thüring, 2018). Our main contribution is the Extended Contexts. These contexts are 

explained in more detail. We also give an example of our evaluation setting and procedure for its use.  

Figure 1. The CAT UX Evaluation Model for VIP 

After our initial evaluation of the prototype system with meCUE 2.0 questionnaire (Minge and Thüring, 2018), 

we came to conclusion that a more holistic perspective might benefit the further development of the system 

(Chaudary et al, 2020). This meant evaluating both VIP and caretaker’s perspectives in more detail. Karapanos et 

al. (2009) make clear that time is a significant factor on how users experience and evaluate systems. This led us to 

incorporate periods of experience into the evaluation model, as described by Roto et al. (2011). In addition, Minge 

and Thüring (2018) explain that their questionnaire intends to be an efficient, but not a comprehensive, method of 

capturing key aspects of UX. As it is a common practice to supplement standardized questionnaires, we started to 

look for other suitable methods (Diaz-Oreiro et al, 2019). Usability was identified, as one of the important issues 

that was not covered in detail by meCUE 2.0. To rectify this, we decided to add the SUS (Brooke, 1996) model, 

as it is widely used in academia and industry, and has proven to be both reliable and valid (Brooke, 2013). We also 

identified several other factors specific to AT intended for VIP and their caretakers. These were categorised under 

four Extended Contexts: Trust, Social, Physical and Culture. 

Findings from the literature review and our interviews with experts lead us to develop several extended contexts 

to capture aspects that were not presented in more standardized UX questionnaires. The factors in each context 

were chosen because they were associated with UX of VIP or a part of social UX with their caretakers. Extended 

Contexts (Fig. 1) were implemented in a separate questionnaire. Each factor in a context extends the questionnaire 

with 2-4 additional questions. These contexts could be expanded further, but we made a choice between specificity 

rather than comprehensiveness. It was also considered that there was a need to limit the number of factors to avoid 

too many items in the questionnaire. 
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3.1 Trust, Social, Physical and Culture contexts 

Trust context is concerned with the trust between the users and whether they have trust in the system itself. Forster 

et al. (2018) show trust as a separate from user UX and refer to the method develop Jian et al. (2000) that is often 

used to measure trust between people and systems. They consider trust, as prerequisite for acceptance of 

technology. While this is the case, we consider trust from the UX perspective and present it here more as a category 

of similar items rather than as a measure. However, thematically the context does group similar items together that 

try to answer specific questions related to trust or confidence. 

It was important to understand, if VIP feels that they can safely use the system to navigate from one location 

to another or whether a caretaker thinks that the system is dependable enough to help them guide VIP in their 

destination. We also wanted to know whether the users felt safe using the system and how much confidence they 

had in technology employed. The system should also feel dependable and trustworthy. So that VIP does not 

stumble on obstacles because of delays in communication or turn in a wrong direction when receiving information. 

Trustworthiness of information and dependability of the system are similar described by Schrepp and 

Thomaschewski (2019).   

Schilit (1995) identified three environmental categories that impact the interaction of a product. The first two 

deal with social conditions, such as being alone or with others and changing social situation. The third one is about 

physical environment where the interaction occurs. Nicólas and Aurisicchio (2011) explained that five types of 

contexts are often mentioned in research: physical, social, cultural, situational, and temporal. In this study, we 

decided to use three separate contexts: social, physical, and cultural. Temporal is presented with periods of 

experience (Roto et al, 2011), while we felt that the situational context did not apply with our evaluation needs. 

However, understanding UX differences with work and leisure activities or between goal- and action-mode should 

be included when necessary.  

Social context is about differences when experiencing an interaction with products in the presence of others or 

alone (Nicólas and Aurisicchio, 2011). Interactions with people and various social distractions can have significant 

effect on UX. Battarbee and Koskinen (2004) observed that people create, elaborate and evaluate experiences 

together with other people and that this UX can be different from that they would have alone. Co-experience aims 

to capture important interactions and collaborations between people, as a part of expanding UX evaluation.  

Physical context deals with UX in the physical environment and when there is change in locale. Traditionally 

computers were used in rather unchanging office environment, but this has changed significantly with mobile 

mobility (Schilit, 1995). Physical environment can hamper the use of a product. For example, the quality of 

pavement or many obstructions can make it difficult for VIP to traverse the terrain. Noises and sounds can reduce 

the user attention on the product. Weather conditions and different seasons can change the UX considerably. In 

addition, things like the level of lighting or temperature might make it difficult to use a product and therefore make 

the use experience worse. (Forlizzi, 2008; Nicólas and Aurisicchio, 2011.) 

Culture context is about users having different backgrounds, values, habits, and rules that can influence the UX 

of a product. According to Ripat and Woodgate (2011) some AT users may identify with a disability culture that 

can contain a shared set of beliefs, values, and behaviours. While users have their own habits and rules, it is 

important to consider the larger view that considers differences between work or organizational cultures, current 

level and availability of technology in a country, what type of products are favoured, and more general acceptance 

products in culture or sub-culture. (Arhippainen, 2009; Nicólas and Aurisicchio, 2011.) 

3.2 Evaluation setting and procedure 

The evaluation setting and procedure is shown in Figure 2. This is an example that is loosely based on our own 

requirements. Each evaluation consists of three participants. Participant 1 and 2 are interacting with the system 

for the first time. Participant 3 can be somewhat familiar with the situation and the system but knows the 

location particularly well and therefore acts as a location expert. Participants are familiarized with the system 

and then complete two navigational tasks. Variety of methods is used to capture different aspects of UX at 

specific points of the evaluation. Data is collected from all participants, as shown in Figure 2. The other methods, 

such as semi-structured interviews, were selected, as they were suitable for this test setting.  
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Figure 2. The Evaluation Setting and Procedure 

4. CONCLUSIONS

This paper presents The CAT UX Evaluation Model for VIP (Cooperative Assistive Technology User Experience 

Evaluation Model for Blind and Visually Impaired People). This model can be used as an example on how to 

evaluate AT with VIP. It is suitable for prototype systems and can be adapted to evaluate AT in the market. The 

original plan was to validate the evaluation model in March and layout those findings also in this paper, but because 

of Covid-19, we were unable to conduct the required tests. The evaluation setting and procedure we describe in 

the paper should be considered as an example. It is how we wanted to capture more holistic evaluation of UX in 

this very specific setting. We acknowledge the fact that longer evaluation in a real-life, might capture even more 

temporal issues than a short testing session and should be pursued when possible.  

In future, there will be significantly more people who suffer from blindness or visual impairments who require 

AT to function in a society. It should be noted that significant differences exist on how well visual impairment and 

its related issues have been handled in different regions of the world. This impacts the availability of AT and 

supporting technology. Regardless, there have been many attempts to develop AT for VIP, but these have not been 

widely adopted. The only notable exception to this is the low-tech, but popular White Cane, which is widely in 

use and has not been replaced with newer solutions even though there have been many attempts. As technology 

has matured, we expect to see many more attempts to create good AT for people with various disabilities. When 

it comes to AT for VIP, one development related problem seems to be with the evaluation of prototypes. 

Evaluations often seems to incorporate standardized methods but fail to consider other contexts related to VIP. 

This has resulted in very positive evaluations, which is not reflected in the actual adoption or continued use of AT. 

Our Extended Contexts highlights several important and specific factors related to UX of VIP. These additional 

contexts can be used to supplement standardized methods, such as meCUE 2.0 and SUS. We feel that this also 

contributes towards the trend of modularity in standardized UX questionnaires, as it allows evaluators to design 

their own questionnaires by choosing which modules to include depending on a specific context. We believe that 

modularity should be explored further. Our model and its Extended Contexts would benefit from further validation. 

5. REFERENCES

Arhippainen, L. (2009). Studying user experience: issues and problems of mobile services–Case ADAMOS: User 

experience (im)possible to catch? University of Oulu. Department of Information Processing Science (Doctoral 

dissertation, Doctoral thesis), 218-221. 

Avila, M., Wolf, K., Brock, A. & Henze, N. (2016). Remote Assistance for Blind Users in Daily Life: A Survey 

about Be My Eyes. 1-2. 10.1145/2910674.2935839. 

Balata, J., Míkovec, Z., & Slavík, P. (2012). Mutual communication in navigation of visually impaired. In 2012 

IEEE 3rd International Conference on Cognitive Infocommunications (CogInfoCom) (pp. 769-774). IEEE. 

Balata, J., Franc, J., Mikovec, Z., & Slavik, P. (2014). Collaborative navigation of visually impaired. Journal on 

Multimodal User Interfaces, 8(2), 175-185. 

Proc. 13th Intl Conf. Disability, Virtual Reality & Associated Technologies 
Serpa, Portugal, 8–10 Sept. 2021 

©2021 ICDVRAT

181



Battarbee, K., & Koskinen, I. (2005). Co-experience: user experience as interaction. CoDesign, 1(1), 5-18. 

Be My Eyes. (n.d.). Retrieved May 29, 2020, from Be My Eyes website: https://www.bemyeyes.com/ 

Bevan, N. (2009). What is the difference between the purpose of usability and user experience evaluation methods. 

In Proceedings of the Workshop UXEM (Vol. 9, pp. 1-4). 

Bhatlawande, S., Mahadevappa, M., Mukherjee, J., Biswas, M., Das, D., & Gupta, S. (2014). Design, development, 

and clinical evaluation of the electronic mobility cane for vision rehabilitation. IEEE Transactions on Neural 

Systems and Rehabilitation Engineering, 22(6), 1148-1159. 

Bhowmick, A., & Hazarika, S. M. (2017). An insight into assistive technology for the visually impaired and blind 

people: state-of-the-art and future trends. Journal on Multimodal User Interfaces, 11(2), 149-172. 

BlindSquare. (n.d.). Retrieved May 29, 2020, from BlindSquare website: https://www.blindsquare.com/ 

Bourne, R. R., Flaxman, S. R., Braithwaite, T., Cicinelli, M. V., Das, A., Jonas, J. B., ... & Naidoo, K. (2017). 

Magnitude, temporal trends, and projections of the global prevalence of blindness and distance and near vision 

impairment: a systematic review and meta-analysis. The Lancet Global Health, 5(9), e888-e897 

Brooke, J. (1996). SUS-A quick and dirty usability scale. Usability evaluation in industry, 189(194), 4-7. 

Brooke, J. (2013). SUS: a retrospective. Journal of usability studies, 8(2), 29-40. 

Calder, D. J. (2009). Travel aids for the blind-The digital ecosystem solution. In 2009 7th IEEE International 

Conference on Industrial Informatics (pp. 149-154). IEEE. 

Cardillo, E., & Caddemi, A. (2019). Insight on Electronic Travel Aids for Visually Impaired People: A Review on 

the Electromagnetic Technology. Electronics, 8(11), 1281. 

Chaudary, B., Pohjolainen, S., Aziz, S., Arhippainen, L. & Pulli, P. (2020) Tele-guidance based Remote 

Navigation Assistance for Visually Impaired and Blind People – Development and User Experience Findings. 

Submitted to 13th ICDVRAT with ITAG, Serpa, Portugal 8–10 Sept. 2021. 

Chung, T. K., & Sahari, N. (2015). Utilitarian or experiential? An analysis of usability questionnaires. International 

Journal of Computer Theory and Engineering, 7(2), 167-171. 

Díaz-Oreiro, I., López, G., Quesada, L. & Guerrero, L. A. (2019). Standardized Questionnaires for User 

Experience Evaluation: A Systematic Literature Review. Proceedings, 31(1), p. 14. 

doi:10.3390/proceedings2019031014 

Feng, L., & Wei, W. (2019). An Empirical Study on User Experience Evaluation and Identification of Critical UX 

Issues. Sustainability, 11(8), 2432. 

Forlizzi, J. (2008). The product ecology: Understanding social product use and supporting design culture. 

International Journal of design, 2(1). 

Forster, Y., Hergeth, S., Naujoks, F., & Krems, J. F. (2018). How Usability Can Save the Day-Methodological 

Considerations for Making Automated Driving a Success Story. In Proceedings of the 10th International 

Conference on Automotive User Interfaces and Interactive Vehicular Applications (pp. 278-290). 

Gori, M., Cappagli, G., Tonelli, A., Baud-Bovy, G., & Finocchietti, S. (2016). Devices for visually impaired 

people: High technological devices with low user acceptance and no adaptability for children. Neuroscience & 

Biobehavioral Reviews, 69, 79-88. 

Hassenzahl, M., Burmester, M., & Koller, F. (2003). AttrakDiff: Ein Fragebogen zur Messung wahrgenommener 

hedonischer und pragmatischer Qualität. In Mensch & computer 2003 (pp. 187-196). Vieweg+ Teubner Verlag. 

Islam, M. M., Sadi, M. S., Zamli, K. Z., & Ahmed, M. M. (2019). Developing walking assistants for visually 

impaired people: A review. IEEE Sensors Journal, 19(8), 2814-2828. 

ISO. (2010). ISO 9241-210 Ergonomics of human-system interaction - Part 210: Human-centred design for 

     interactive systems. Geneva: International Standardization Organization (ISO). 

Jian, J. Y., Bisantz, A. M., & Drury, C. G. (2000). Foundations for an empirically determined scale of trust in 

automated systems. International journal of cognitive ergonomics, 4(1), 53-71. 

Karapanos, E., Zimmerman, J., Forlizzi, J., & Martens, J. B. (2009). User experience over time: an initial 

framework. In Proceedings of the SIGCHI conference on human factors in computing systems (pp. 729-738). 

Kim, S. Y., & Cho, K. (2013). Usability and design guidelines of smart canes for users with visual impairments. 

International Journal of Design, 7(1). 

Proc. 13th Intl Conf. Disability, Virtual Reality & Associated Technologies 
Serpa, Portugal, 8–10 Sept. 2021 

©2021 ICDVRAT

182



Loomis, J. M., Golledge, R. G., Klatzky, R. L., & Marston, J. R. (2007). Assisting Wayfinding in Visually Impaired 

Travelers. In G. L. Allen (Ed.), Applied spatial cognition: From research to cognitive technology (p. 179–202). 

Lawrence Erlbaum Associates Publishers. 

Marti, P., & Iacono, I. (2016). Anticipated, momentary, episodic, remembered: the many facets of User 

eXperience. In 2016 Federated Conference on Computer Science and Information Systems (FedCSIS) (pp. 

1647-1655). IEEE. 

Minge, M., Thüring, M., Wagner, I., & Kuhr, C. V. (2017). The meCUE questionnaire: a modular tool for 

measuring user experience. In Advances in Ergonomics Modeling, Usability & Special Populations (pp. 115-

128). Springer, Cham. 

Minge, M., & Thüring, M. (2018). The meCUE questionnaire (2.0): Meeting five basic requirements for lean and 

standardized UX assessment. In International Conference of Design, User Experience, and Usability (pp. 451-

469). Springer, Cham. 

Mostaghel, R. (2016). Innovation and technology for the elderly: Systematic literature review. Journal of Business 

Research, 69(11), pp. 4896-4900. doi:10.1016/j.jbusres.2016.04.049 

Nicólas, J. O., & Aurisicchio, M. (2011). The scenario of user experience. In SJ Culley, BJ Hicks, TC McAloone, 

TJ Howard, and P. Badke-Schaub, In Proceedings of the 18th International Conference on Engineering Design 

(ICED 11) (pp. 182-193). 

Ojamo, M. (2018) The Finnish Register of Visual Impairment: Annual Statistics 2018 

Paajala, I. J., & Keränen, N. (2015). Study for acceptance on new navigation assistance by visually impaired 

people. In 2015 9th International Symposium on Medical Information and Communication Technology 

(ISMICT) (pp. 64-67). IEEE. 

Petrie, H., & Bevan, N. (2009). The Evaluation of Accessibility, Usability, and User Experience. The universal 

access handbook, 1, 1-16. 

Riemer-Reiss, M. L., & Wacker, R. R. (2000). Factors associated with assistive technology discontinuance among 

individuals with disabilities. Journal of Rehabilitation, 66(3). 

RightHear. (n.d.). Retrieved May 29, 2020, from RightHear website: https://www.right-hear.com// 

Ripat, J. & Woodgate, R. (2011). The intersection of culture, disability and assistive technology. Disability and 

Rehabilitation: Assistive Technology, 6(2), pp. 87-96. doi:10.3109/17483107.2010.507859 

Ripat, J. D., & Woodgate, R. L. (2017). The importance of assistive technology in the productivity pursuits of 

young adults with disabilities. Work, 57(4), 455-468. 

Roentgen, U. R., Gelderblom, G. J., Soede, M., & De Witte, L. P. (2008). Inventory of electronic mobility aids for 

persons with visual impairments: A literature review. Journal of Visual Impairment & Blindness, 102(11), 702-

724. 

Roentgen, U. R., Gelderblom, G. J., & de Witte, L. P. (2012). User evaluation of two electronic mobility aids for 

persons who are visually impaired: a quasi-experimental study using a standardized mobility course. Assistive 

Technology, 24(2), 110-120. 

Roto, V., Law, E., Vermeeren, A., & Hoonhout, J. (2011). User Experience White Paper. Outcome of the Dagstuhl 

Seminar on Demarcating User Experience, Germany. 

Schilit, W. N. (1995). A system architecture for context-aware molbil computing (Doctoral dissertation, Columbia 

University) 

Schrepp, M. & Thomaschewski, J. (2019). Construction and first Validation of Extension Scales for the User 

Experience Questionnaire (UEQ). 10.13140/RG.2.2.19260.08325. 

UEQ+. (n.d.). Retrieved May 29, 2020, from UEQ+ website: http://ueqplus.ueq-research.org/ 

Vermeeren, A. P., Law, E. L. C., Roto, V., Obrist, M., Hoonhout, J., & Väänänen-Vainio-Mattila, K. (2010, 

October). User experience evaluation methods: current state and development needs. In Proceedings of the 6th 

Nordic conference on human-computer interaction: Extending boundaries, pp. 521-530. 

Proc. 13th Intl Conf. Disability, Virtual Reality & Associated Technologies 
Serpa, Portugal, 8–10 Sept. 2021 

©2021 ICDVRAT

183



Virtual reality online therapy (VROT): Development of a multipurpose 

application for psychological intervention 

F Dias1, P Gamito2, T Souto3 

1,2HEI-Lab: Digital Human-environment Interaction Lab, University Lusófona, 

Lisbon, PORTUGAL 

1,2Faculty of Psychology and Life Sciences, University Lusófona, 

Lisbon, PORTUGAL 

3Faculty of Psychology, Sports and Education, University Lusófona of Oporto, 

Porto, PORTUGAL 

1fabio.dias@ulusofona.pt, 2pedro.gamito@ulusofona.pt, 3p2683@ulp.pt 

1,2www.hei-lab.ulusofona.pt, 1,2www.ulusofona.pt, 3www.ulp.pt 

ABSTRACT 

Virtual reality (VR) has consistently proven its effectiveness as a tool for psychological intervention 

over the past decades. Continuous technological breakthroughs have allowed its graduation from a 

simple gadget to a full-blown medium, giving birth to new and unique ways of delivering therapy at 

a distance. By relocating therapy into a virtual online office, this article aims to delineate an 

application that will provide a robust framework for further expanding existing knowledge in 

cybertherapy. Initial pilot studies are currently planned to evaluate potential use-cases and to explore 

avatars as embodied entities of users in a multi-user clinical context. 

Keywords Cybertherapy, Online Therapy, Virtual Reality Therapy, Avatar 

1. INTRODUCTION

The integration of technology in clinical psychology has continuously brought new contributions to the field, from 

introducing new digital interventions to promoting global dissemination of services (Fairburn & Patel, 2017). 

While online delivered services can potentially reduce costs and increase their accessibility (Ebert et al., 2018), 

local digital interventions, specifically those performed with virtual reality (VR) have consistently proven their 

effectiveness as a viable clinical tool (Cipresso et al., 2018; Riva et al., 2019; Rizzo & Koenig, 2017). 

Implementing VR interventions in an online format has the potential to revolutionise online therapy and help 

promote widespread adoption of VR in mental health (Wiederhold, 2018). A recent systematic review on multi-

user VR interventions revealed that the first steps have been taken in this path, but much is yet to be explored 

(Dias, 2021). In this article we’ll discuss a possible way forward, delineating a centralised application for 

researching and to effectively implement this empirical knowledge in the field. 

1.1 VR in Psychotherapy 

VR is a technology which allows a user to interact with computer-generated immersive environments. These 

virtual environments (VEs) can be experienced through a variety of systems, from a simple monitor and 

keyboard setup to positional tracking head-mounted displays (HMDs). Riva and collaborators (2019) proposed 

that HMD-based immersive systems utilise a similar mechanism used by our brains - embodied simulations. 

According to this model, VR simulates the external reality of the user, and through virtual interaction (which 

requires the same bodily processes: visceral/ autonomic, motor, and sensorial information), it facilitates cognitive 

modulation. These immersive systems offer a possibility to: (a) simulate the real world in a controlled 

environment (Parsons, 2014); (b) trigger physical and psychological responses similar to the real world through 

immersion and presence (Diemer
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et al., 2015); (c) intervene in the moment, presenting an unique option for psychotherapists (Park et al., 2019); and 

(d) generalize virtual learnings into the real world (Schultheis & Rizzo, 2001).

Brahnam and Jain (2011) listed four commonly used intervention techniques using VR: virtual reality exposure

therapy (VRET); virtual cue exposure therapy; body image modification through avatars; and pain distraction. 

VRET is the most commonly used technique (Maples-Keller et al., 2017), however, there are a number of other 

possibilities. In 2008, Freeman suggested seven purposes for VR in psychosis: symptom assessment; establishing 

symptom correlates; identifying predictive variables, differential predictors, and environmental predictors; 

establishing causal factors; and developing new treatments. These purposes are also relevant to all fields of mental 

health, although some have been largely neglected and most report small sample sizes (Freeman et al., 2017). 

From a practical perspective, several disorders share common characteristics, and VR provides an excellent 

gateway for confrontation in a controlled environment (Park et al., 2019). This can be done through mediation of 

a trained practitioner, often in the same physical room, or even automated (Freeman et al., 2018). VR capabilities 

greatly expand when paired with psychophysiological readings, not only providing access to more objective data 

(Côté & Bouchard, 2005), but also allowing interventions via biofeedback (Pallavicini et al., 2009) and 

neurofeedback (Cho et al., 2004). 

1.2 Advantages and limitations of online VR interventions 

The first major selling point of online interventions is accessibility, as reducing the distance between therapists 

and clients promotes a more convenient way to access services, solving issues such as lack of mobility, time 

constraints, coverage of rural regions, access to specialized experts, confidentiality, and language or cultural 

barriers (Andersson & Titov, 2014). A recent report from the European Federation of Psychologists’ Associations 

concludes that internet and mobile based interventions have a high level of applicability, being overall cost-

effective as a standalone therapy in routine conditions, while also potentially helpful in improving effectiveness 

of face-to-face services when used in tandem (Ebert et al., 2018). 

The scarcity of non-verbal elements accounts for some constraints on therapist adherence to online modalities, 

as non-verbal communication is still considered central to the therapeutic relationship (Barak et al., 2008). The 

establishment of a therapeutic alliance is one of the key-factors associated with effectiveness of psychological 

interventions, nonetheless, it appears to be comparable between face-to-face and remote modalities, even in the 

absence of some visual and auditory elements (Pihlaja et al., 2018). The use of avatars in VEs could potentially 

fill some of the gaps in online communication (Baccon et al., 2019), while also making it possible to use techniques 

based on embodiment (Kilteni et al., 2012) and to promote therapeutic adherence (Knaevelsrud & Maercker, 2006). 

In what regards the effectiveness of VR interventions, a recent meta-review reported positive results for 

assessment and treatment on over 25 meta-analyses, systematic and narrative reviews for a broad variety of 

disorders (anxiety, eating and weight, autism spectrum and other neurodevelopmental disorders, psychosis and 

pain management) (Riva et al., 2019). According to Rizzo and Koenig (2017), more comprehensive guidelines for 

a safe and ethical use of VR in professional practice are still lacking. Although this technology has its own 

peculiarities to take into account (Slater et al., 2020), several existing guidelines for online digital practices are 

also applicable for VR psychotherapy (Haberstroh et al., 2014). However, cybersickness - symptoms of motion 

sickness caused by artificial images in motion (Laviola Jr., 2000), is still a valid concern. These symptoms may be 

minimized with repetitive exposure (Gavgani et al., 2016) or by changing the movement mode with the provision 

of interoceptive cues (Bouchard et al., 2011). 

In terms of its most common use-case, Fernández-Álvarez et al. (2020) conducted an analysis on anxiety 

disorder interventions through VR over the past decade and found several changes in attitudes, preferences and 

perceptions of VR as a clinical tool for both therapists and clients, namely: (a) the preference of customers in VEs 

versus in vivo exposure; (b) a positive change in the therapists' attitude towards VR; (c) similar results in terms of 

the therapeutic alliance; (d) drop-out rates identical to face-to-face modalities; (e) possible increase in adherence 

through greater involvement with the VE; (f) possible increase in effectiveness through different mechanisms of 

change (e.g. different scenarios); and (g) stability of results at follow-up.  

HMD devices have become increasingly more accessible over the past years (Roche et al., 2019). Considering 

the increasing user adoption, the effectiveness of VR therapy, and existing technology for multiplayer networking, 

all that’s left is a deeper scientific exploration of VR, not only as a tool, but as a medium in mental health. 
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2. PROPOSED METHOD

2.1 Application Outline and Functionalities 

VROT is an application that aims to provide a framework for exploring and deepen existing knowledge of VR 

centred therapeutic approaches in a single application. Currently in a very early stage of development, its core 

features aim to include: (a) single and multi-user connectivity; (b) different immersive levels with both PC and 

PCVR compatibility; (c) a character creation system; (d) platform adapted graphics, animacy and interactions; (e) 

procedural generated environments; and lastly (f) therapy aid tools.  

This application is currently being developed at HEI-Lab (University Lusófona) by the main author. The 

development process started in late 2019 under Unity 3D, initially targeting low-end VR through smartphones for 

increased accessibility. With feedback from pre-tests regarding the technical limitations of this platform, and given 

the multiple COVID related confinements that prevented further testing, the application is being revamped under 

the Unreal game engine with added functionalities. 

2.1.1  Connectivity. While the peer-to-peer multi-user option is one of the application’s main valences, the learning 

outcomes of trials will contribute to the development of autonomous tools, such as taking part of guided exercises 

with a non-playable character in-between therapy sessions. The single player option will also enable its use in a 

more conventional local setting, presenting a safe option for feature testing and validating different environments 

and tools before adding distance as a potential variable. Even in a local setting, the online functionality is still a 

requirement given the need to track app access and user data in a clinical context. 

2.1.2  Immersivity level. One of the initial considerations when choosing a platform (i.e., using a computer screen 

with keyboard and mouse or HMDs with controllers) is their inherent immersive capabilities. This concern was 

raised by therapists specifically due to eye fatigue of HMDs when performing multiple sessions and also to enable 

use of non-digital resources during sessions (e.g., notetaking). Although not using HMD’s will limit the level of 

animacy of the displayed avatar, it may help boost the app’s dissemination in contexts where immersiveness isn’t 

a strict requirement for the client and/or therapist, further raising the importance of inquiring about the impact of 

physical immersion in a variety of use-cases.  

2.1.3  Character creation. Full body human avatars are used both by playable characters and non-player characters 

(NPCs). Clients and therapists can select and customise their own avatar, which is then linked to their username 

inside the application. Customisation options consist of simple tick boxes and sliders with currently 74 head 

morphs, 8 body morphs, 25 total clothing items, and 14 total hairstyles (Fig. 1). This system presents a level of 

personification that potentially enables tools such as embodiment, role-switching and out-of-body experiences. 

Figure 1. Character creation and example models. 

2.1.4  Platform scalability. HMDs with 6-DoF (degrees of freedom) remotes utilise inverse kinematics to 

simulate upper body movements based on head and hands position. In the case of lower-end systems, avatars do 

not replicate the movements performed. Instead, they have pre-defined idle and movement animations to 

simulate body expressions when sitting, standing and moving. Regarding facial expressions, avatars randomly 

perform certain actions (such as blinking), while some other facial features are replicated based on real-time 

speech capture. Eye gaze is based on the proximity to another avatar, although therapists may influence the 

NPCs look target. Interaction with motion controllers is made primordially through joysticks and hand 

collisions, while mouse and  
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keyboard focus instead on point-and-click and key presses. The implemented art style focus on high fidelity realism 

for a greater resemblance to the real world, although graphical settings may be adjusted to adapt to the device’s 

capabilities. 

2.1.5  Environments. The initial iteration of this application consists of a pre-built virtual office, city street and 

metro (Fig. 2). Other scenes are also currently planned, namely: group room, relaxation environment, airport, 

airplane, apartment, public bathroom, auditorium, restaurant, and highway. While some of these scenes have clear 

use-cases (e.g., airplane for fear of flying), others will present more holistic options (e.g., walking through the 

apartment and exploring clients’ activities of daily living (ADLs)). Since these scenes are built with modular assets, 

the planned addition of procedural generation will provide therapists with a seed system for customising the 

dimensions and themes of each level, thus providing a higher degree of tailoring to fit their clients’ needs. 

Figure 2. Scenes currently included in the application (from left to right: virtual office, city street, metro). 

2.1.5  Tools. Each scene has a variety of attributes that can be manipulated at any given time by the therapist (e.g., 

number of NPCs and associated behaviour, weather, dirtiness, turbulence). Custom tools are also in development 

to enable richer and more dynamic experiences, such as: real-time physiological response monitorization, 

whiteboards, virtual diaries, triggered crowd events, runtime perspective switch, time stop, and single-player mode 

with self-guided exercises. Each of these and other features will be validated separately to avoid contamination 

and feature-creep. 

2.2 Data Collection 

There are four sources of data available for analysis: paper and pencil questionnaires; application logs, containing 

interaction inputs for each user; psychophysiological data; and video recording of the therapist’s screen. Beyond 

their clinical purpose, this data set may be used for a variety of different cases, such as: help assess the advantages 

and limitations of the experimental conditions based on the devices and target group; train future practitioners in 

the field of cybertherapy; and to improve the application functionalities. Given data privacy concerns, each user 

undergoes an authentication process when loading the app. While therapists may request to follow each of his/her 

clients’ data, only the lead researchers have access to the full database.  

Video recordings, collected with consent from both parts, will be crucial to better understand the app usage 

and to help train future therapists. The paper and pencil instruments may vary greatly depending on the goal and 

target group of each study, although with some commonalities: a sociodemographic and digital competences 

questionnaire is collected at the beginning; and a psychological battery is administered pre and post therapeutic 

intervention. A follow-up including general symptom evaluation will also be scheduled for the majority of the 

underlying studies. A cybersickness questionnaire will be answered at the end of each immersive session, along 

with a working alliance inventory and a short session feedback questionnaire. 

The application outputs a file containing a variety of logs: session number; therapist and client reference codes; 

devices used; application version number; date; start and end time; time spent on each scene; and both client and 

therapist input per each scene (type and amount). Therapist screen recordings contains audio and video data from 

the therapist’s window (which may include the client(s) first person view, should the therapist decide to enable 

this option). Psychophysiological data will vary with the use-case, consisting mostly of heart rate and skin 

conductance readings, being the two most used physiological assessments in VEs due to their ability to capture 

several immersion facets and anxiety levels (Martinez et al., 2020). 
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2.3 Procedures 

Given the scope of this application, two main study topics are currently envisioned: (1) assessment of 

functionalities, and (2) VR online psychotherapy. 

2.3.1  Assessment of functionalities. These set of studies aim to validate the general usability of the application’s 

core and secondary features. One of the initial pilot studies will consist in analysing the therapeutic alliance through 

avatars using different devices (using a laptop screen or a HMD with motion controllers). The target population 

will consist of university students with on-site scheduled psychological counselling sessions. Other studies done 

by HEI-Lab that explore VR tools (e.g., avatar-based relaxation, ACT metaphors in VR) may also be adapted and 

integrated to VROT, later to be validated in a more clinical context. 

2.3.2  VR online psychotherapy. Two pilot studies are planned for individual therapy in panic disorder and 

obsessive-compulsive disorders. Therapy sessions are done on-site instead of remotely to insure a controlled 

testing environment and due to hospital safety policy. However, therapist and client will remain in separate 

divisions (to allow building a working alliance based on avatars and to maintain social distance. The appointments 

result from referral procedures for specialized consultations at Lisbon’s Psychiatric Hospital (CHPL) Cognitive 

Behavioural Therapy (CBT) Unit. Each scenario and tool will be validated by a panel of experts belonging to 

CHPL, and each therapist is free to establish their own CBT treatment protocol. Control groups are based on 

treatment as usual at CHPL, consisting of group sessions for panic disorder and individual interventions for 

obsessive-compulsive disorder. 

If the clients demonstrate interest in participating, an appointment for psychological assessment, avatar 

creation, and familiarization with VR is scheduled. The client is then introduced to an assistant responsible for the 

supervision of sessions, psychological assessments, and management of virtual and psychophysiology equipment. 

Sessions are conducted inside the VEs online, lasting on average 30 minutes. Remotes may be used for virtual 

movement and interactions, while some techniques, such as walking in place, will be explained if the client 

expresses symptoms of motion sickness. Each client will be given an informed consent pertaining the 

confidentiality of information collected and anonymity. It also highlights that the client may voluntarily, and at 

any time, end it or change to a more traditional intervention. These studies will be submitted to the Ethics and 

Deontology Commission for scientific research at CHPL and the Faculty of Psychology and Life Sciences at 

University Lusófona, strictly following the General Data Protection Regulation (GDPR), directive 95/46/EC 

(Regulation (EU), 2016). 

2.4 Improving the Application 

Although this application was developed to address the current post-pandemic needs of field practitioners, 

centring all these functionalities under a single application will provide a more controlled framework for 

research, while also facilitating the integration of new scenes (e.g., doctor’s office for trypanophobia) and tools 

(e.g., virtual art therapy). Several of the included tools will derive from a direct transposition of traditional CBT 

techniques into VR, although a feasible alternative consists in designing assessment and treatment methods 

unique to this medium (Linder et al, 2019). These additions are thought to provide innovative solutions for 

monitorization in-between sessions and even self-guided interventions (Donker et al., 2019). It may also be 

relevant to introduce several gamification components (e.g., quests, scoring systems) to increase motivation 

and encourage task repetition (Linder et al., 2020; Sailer et al., 2017).  

3. CONCLUSIONS

The use of VR as an online-based intervention could allow both modalities to overcome some of the limitations 

and flaws inherent to both (e.g., diagnostic errors in online media, low accessibility of VR interventions), while 

also providing a great platform for research and innovation for VR within psychology (Wiederhold & Riva, 

2019). Avatars present a strong option to help mediate online interventions in a VE (Rehm et al., 2016), although 

more research is needed to access several aspects of this intervention dynamic.  

Several pilot studies will help assess the viability of this application as a new way for field practitioners and 

researchers to utilise VR in mental health, allowing greater liberty for the development and dissemination of VR 

interventions, while also providing a tailored tool in response to arising global needs. 
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ABSTRACT 
In this paper we propose a system for emotion regulation directed towards, but not limited to, virtual 
reality exposure-based therapies. Our approach is based on emotional state recognition and 
consequent deliverance of specific stimuli which will drive the regulation process. The main goal of 
the system is to aid therapists, as a tool during exposure therapy procedures, providing real time 
emotional state classification and information on the impact of the delivered stimuli. Furthermore, 
the system is intended to be autonomous in that it routes its own user feedback content path, 
instantiated by a list of goal emotional states provided by the therapist in charge. The system is based 
on a control loop model where the therapist provides the desired emotional state to be induced, after 
exposing the patient to the stimuli, the system analyses the patient physiological responses, face and 
postures features to estimate the manifested emotional state. The stimuli are delivered through 
augmented reality, virtual reality or imagery, enabling the user to be guided through emotional 
stimulation. To assess the current emotional states which may trigger the employed stimuli 
generation mechanism, we built a recurrent neural network which receives as input corresponding 
physiological and visual features. The recurrent nature of the model accounts for the temporal 
correlations in the data, enabling an evolutionary evaluation, classifying it in terms of valence, 
arousal and dominance. As for its training phase contextualised data was used, which pertains to a 
set of participants performing specific tasks which trigger specific emotional activations. These 
include short videos, games and scripting which guide the users through various types of emotional 
situations. 

1. INTRODUCTION
As emotions have substantial influence on cognitive processes of humans such as learning, memory, perception 
and problem solving, they influence the way people interact with the world, other people, and naturally with 
technology. Emotional interactions may be explored and exploit to the benefit of different applications. Conversely 
technological solutions are being used since long to induce emotional states, as is the case of cinema and 
videogames. This can further be relevant in modern healthcare especially in the application with patients suffering 
from psychological and emotional difficulties. To this end, psychotherapy applications guiding patients through 
their mental rehabilitation while adapting to the patient emotional state, would be highly motivating and might 
lead to faster recovery. Some authors state that emotions are the result of the dynamic interaction between 
cognition (or perceptions), behaviours (or action tendencies) and physiological responses [Mauss et al., 2005]. 
Furthermore, they emerge primarily out of automatic, stimulus-driven responses and permit a greater role for 
controlled, cognitive processes and behaviours. Being an integrated and coordinated response of the entire body 
system, the main function of emotions is to quickly change and adapt the behavioural reaction in order to achieve 
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the individual’s valued goals in a particular situation [Gross, 1999]. Based on this, the biological and physiological 
expression of emotions may be explored as anchors for emotion recognition. 

In general, emotion recognition methods may be classified into two major categories, those that analyse 
external behaviour signs and internal body signals. The first category includes signs such as facial expression, 
speech, gesture, posture. However, the reliability cannot be guaranteed, as it is relatively easy for people to control 
those physical signals like facial expression or speech to omit their real emotions especially during social 
situations. For example, people might express a smile in a social conversation even if they are in a negative 
emotional state. The other category is the internal physiological signals, which include the electrical activity at the 
brain, heart, muscular level, body temperature, electrodermal activity, and breathing patterns and rates. These 
signals are regulated by the human nervous system, which is divided into two parts: the central and the peripheral 
nervous systems (CNS and PNS). The PNS consists of the autonomic and the somatic nervous systems (ANS and 
SNS). According to Porges [2011], there is a link between emotion manifestation and the autonomic nervous 
system (ANS). The physiological signals are in response to the CNS and the ANS of the human body, in which 
emotion changes. One of the major benefits of accessing these physiological signals is that the CNS and the ANS 
are largely involuntarily activated and therefore cannot be easily controlled. Furthermore, these involuntary 
responses produce signal patterns that can be measured. 

Although there are different models proposed to describe emotions, one of the most used is based on three 
components arousal, valence, and dominance. The arousal dimension is used to quantify different degrees from 
calm to excitement levels while the valence dimension indicates whether human feelings are positive or negative 
and the dominance dimension is related to feelings of control and the extent to which an individual feel restricted 
in his behaviours [Koelstra et al., 2012]. This decomposition is especially useful to label and establish a 
parametrisation of the emotional related physiological patterns. In order to acquire and use contextualised 
physiological data for emotion recognition, a controlled environment for emotion induction should be guaranteed. 
A good approach to achieve this goal can be through virtual reality (VR) and augmented reality (AR), which have 
proven their efficacy [Rizzo and Kim, 2005]. These technologies allow the manipulation and coexistence of virtual 
content within the real environment [Slater, 2009]. Thus, being able to create immersive and plausible experiences 
to induce the targeted emotions, allow the opportunity to collect contextualised physiological data. 

The aim of this work is to propose a model capable of producing contextualised stimuli, collect physiological 
and external responses, identify and classify emotional patterns, and ultimately, regulate the emotional state by 
closing the loop.  

2. PROPOSED APPROACH
The object of the proposed model is to detect emotional cues from human reactions, integrate emotional responses 
along time and finally produce a prediction of the transient emotional state. Our approach is mainly composed of 
four blocks: stimuli generator, patient responses data acquisition, classification, and therapist visualisation/control. 
The stimuli generator is responsible to provide different sensorial stimuli (e.g. visual, auditory) which will trigger 
different activations and responses in the patient. The physiological measures and electrophysiological information 
in real time from the central nervous system (CNS) or peripheral nervous system (PNS) are collected and 
processed. More specifically, the multimodal physiological signals, e.g., electromyogram (EMG), 
electrocardiogram (ECG), electroencephalography (EEG), and electrodermal activity (EDA), facial expressions, 
body parts acceleration, and posture patterns, as well as other features extracted from these acquired signals are 
fused and used for the patient's emotional state classification. For classification, the use of machine-learning-based 
methodologies are promising to reveal the latent patterns of certain emotional states hidden in the physiological 
signals. In particular, deep classifiers are able to abstract the intermediate representations of physiological features 
in multiple modalities via hierarchical and temporal architectures. The neural network developed for this system 
includes a single LSTM cell followed by Batch Normalization [Ioffe and Szegedy, 2015.] and a fully connected 
layer for classification. The dataset used to train it was DEAP [Koelstra et al., 2012], which contains 48 different 
physiological signals and face video recordings from 32 participants. The classified emotional state provided is 
represented using the previously mentioned arousal-valence-dominance three-dimensional space. This 
representation allows the discrimination of multiple discrete emotional states, e.g., neutral, joy, peaceful, fear and 
angry, that can be defined with different combinations of arousal, valence and dominance levels. The result is 
presented to the therapist, who can manipulate the stimuli generator system. 
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2.1 A Closed Loop Model 

Typically, exposure-based therapies are delivered in sessions where the therapist brings in disturbing elements 
paying attention and interacting with the patient. Eventually upon the report or observation of excessive 
discomfort, escape reactions or other signs those elements may be reduced in number, put away, or removed 
completely to enable the return to a stable emotional state before starting over, possibly taking a more cautious 
approach by reducing the intensity of the exposure session. Although being recognised as an efficient method, 
given that it can be difficult to bring in the phobic elements, or to accompany the patients when the trouble is 
related with entering specific spaces, like open or crowded spaces, stores, planes, or drive a car along a highway, 
due to the amount of time that this requires, alternative solutions would be greatly appreciated. It is exactly in this 
context that VR and AR may come to help, in particular if a setup can be used to create the intended exposure 
following the parameters established by the therapist.  

There are however some drawbacks in the use of VR for this purpose and the first is related with the headset 
itself, as it hides the eyes and with them most of the expressions of the patient during the exposure session. This 
may hinder the analysis of the reactions of the patient by the psychologist.  As a replacement solution there is the 
possibility of analysing automatically a set of easy to acquire signals, such as those related with head accelerations 
or movements and may be related to escape reactions. In addition, and as mentioned above, there is a link between 
emotions and autonomic reactions such as HR increase, sweating, muscle tension, etc. This calls in a natural way 
to the application of a machine learning based approach for analysis of activation-related signals. As a result, it is 
relatively easy to create a dashboard where the psychologist may observe some of the signals which may provide 
direct information, such as the heart rate, but in particular the output of the analysis performed by the classifier 
about the recently received signals. 

With these ingredients we may thing about creating an automatic system that controls a game-like environment 
where the display of activating elements is controlled by a set of parameters defined by the therapist and by the 
emotional response analysis produced by our classifier. This brings in the structure of a classical control loop as 
the one presented in Figure 1. In this case the system is composed by one principal loop that includes the emotional 
state recognition module that is used for the normal function above described, but also a smaller loop whose 
purpose is to serve as a safety switch of rapid actuation, in the case that the patient is overreacting. 

Figure 1. Emotional regulation model. 

3. SYSTEM ARCHITECTURE
The proposed system, presented in Figure 2, is composed of three main components: a computing unit, a set of 
sensors and a visualisation module. All the sensors are connected to the computer wirelessly. We are using 
BITalino, a low-cost device and open source hardware to collect electrocardiography (ECG), electrodermal 
activity (EDA) and skin temperature (ST) raw signals. For electroencephalography (EEG) power spectrum 
assessment the device used is the NeuroSky MindWave headset which provides alpha waves and beta waves, as 
well as eye blinks. In order to track the patient’s posture and facial features we are using an RGB-D camera 
pointing towards the patient. As presented before, there are three types of visualisation methods: augmented reality, 
virtual reality and guided imagery. The reasoning behind it is the fact that exposure therapies have different 
constraints that can be overcome by changing the visualisation method. Two examples can be the fear of flight 
which can benefit from a virtual reality setup or the fear of contamination where augmented reality could have 
greater impact by having the phobic element coexisting with the patient's real hand. 

To better illustrate the proposed system, we conduct an experiment that features an arachnophobia exposure 
therapy where the number, size, and position of the virtual spiders change according to the  
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patient reactions/emotional state. The experiment can be run following the next. First, the therapist selects the 
visualisation method (i.e., how the patient will visualise the contents) which can be through augmented reality, 
virtual reality or guided imagery instructions. This will flag the scene generator to adapt its contents to the 
proper method. Next, the therapist must select the desired emotional state (i.e., the goal of the therapy) that in 
this case can be reducing fear of spiders. Finally, the therapist must select all the sensors that the patient is 
wearing, as well as if it is possible, to use the camera to collect the patient facial information (e.g., in the case of 
virtual reality the face is occluded by the headset). After this configuration process, the system is ready to run the 
model as described in the previous section. Preliminary results show positive feedback from general population 
participants, which is a reinforcing aspect to continue research on the proposed approach. 

Figure 2. Proposed System and Apparatus. 

4. CONCLUSION
Our proposed model integrates the ability to induce contextualised stimuli, collect physiological and external 
responses, identify and classify emotional patterns, and therefore may be a promising tool to assist the process of 
emotional regulation. As future work, we intend to create our own dataset from different situations and modalities, 
i.e., collect physiological and visual data triggered using the three distinct visualisation methods presented (virtual
reality, augmented reality and guided imagery). For each visualisation method, we will develop similar situations
to activate specific emotional states and ask the participants to self-report their subjective emotional state. This
will allow a more contextualised training and validation of the proposed model by clinical experts in the
psychology field.
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ABSTRACT 

Vestibular rehabilitation therapy helps individuals deal with many vestibular-related disorders,          
such as vertigo, visual disturbances, gaze instability, or even nausea. It consists of an              
exercise-oriented program that is carefully outlined by specialty-trained vestibular physical          
therapists and should be followed rigorously to ensure natural vestibular compensation and            
substitution mechanisms. With the successful proliferation of games among all ages, one can             
think about turning these exercises more pleasing and motivating for patients while focusing on              
the game, instead of the task they are performing. In opposition to the current trendy research for                 
patients’ balance training, we have driven our attention to the visual and gaze related issues.               
Therefore, we propose a virtual reality-based therapeutic tool that encourages patients to perform             
the recommended exercises for their recovery plan while simultaneously stimulating their           
vestibular system through both visual and auditory modalities. Moreover, explores game           
principles to make the user perform a suggested set of both head and ocular movements, which                
are translated as a way of interaction with the developed serious games. Similar to the current                
approaches for gamifying activities, the user’s progress can be naturally encoded by a scoring              
system that may be stored and made accessible to the doctor or therapist for later evaluation. A                 
preliminary evaluation was carried out with expert appraisal, which provided crucial insights for             
guiding the following steps on the work and future conduction of a pilot study. 

1. INTRODUCTION
Spatial orientation, coordinating motion with balance, and maintaining the upright posture are some of the 
examples that are supervised by visual and proprioceptive senses, but also by our vestibular system [Agrawal, 
2013]. The vestibular system's main components are located in the inner part of the ear, consisting of a labyrinth 
of semi-circular canals and otolith end organs that are continuous with cochlea [Khan, 2013]. The semi-circular 
canals are essentially three ring-shaped structures filled with endolymph while being situated in each plane that 
our head can rotate. Therefore, when individuals rotate their heads along a specific plane, it causes this liquid to 
shift within that specific semi-circular canal, allowing our brain to perceive the rotation performed. On the other 
hand, the otolith end organs provide information concerning gravitational forces and horizontal/vertical 
movements in space.  

Evidence shows that people who had suffered from diseases or traumatic incidents in these areas are often 
known for experiencing vestibular-related disorders, such as vertigo, dizziness, gaze instability or balance issues 
[Burzynski, 2017]. When focusing on the existing visual problems, peripheral vestibular lesions cause a deficient 
vestibular-ocular reflex (VOR), which leads to the inability to fixate the desired visual targets during head 
movements. For instance, normal visual processing demands that the observed visual targets should be fixated on 
the fovea. The process of foveation or gaze stabilization during head motion is achieved by voluntary saccadic 
eye movements and reflexive controls, such as the VOR and optokinetic reflex, regardless of the execution 
velocity [Barnes, 2008]. Under normal conditions, both the VOR and optokinetic reflex can accurately elicit 
compensatory eye movements to match the performed head motion. Given that it can significantly tackle 
individuals' quality of life by imposing changes in different aspects of their daily living, people suffering from 
vestibular disorders are commonly encouraged to undergo Vestibular Rehabilitation Therapy (VRT) programs. 
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VRT is commonly based on an exercise-oriented plan carefully designed to alleviate the previously mentioned 
problems while stimulating compensation mechanisms to retrieve back some functionalities. For instance, 
despite having lost certain abilities, the brain learns to use other senses to replace the lacking vestibular system 
[Chen, 2019]. Moreover, this program typically comprises three different modalities that are promptly advised 
for patients depending on their disabilities, such as habituation, gaze stabilization, and balance training.  

In contrast to other past works that were solely focused on balance training [Meldrum, 2015], this proposal aims 
to address the visual training by employing playful Virtual Reality (VR) games that follow the same 
conventional therapeutic principles. Therefore, a low-cost mobile VR application with different mini-games that 
focus on different therapeutic purposes is presented to complement the patient’s therapy sessions. 

2. DEVELOPING SERIOUS GAMES FOR VESTIBULAR REHABILITATION
Literature states that gaze instability is due to the decreased gain of the vestibular response to head movements 
[Han, 2011]. The best stimuli for recovering it into normal conditions is by performing a visual process called 
retinal slip. Retinal slip is defined as the image motion on the retina during head motion, and can be induced by 
horizontal/vertical head movements while maintaining visual fixation on a target. Therefore, patients are 
frequently encouraged to perform exercises that reinforce these head movements, given that repeated periods of 
retinal slip are known for inducing vestibular adaptation [Lotfi, 2016]. Other approaches to tackle this 
diminished component of the VOR include performing the same head movements while blinking throughout the 
motion. This process leads patients to perform corrective saccades that properly generate the necessary drift to 
match the head motion, or in other cases, to rectify the excessive drift that may occur in the opposite direction. 

According to Herdman et al. in [Herdman, 2007], the recommended gaze stability training should be performed 
four to five times daily for a total of twenty to forty minutes/day, in addition to twenty minutes of balance and 
gait exercises. By carefully following these instructions over time, patients are able to improve gaze and postural 
stability, but also to reduce vertigo sensation. As a matter of fact, the main objective is to improve their quality 
of life, by leading them to recover some of the lost abilities to perform simple to complex daily living activities. 
However, individuals with vestibular-related disorders are frequently diagnosed with depression and anxiety, as 
a result of the amount of time that is needed for their recovery. Together with the fact that the recommended 
tasks are boring to perform, they often show a lack of commitment and interest to the proposed recovery plan by 
their therapists. Therefore, one may think of gamifying the previously mentioned exercises by providing an 
alternative that seeks to follow the same principles, but intends to increase the patient enthusiasm.  

VR is a path worth exploring, given its freedom of design to produce interactive environments and its more 
established usefulness in therapies. It provides safe and customizable training that can be tailored to each 
patient's abilities/difficulties and comprehend the different variations that the exercises should comprise 
[Ferreira, 2020]. For instance, varying the amplitude of the previously mentioned retinal slip, or inducing a wide 
range of required frequencies of head movements to fulfill the game's purpose. Nevertheless, a study carried out 
by Bergeron et al. in [Bergeron, 2015] suggested a relationship between the duration of the VR sessions and the 
magnitude of its therapeutic effects, where results suggest that 150 minutes as a minimum accumulated time of 
exposure leads to positive and quantifiable outcomes for the patient. 

The challenge remains on how to ensure that patients are performing the supposed head and ocular movements. 
One may think about using eye-trackers to monitor the player's gaze throughout the game, but this comes with 
additional costs, which turns this idea not suitable for home deployment. Therefore, other alternatives can be 
explored to evaluate if patients are performing those movements, such as developing scenarios with game 
elements that require constant interaction (e.g., fixating them for long periods) to increase the game's score. 
Besides, it can be combined with the user's head pose information obtained from the smartphone's gyroscope, 
and thus a low-cost solution can be developed for home use. 

3. IMPLEMENTATION
From the above, the proposed work relies on the development of a low-cost system that consists of two 
immersive VR-based mini-games for the most common mobile platforms1. The games were developed on the 

1 Demo: http://orion.isr.uc.pt/demovideos/VRTgames.mp4 
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Unity Engine following the previously mentioned requirements, and they can be played using a regular               
smartphone and a cheap headset. 

The first game is called “LightWorks” and its main purpose is to stimulate horizontal ocular and head                 
movements while maintaining fixation on a visual target. Players are part of the quality control of a light bulbs                   
factory, where they must observe a certain number of lamps that pass in front of them on a conveyor belt, as                     
illustrated in Figure 1. They must fixate the lamps during their whole trajectory while pressing a button that                  
powers the conveyor belt. When it reaches the final destination (the left or right extremity of the conveyor belt),                   
a poll asks either the number of times it has lit or the emitted sequence of colors. The game implementation can                     
have different variations, such as the frequency of appearance of lamps, speed of movement, or the trajectories                 
made to stimulate player's attention. 

Figure 1. Gameplay of “LightWorks”: a) Lamp has lit; b) Lamp is displaying a sequence of colors. 

The second proposal is called “Labyrinth” where the main objective is to guide the player himself through a                  
mined path until the end of the circuit. This game tries to stimulate both vertical and horizontal movements and                   
lead the user to explore the whole visual field. As the mines are hidden, several instructions appear in the middle                    
of the screen over time. Without losing them from view, they must turn their head accordingly to change the                   
move direction and follow a safe road while either increasing or decreasing their score (e.g., when stepping a                  
bomb). The game has three rounds of difficulty to ease the player’s learning curve, but also to enable patients at                    
different stages of recovery to play. Moreover, the game can be adjusted to demand quicker head movements, or                  
to insist more on the affected side on earlier stages. 

Figure 2. Gameplay of “Labyrinth”: a) Intermediate level: instructions and navigation arrows are             
shown; b) Advanced level: only the instructions are shown and head controls navigation. 

4. PRELIMINARY EVALUATION
A preliminary evaluation was carried under the supervision of an expert to assess the validity and usability of 
both created games. The feedback received was positive and validated the previously mentioned requirements, 
specifically for the second game, as it demands quicker and more complex head movements while maintaining 
the fixation on a visual target. However, it was suggested that these types of games should focus more on the 
affected side, while continuously varying the game elements to demand faster/slower ocular and head motions. 
Such behavior allows patients with acute impairments on their vestibular system to regain or compensate the lost 
abilities within an expected shorter time. Aside from the games' validated purposes, the specialist referred that 
patients are indeed typically depressed and tend not to perform the recommended exercises between sessions at 

Proc. 13th Intl Conf. Disability, Virtual Reality & Associated Technologies 
Serpa, Portugal, 8–10 Sept. 2021 

©2021 ICDVRAT

Proc. 13th Intl Conf. Disability, Virtual Reality & Associated Technologies 
Serpa, Portugal, 8–10 Sept. 2021 

©2021 ICDVRAT

198



home, which has a significant impact on their recovery. Therefore, such a mobile VR application was considered 
to be interesting, given that it can certainly be used in the clinical space. Still, most importantly, it enables 
patients to perform their therapy at home. 

5. CONCLUSION
This paper presented the development of games that seek to support the conventional procedures of the 
vestibular rehabilitation, specifically for the gaze training. Under this scope, the different requirements for 
promoting visual training and how immersive systems can be used to address patients’ commitment issues were 
explored. Two games under a low-cost mobile VR application were presented, and their therapeutic purposes 
discussed. A preliminary evaluation of these games was performed under the supervision of an expert, 
confirming the expected interest and validity in both clinical and home scenarios. Therefore, future work on the 
topic encompasses the development of different games that exploit other recommended exercises and the 
conduction of a pilot study in a local clinic to evaluate its usability in the recovery of patients with 
vestibular-related impairments. 

Acknowledgments: We would like to sincerely thank Dr. Ana Margarida Amorim of Centro Hospitalar 
Universitário de Coimbra (CHUC) for all the significant suggestions and enlightenment about the procedures 
involved in vestibular rehabilitation therapies that were integrated in the design of the presented games. 
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ABSTRACT 
This poster presents an original Virtual Reality (VR) application for culture heritage, a location-
based VR room with the digital reproduction of first Carlos Relvas XIX century photographic studio, 
that was the support for an experience study about how subjects are exposed to a VR Museum. This 
VR app was designed to be exhibited in the Portuguese National Museum of Contemporary Art 
(Lisbon), during the” Carlos Relvas (1838-1894) - Rediscovered Views Of Portugal exhibition ”, 
allowing museum visitors to enter a XIX century photographic studio and interact with stereoscopic 
cards with the possibility to analyse them in detail and see the 3D relief effect of stereoscopic 
photography. This poster gives an overview of the main features of this app and its relevancy for 
media archaeology studies, but also, presents the conducted study with 105 participants (73 Woman) 
of pleasure or negative effects during the Carlos Relvas VR experience. 

Important note on Copyright: The copyright agreement is appended at the end of this file. By 
submitting your paper to ICDVRAT you hereby agree to the Terms and Conditions of the Copyright 
Agreement.  

1. INTRODUCTION
Virtual Reality (VR) acts as a form of hybridization from XIX century technologies such as Holmes and Verascope 
stereoscopic viewers that were mechanisms for apparent traveling through 3D relief photographic images. This 
vintage immersion technologies have been pushing further is several past periods with the aim to offer a sense of 
presence in new media formats. The amazing golden era of stereoscopic photography, which could be framed 
between 1850 to 1920, had contributed for registering images from around the world that reveal habits of the past, 
history, culture, and, in a way, offer an ontological revisit to periods of the industrial revolution. This cultural 
heritage has been digitized and preserved although offers some technical issues to the act of revisiting and study 
the stereo photographic cards, due to the preservation and safety concerns when dealing with the original contents. 

This work was the result of previous cultural heritage studies and stereoscopic research, namely, the Stereo 
Visual Culture (supported by the FCT Foundation Ref. PTDC/IVC-COM /5223/2012)  where the outcomes had 
contributed for mapping visual culture of stereoscopy in Portugal, to create a European network of researchers, as 
also the presentation of several stereoscopic photographers exhibitions, conferences, and papers. Since the 
beginning of this research, one of the main questions was related to the issue of presenting the “wow stereo effect” 
of the XIX century products in museums as also to worldwide researchers that don’t have access to the original 
images. Using stereoscopic projections, 3D televisions were mandatory for the cultural and historical experience 
in museum stereo exhibitions, however, the relief effect of a Holmes Viewer is not comparable with an anaglyph 
or Real3D projections (Peixoto, Luz, Oliveira, 2019). As VR technologies are now much more accessible and user 
friendly, the research team developed the Carlos Relvas Studio VR to increase the immersion and guided 
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experience in this act of remediation, innovating the way users could digitally interact with stereocards,  with the 
aim to share historical contents (cultural heritage of Portuguese photographer Carlos Relvas) and, as also, engaging 
the museum visitors into the experience of cultural interaction [Forlizzi, Battarbee, 2004]. 

2. Carlos Relvas Studio VR
Carlos Relvas Studio VR allows museum visitors to be immersed in the Portuguese photographer's first studio 

through Head Mounted Displays (Oculus Rift). VR has an important impact for virtual museums (Hurst, et.al, 
2016) and recent VR technologies offer more user-friendly immersive spaces, such as Thresholds VR Experience 
(Mat Collishaw, 2017)  or Mona Lisa: Beyond the glass (Emissive, 2019), contributing for social interactions and 
immersive engaging experiences (Carrozzino, Bergamasco, 2010). 

Installed on the National Museum of Contemporary Art (Lisbon), visitors could interact with Carlos Relvas 
Studio VR in a dedicated room (12m2), seated close to a table to force participants to explore the VR environment 
seated safely and avoiding distractions by external stimuli (Figure 1). During the maximum of 5 minutes, each 
user has the opportunity to look around the space, listen to the sounds of the environment while interacting with 9 
stereo cards disposed on top of the digital table. Using the Oculus Touch controller, users could interact with the 
digital stereocards, looking the information on both sides and enabling the 3D relief stereo effect in a similar way 
of focusing a stereo card on Holmes viewer. 

Figure 1. Carlos Studio VR interaction at 
MNAC (Lisbon) 

Figure 2. Digital Model of Carlos Relvas Studio VR 

The interactive scenario (figure 2) was modeled in 3d digital software package (3ds max), programmed in a 
game engine (unity 3D) to present the users with the natural experience of “being there”, as much as life-like as 
possible, to simulate the presence in photographer studio. The reliable experience of immersive digital spaces can 
increase with sound interaction (Poeschl, 2013; Sikstrom, 2015), thus, Carlos Relvas VR provides a surround 
sound environment that was captured at the actual place of Carlos Relvas Casa Estúdio in Golegã (Portugal). 

The feedback from museum curators was the fact that this VR app contributed to a more successful exhibition 
because it has created a relevant buzz into the visitors. However, this study aims to contribute to understanding 
the impact of VR exposure to the users, evaluating the interactive experience and sense of joy, thus wants to clarify 
if this VR app can be a truthful recreation of XIX century stereoscopic “wow effect” without the undesired ocular 
discomforts from previous anaglyph, 3DTV and Real3D projections of stereo cards (Peixoto, Luz, Oliveira, 2019). 

3. METHOD

3.1. Sample recruitment and description 

The sample for this study comprised university students that were recruited in classes from Psychology and 
Videogames courses from University Lusófona in Lisbon, Portugal. Recruitment took place by teachers of 
curricular units related to visual perception. This experiment was part of a curricular activity in visual perception 
aiming to provide a demonstration of a virtual museum in stereoscopy. The sample was collected according to 
convenience sampling method. The study sample comprised 105 university students, most of them were women 
(n = 73), single in terms of marital status (n = 98) of Portuguese nationality (n = 93). The average age was 21 
years-old (SD = 6 years), aged between 18 and 50 years. 

Proc. 13th Intl Conf. Disability, Virtual Reality & Associated Technologies 
Serpa, Portugal, 8–10 Sept. 2021 

©2021 ICDVRAT

201



3.2. Measures 

The measures used for this study comprised of self-reports related to user experience and cybersickness in VR. 
The evaluation protocol was divided in an initial section of sociodemographic data (gender, age, marital status and 
nationality) and further section with questions addressing the level of familiarization with VR setups and 
videogames. The final section of the protocol comprised questions assessing user experience including affective 
responses during VR exposure as well as cybersickness symptoms. We have used the Self-Assessment Manikin 
scale to assess affective responses due to VR exposure in terms of pleasure, arousal and dominance (please see 
Bradley & Lang, 1994 for further information on SAM scales).  

3.3. Procedure 

This study was approved by the ethics committee of the School of Psychology and Life Sciences of the host 
institution of this study. After recruitment and agreeing with the informed consent, the participants were exposed 
to the virtual museum with an Oculus Rift S headset displaying the Carlos Relvas Studio. The equipment used for 
conducting this study was one laptop gaming MSI equipped with VR Oculus Rift. After VR exposure, the 
participants filled a brief sociodemographic questionnaire along with self-reports of user experience related 
affective experience with the Self-Assessment Manikin (SAM). 

4. RESULTS

4.1. Familiarization with VR setups 

Firstly, we analysed the data concerning the familiarization with VR setups and videogames. This analysis was 
based on frequency analysis for each variable (questions in the protocol related to 1) level of expertise in using 
computers, 2) frequency of playing videogames, 3) frequency in using virtual reality systems). These results show 
that half of participants classified their level of expertise in using computers as intermediate (50%), most consider 
that play videogames occasionally (60%), and most never tried a VR system before (51%).   

4.2. User experience 

User experience was analysed according to the SAM scales that allow to assess the affective experience during the 
VR exposure, in terms of pleasure (in a continuum between negative and positive experience), arousal (between 
low to high arousal) and dominance (between low to high dominance) related to the VR stimuli/exposure. In a first 
question we asked participants about the degree of pleasure during the VR exposure. The results show that most 
participants classified this experience as positive (46%) or very positive (52%). Mean SAM scores were 7,5 for 
pleasure, 5,9 for arousal and 7 for dominance. SAM scores were also significantly higher than the scale midpoint 
for the experience for pleasure (t(104) = 23,314; p < 0,001), arousal (t(104) = 7,279; p < 0,001) and dominance 
(t(103) = 16,335; p < 0,001) as assessed using one sample t test for inference statistics. 

We have also explored the relationships between affective experience from SAM scales with sociodemographic 
data. These results showed significant positive associations through Pearson product-moment correlations between 
pleasure during the VR experience with age (r = 0,208; p < 0,05) and between dominance with the level of 
computer experience (r = 0,266; p < 0,01), suggesting older participants reported a more positive experience, 
whereas individuals with higher levels of computer experience reported being more involved in the VR exposure, 
respectively.  

Negative effects due to exposure for ocular effects and discomfort with the hardware (VR headset, controllers, 
sound) and software (virtual task) were generally low (Figure 3). 
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Figure 3. Mean scores for ocular (LEFT) and general discomfort (RIGHT) 

4. CONCLUSIONS
The previous experiences of the research team with stereoscopic projections in museums had led this work for 

a new step into the immersive experience of interacting with digitized XIX century stereo cards, demonstrating 
the new possibilities for cultural heritage with more reliable when interacting with the digital copies. The self-
report data related to emotions felt during VR exposure suggest this as a positive experience as in terms of pleasure, 
arousal and dominance, the main components of emotional response (Bradley & Lang, 1994). There were also 
associations with age and computer experience. Both age and computer experience were correlated positively with 
pleasure and dominance, respectively. Moreover, cybersickness levels seem to be low as both ocular and general 
discomfort levels were negligible. Overall these data suggest that digitalization of a museum in virtual reality may 
be a feasible approach to provide art and culture through digital means. Our future work aims to improve the 
usability of VR applications for museum archives and media studies, enabling new possibilities to interact with art 
collections, avoiding the use of the original stereo photographs with a correct and reliable relief effect. 
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ABSTRACT 

In this project, we aim to develop and validate a serious game ‘Flies’ created in a complex virtual 
environment that requires participants to find and hit a sitting fly in a virtual kitchen. The behaviour 
of flies can be manipulated through various parameters to increase the difficulty. The game Flies was tested 
using virtual glasses in two different study protocols to test the construct validity and reliability in 
groups of healthy volunteers. Study 1 was performed in the form of a single session consisting of several game 
levels with manipulated parameters of fly’s behavior (N = 21, 21-60y). The procedure also included standard 
measures of focused attention, processing speed and visuospatial scanning, and a questionnaire addressing sense 
of presence. Study 2 applied repeated assessment in healthy subjects (N = 8, 16-34y) in order to test the 
reliability of the task. We have monitored the hit reaction times and the hit distance error of successful 
hits. Preliminary results are presented and discussed in means of validity and reliability of the Flies game. 

1. INTRODUCTION

Cognitive deficits caused by a cognitive decline in the elderly, neurological or psychiatric disorders often affect 
various cognitive functions. However, alteration of rudimentary cognitive processes such as attention, 
psychomotor speed and visuomotor abilities might also affect higher cognitive functions. Hence it is crucial to 
evaluate these processes and treat their possible deficits. Therefore, we strive to create a tool that would allow 
for sensitive assessment and rehabilitation of visual perception, attentional processing and visuomotor 
coordination. 

Over a period of a year, a VR application Flies has been created by NIMH in collaboration with 
3dsense studio responsible for technical development. The application has been tested on healthy volunteers and 
a small sample of schizophrenia patients and seniors with subjective complaints of cognitive decline or MCI (not 
reported here). In this paper, we report preliminary results of the late prototype of Flies from two quantitative 
studies. The aim of Study 1 was to evaluate the construct validity (Parsons and Rizzo 2008) through comparison 
with the standardized methods that are commonly used to measure attention (especially visuospatial 
scanning) and processing speed. The aim of Study 2 was to explore the reliability of Flies using repeated 
assessment. 
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2. METHOD

2.1 General description of the serious game ‘Flies’ 

The serious game application was created using game engine Unity®Pro software. The task takes place in a 
corner of a virtual kitchen environment, we have restricted the active virtual space to limit potential 
cybersickness and to allow participation of people with restricted movement capabilities. The flies emit typical 
sounds while flying, although in the current version the sounds do not originate at the location of a fly and thus 
cannot be used to track it. Flies can occupy one of 8 target circular areas (heliports) located in front of the 
participant (see Fig.1). The task of the player is always to hit a fly as quickly as possible after it lands (a fly in 
flight cannot be hit). The task was designed to address focused attention, visuomotor coordination and 
psychomotor speed. Individual levels (rounds) can be controlled by several parameters: level duration; the total 
number of flies and number of flies present simultaneously; number of active heliports and their sequence; a 
pause between flies; the flight speed; whether and when a fly can leave a heliport. Moreover, the way the flies 
appear can be manipulated - either they appear immediately on a heliport or they fly towards it. Also, some 
aesthetic parameters such as a fly size can be adjusted. 

Both studies were conducted with an HTC Vive Pro headset with one controller as a virtual flyswatter. 
The protocol always starts with a tutorial - participants are acquainted with the environment, the positions of 
heliports and with the use of a flyswatter, which they are asked to practice by hitting flies sitting at each heliport. 
The following levels vary in parameters (see Methods, Study 1,2). Detailed data about the position of the headset 
and the controller as well as positions of flies and participants actions have been recorded. Moreover, the spatial 
precision (hit distance error = distance from the center of the flyswatter to a fly in a moment of hitting it) and hit 
reaction time (the time since an appearance of a fly on a heliport and the moment it is killed) has been calculated. 
Quantitative data analysis was performed in R Studio (RStudio Team, 2019). 

Figure 1. Visualization of the virtual environment applied in the serious game Flies (first-person 
view). The game tutorial shows the heliports (left). Heliports are not highlighted during the assessment. 

Illustration of the visual feedback provided to the participant after a successful hit (right). 

2.2 Study 1- validity 

The aim of the first study was to test the construct validity of the serious game Flies. Sample of 21 healthy 
participants (13F/8M) with age ranging from 21 to 60 years (M = 31.05, SD = 8.22) was recruited in the social 
surroundings of the authors. Prior to Flies all participants performed a set of neurocognitive tests aimed to 
evaluate abilities potentially addressed by the novel VR task: 1) reaction time and focused attention - hit reaction 
time in Conners’ Continuous performance test 3 (CPT; Connors, 2014), Simple response time (SRT) in PEBL 
2.0 (Mueller, Piper, 2014); 2) psychomotor speed and executive functioning - the Trail making test (TMT; Preiss, 
Preiss, 2006) A and B (times); and 
3) visuospatial scanning - Bell test - total time (Gauthier et al., 1989).

Afterwards. participants underwent the virtual task Flies consisting of a tutorial and four levels. Level 1 
- 20 flies were immediately appearing only on three preselected heliports, Level 2 was the same except that the
flies were ‘landing’ on the heliports. The order of these two levels was alternating between participants. Levels 3
and 4 were
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both limited by the duration of 5 minutes and all 8 heliports were opened, in former there was only one fly 
present at every given moment and a pause between flies was 8 seconds, in the latter there were two flies 
simultaneously present and the pause was 1 second. Subsequently participants responded to our own 
questionnaire (including questions about their experience and cybersickness) and Ingroup Presence 
Questionnaire (IPQ; Schubert, 2003). The averaged hit reaction time measured in individual levels of Flies was 
analyzed using correlation analysis (Spearman’s rho). 

2.3 Study 2 - reliability 

Eight healthy volunteers (4F/4M) aged 16-34 years (M = 24.75, SD = 6.58) participated in a short study during a 
mental health festival organised by NIMH that was opened to the general public. First, they performed approx. a 
10 minute long task in Flies (updated version) consisting of a tutorial and two levels. In Level A 40 flies flew to 
the heliports while in Level B they immediately appeared at the heliports although in a different order. Directly 
afterwards participants filled out our own questionnaire and performed a re-test of the same task in VR omitting 
the introductory tutorial. During the task two dependent variables were measured: the hit reaction time and hit 
distance error. The averages of these were consequently tested by Spearman’s rho for correlations between test 
and retest assessments. 

3. RESULTS

3.1 Study 1 - validity 

The Spearman’s correlation analysis revealed a significant positive association between the hit reaction time 
measure and the performance in the Bell test (total time, when a participant was sure he has found all the bells) 
and the TMT A task variant, while no correlation was identified between this measure and the reaction times 
measured using CPT and SRT (see Table 1). IPQ results (scale of 0-6) are as follows: general presence [1 item]: 
Mean(SD) = 4.67(1.15); spatial presence [5]: 4.8(1.05); involvement [4]: 3,33(1.6); experienced realism [4]: 
2.44(0.95). Participants found (on 0 -6 scale) the task in Flies rather easy in terms of attention 2.5(1.57) and 
coordination 2.1(1.48) and rather enjoyable 4.86(1.2), no (n=17) or very mild (n=5) cybersickness was reported. 

Table 1. Descriptive statistics and correlations (Spearman’s rho) of measured variables (abbr. in Methods). 

Variable M SD TMT_A TMT_B Bell SRT CPT Level1 Level2 Level3 

TMT_A 27.07 9.84 

TMT_B 71.89 21.55 0.365 

Bell 130.07 38.41 0.127 0.212

SRT 280.6 32.04 0.044 0.129 0.168 

CPT 362.8 33.12 0.456* 0.344 0.095 0.401 

Level1 0.909 0.199 0.321 0.227 0.26 0.128 0.289 

Level2 0.604 0.173 0.515* 0.022 0.527* -0.083 0.236 0.662**

Level3 1.176 0.536 0.439* 0.018 0.248 -0.336 -0.003 0.328 0.598** 

Level4 0.994 0.239 0.517* 0.211 0.406 -0.031 0.187 0.561** 0.712** 0.725**

Note: M and SD represent mean and standard deviation in seconds. Levels 1-4 represent averaged hit reaction 
times in Flies (in seconds); * indicates p < .05. ** indicates p < .01. 
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3.2 Study 2 - reliability 

Concerning the hit reaction time we measured significant moderate test-retest correlations: for the Level A, 
where the flies were landing on heliports it is r = 0,762 (p = .038) and for the other Level B, where the flies were 
immediately appearing on the heliports it is r = 0.810 (p = .022). Regarding the hit distance error, obtained test-
retest correlation coefficients differed between levels: for Level A (r = 1; p < .001) and for Level B (r = 0.706; p 
= .05006). Participants found the VR task rather easy in terms of attention M = 2.5(SD = 1.07) and coordination 
2.65(1.6) and enjoyable 5.13(0.64), only one participant reported cybersickness although moderate (3), these 
data were gathered again on 0-6 scales. 

4. DISCUSSION & CONCLUSIONS

Presented tentative findings of the two studies indicate the Flies task construct validity can be explained in 
means of visuospatial scanning and possibly visuomotor coordination. However, the hit reaction time findings 
cannot be directly linked to simple reaction times measured in focused attention tasks such as CPT and SRT. This 
could be explained by the visuospatial complexity of the Flies task. In the future analyses we plan to utilize the so-
called ‘initiation time’ (the time since the fly’s landing to the moment a participant initiates the swat movement) 
as another variable addressing internal processing. However, feasibility of this approach remains to be tested. 
Moreover, we lacked specific visuomotor task and a comparison with specific groups, where we could expect 
distinct results in means of psychomotor speed (seniors and patients with mental health issues). Unfortunately, it 
was not possible to finish the assessments according to the original plans, due to the social distancing required 
since March 2020. We hope to address these limitations in future studies. 

The reliability of Flies cannot be confirmed by the presented data acquired from such a small sample. 
However, the preliminary data seem promising. This indicates that the late Flies prototype enables repeatability 
required for cognitive assessment. However, originally implemented features, intended to increase presence 
(turned off in this study), could be potentially applied in rehabilitation of neurocognitive deficits in seniors or 
neuropsychiatric disorders. 
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ABSTRACT 

Converging evidence finds that learning complex motor tasks in virtual reality using a head-mounted 

display (HMD-VR) may increase cognitive load and decrease motor performance compared to 

conventional computer screens (CS). Separately, visuomotor adaptation in HMD-VR has been 

shown to recruit more explicit, cognitive strategies during adaptation, resulting in a decrease in 

implicit mechanisms thought to contribute to motor memory formation. In this preliminary analysis, 

we measured cognitive load during visuomotor adaptation using a dual-task probe and examined the 

relationship between cognitive load and mechanisms of adaptation. We found cognitive load to be 

higher in HMD-VR and that increased cognitive load was related to decreased overall implicit 

adaptation and decreased explicit, cognitive mechanisms during early adaptation. Future analyses 

will examine how HMD-VR-related increases in cognitive load affect motor memory retention and 

transfer to the real-world. 

1. INTRODUCTION

There is inconclusive evidence of motor transfer between HMD-VR and the real world and the mechanisms 

underlying motor transfer between HMD-VR and real-world contexts are unclear (Levac et al., 2019). This 

variability suggests certain factors or experimental conditions may facilitate or hinder HMD-VR transfer. There is 

evidence that HMD-VR may result in increased cognitive load during complex motor learning which could have 

negative effects on retention and transfer (Frederiksen et al., 2020). Separately, there is evidence that HMD-VR 

visuomotor adaptation may recruit more explicit, cognitive mechanisms during adaptation, resulting in a decrease 

in implicit adaptation (Anglin et al., 2017). The purpose this analysis is to examine whether HMD-VR visuomotor 

adaptation increases cognitive load and whether cognitive load is related to mechanisms of adaptation. 

2. METHODS

Thirty-six participants were included in this analysis (26 female/13 male; aged: M= 26.5, SD=4.9) with eligibility 

criteria being right-handedness and no neurological impairments. Written informed consent was obtained from all 

participants and the experimental protocol was approved by the USC Health Sciences Campus Institutional Review 

Board and performed in accordance with the 1964 Declaration of Helsinki. 

Figure 1. Means (M) and std. errors (SE) are plotted across cycles. Inset bar graphs show group M 

and SE as well as individuals means during early (fist 4 cycles) and late (last 4 cycles) adaptation. 
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We used an established visuomotor adaptation task with a dual-task probe measuring attentional demands as a 

proxy of cognitive load. Briefly, participants trained in either CS (N=12) or HMD-VR (N=24; Oculus Quest) and 

completed Baseline (72 trials) and Rotation (320 trials) blocks. During Baseline, participants were instructed to 

reach towards unperturbed targets flanked by numbers and report the number they were aiming to prior to receiving 

a visual cue to reach, with the goal of each trial to make a cursor land on the target. During Rotation, a 45° 

counterclockwise perturbation was introduced and participants needed to counteract the perturbation for the cursor 

to land on the target. On one pseudorandom trial in each cycle (8 trials/cycle), an auditory cue sounded, and 

participants were instructed to quickly press a foot pedal before reaching. The reaction time to press the pedal after 

the auditory cue was used as a measure of cognitive load (CL). Reported aim during adaptation was used as the 

aiming angle, and the difference between aim and hand angle was measured as implicit adaptation (IA). We used 

an inverse gaussian GLMM to examine CL across trials and between groups (random-effects being participants) 

and unpaired t-tests for comparisons between training environments where p < 0.05 was considered significant. 

3. RESULTS

Cognitive load. The GLMM analysis indicated cycle number (β1 = -0.83, SE = 0.32, t = -2.61, p = 0.009) and 

training environment (β2 = 167.39, SE = 38.41, t = 4.35, p < 0.0001) to be significantly related to CL where training 

in HMD-VR increased attentional demands (Figure 1A). We also found a significant group difference in average 

CL during the baseline block (t(27.5) = -3.12, p = 0.004) as well as during the rotation block (t(30.4) = -2.96, p = 

0.006) where CL was greater in HMD-VR for both blocks. Baseline. To examine differences between training 

environment at the end of baseline, we compared the last cycle of the baseline block and found no significant 

differences in hand angle (t(34.0) = 1.55, p = 0.130), aiming angle (t(18.8) = 0.48, p = 0.640), nor IA (t(30.0) = 

1.11, p = 0.277). Rotation. To examine differences between training environments in early and late adaptation, we 

compared the first four and last four cycles, respectively. In early adaptation, we found significant differences in 

hand angle (t(27.8) = 2.31, p = 0.028) and aiming angle (t(23.7) = 2.09, p  = 0.047) but not in IA (t(18.7) = 0.47, 

p = 0.642). In late adaptation, we found significant differences in aiming angle (t(14.5) = -2.28, p = 0.038) and IA 

(t(17.0) = 2.14, p = 0.047) but not in hand angle (t(29.6) = -1.19, p = 0.244). Figures 1B-D show adaptation curves. 

In an initial analysis exploring the relationship between cognitive load and mechanisms of adaptation, we found 

significant relationships between average cognitive load and aiming angle in early adaptation (F(1,34) = 6.85, R2 

= 0.143, p = 0.013) as well as overall IA (F(1,34) = 4.39, R2 = 0.088, p = 0.044) where increased cognitive load 

related to decreased early adaptation aiming angle and decreased overall IA. 

4. DISCUSSION

The results of this analysis suggest that visuomotor adaptation in HMD-VR increases attentional demands 

compared to a conventional computer screen. We showed that while adaptation was similar between environments 

at the end of training, participants training in HMD-VR took longer to adapt and this could potentially be explained 

by differences in explicit, cognitive mechanisms (aiming angle) in early adaptation. Moreover, aiming angle was 

greater in HMD-VR and implicit adaptation was greater in CS at the end of adaptation, replicating our previous 

findings in Anglin et al. 2017. Lastly, we found that increased cognitive load was related to the aiming angle in 

early adaptation as well as overall implicit adaptation, suggesting the differences in mechanisms between training 

environments could potentially be explained by an increase in attentional demands. Future analyses will examine 

whether these results are related to differences in motor memory retention and transfer to the real-world. 
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ABSTRACT 

One of the key aspects in a long-term physical rehabilitation is the motivation to persist, especially 
for children with cerebral palsy. We developed an EMG-controlled serious game in collaboration with experts 
in physiotherapy and rehabilitation sciences. Using non-invasive surface-EMG sensors ensures that the patient is 
activating specifically targeted muscles. The EMG and game data captured during the gameplay enable to track 
the game performance and rehabilitation progress. The source code of the game is released under the GPLv3 
license, enabling free use and modifications. 

1. INTRODUCTION

Cerebral Palsy (CP) is the most prevalent childhood disability, affecting 3 in 1000 children (Prevalence of Cerebral 
Palsy, n.d.). A large percentage of children with CP suffer from other development disabilities, e.g. autism, 
intellectual disabilities, or visual impairment (Data and Statistics for Cerebral Palsy, 2019) and needs a long-term 
or lifelong physical/occupational therapy (Individuals with Disabilities Education Act (IDEA) Services, 2019).  

Physical therapy (PT) is focused mainly on the engagement of a specific muscle(s) and can improve (or slow 
the degradation of) muscle function. Different types of therapeutic programs are available but an intense, repetitive 
task therapy is associated with greater effectiveness (Damiano, 2009). The challenging nature and repetitiveness 
of the motion can lead to boredom and low adherence to the training plan. 

Motivation is key to patient’s adherence and compliance with PT. Gamification of the PT and/or use of 
computer games in strength-training effects patient’s motivation and adherence positively (Bryanton, et al., 2006). 

In this paper we present a new EMG controlled serious game targeted for children with CP. We extended 
our modular platform OpenFeasyo (Omelina, Kostkova, Bonnechere, Van Sint Jan, & Jansen, 2020) with several 
novel modules. The OpenFeasyo platform (www.openfeasyo.org) is open sourced as we believe that it can be 
beneficial for the research related to physical rehabilitation, as well as for the daily practice of physiotherapists. 

2. RELATED WORK

The EMG controlled games and EMG assisted tools in rehabilitation use principles from biofeedback. In their 
review on biofeedback in rehabilitation, Giggins et al described the principle as using "surface electrodes to 
detect a change in skeletal muscle activity, which is then fed back to the user usually by a visual or auditory 
signal." (Giggins, Persson, & Caulfield, 2013). Whereas Giggins et al reviewed solutions for a variety 
of patient populations, the Cochrane review (Woodford & Price) focuses on EMG biofeedback systems for 
post-stroke 

Proc. 13th Intl Conf. Disability, Virtual Reality & Associated Technologies 
Serpa, Portugal, 8–10 Sept. 2021 

©2021 ICDVRAT

210



patients. Both reviews found studies clearly documenting improved patient outcomes but also studies showing no 
impact. Altogether, further work is needed both on the development of appealing and easy to use systems, as well 
as on the validation of these approaches.  

We identified several, more recent systems related to the system proposed in this paper. Liu et al, developed 
an upper limb rehabilitation training system for children with CP, combining accelerometers and surface 
electromyography (Liu, et al., 2017). The system contained 3 games and run on an Android platform. After a long-
term intervention training with the system, children with CP improved their game performance and motor control. 

Yoo et al., developed an EMG virtual-reality (VR) biofeedback system on neuromotor control in children with 
CP. They investigated the effectiveness of EMG biofeedback with the use of VR, and provided evidence of added 
value of VR in enhancing upper limb function of children with CP (Yoo, Lee, Sim, You, & Kim, 2014). 

Shushong and Xia used an EMG-driven computer game in the rehabilitation of post-stroke patients in which 
important rehabilitation goals can be achieved in the first 24-48 hours after stroke. EMG-driven computer games 
can be used even during first hours after the hospital admission, while the patient is lying. (Shusong & Xia, 2010). 

3. SYSTEM DESIGN

The Ghostly game is part of our open source OpenFeasyo platform. The modular nature of the platform enables 
integration of any surface EMG sensor and addition of new games. In relation to the Ghostly game, we introduced 
three modules into the platform: 

 The Ghostly game module, which contains the game logic, the level designs, and graphic design.
 The EMG signal processing module which handles communication with an sEMG sensor, preprocessing, and

real-time processing of the EMG signal.
 The reporting module is responsible for visualization of the game and EMG data.

3.1. Ghostly Game Design 

(a) 

(b) (c)

Figure 1: (a) Ghostly game level (b) Ghostly game controlled with sEMG sensors (c) Ghostly Game Report 

With consideration of our target audience – children with CP who might also have visual or cognitive impairment 
- we created a 2D game, with simple graphics. Ghostly is a platformer game inspired by the old-school games.
The game contains 90 levels split equally into 3 graphical themes (worlds):  Earth, Water, and Rock, Figure 1 (a).

The goal in each level is to help the avatar reach the EXIT sign, by controlling his actions – jumping (or 
swimming) and shooting. Along the path the avatar needs to jump on platforms (swim around obstacles) to collect 
the coins and to avoid or shoot the enemies of varying strength. 
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The actions of the avatar are controlled with muscle activity measured by two sEMG sensors (one for 
jumping/swimming, one for shooting). The forward movement is automatic. The selection of the sensor placement 
(anywhere on the body) is up to the physiotherapists and can be tailored to the needs of each patient, Figure 1 (b). 

3.2. EMG Signal Processing Design 

Communication with each type of sensor is different and is defined by the sensor’s communication protocol. We 
introduced abstraction of the EMG sensors such that different types of sensors can use the same signal processing 
algorithms. The abstracted EMG module is interfacing the communication between the sensor and the game. 

The sensors which enable Bluetooth communication can be used with the Android version of the Ghostly 
game. The sensors which require a serial port connection can be used with the Windows (desktop) version. 

To process the EMG signal and detect the muscle activation, we used the method described by 
Kamen & Gabriel (Kamen & Gabriel, 2009). The method consists of following steps: 

Pre-processing: 

1. Calibration of the muscle resting state - the calibration should be performed before each game play. The
calibration requires the player to rest the muscles. Baseline mean (xbaseline) and standard deviation (baseline) are
computed on calibration data of twice the size of the sampling rate.

Real-time processing: 

1. Band-pass filtering – the incoming signal is filtered eliminating the signal out of the 5-25 Hz range.
2. Full-wave rectification – using the absolute value of the signal rectifies its negative component.
3. Moving average filtering – averaging the signal over a short window (1/10th of the sampling rate) improves

robustness and avoids filter misdetections or very short accidental activations.

𝑠ሺ𝑡ሻ ൌ  
ଵ


 ∑ 𝑥ሺ𝑡ሻ௧

ୀ௧ିሺିଵሻ   (1) 

where s(t) is smoothed signal, n is the window size, and x(t) is the signal (result of previous steps) at a specific 
time point t  

4. Threshold detection – declaring a threshold above which the EMG signal is considered as the muscle activation. 
The threshold is set during the calibration step and the following criterion is applied:

𝑎𝑐𝑡ሺ𝑥ሻ ൌ ൜
1, 𝑖𝑓𝑥  ሺ𝑥௦  3 ∗  𝑠௦ሻ,
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒    

(2)

where act(x) is result of thresholding, x is the smoothed EMG signal (result of previous step). 

3.3. EMG Game Report Design 

The Ghostly game collects data (date, time, game level, score, and EMG signal) during the gameplay. All 
the information is stored in an open c3d file format (Cramp, 2020) for post-processing, reporting, and 
visualization. Figure 1 (c) shows part of the Ghostly game report visualizing the muscle contraction, in relation 
to actions in the game (jumping, shooting) and where in the game level the player was at that moment. 

4. VALIDATION

Currently the system – an Android tablet, Ghostly game, and 2 Delsys Trigno Avanti sensors – is available in 
a rehabilitation center in Brussels for the therapists to use (informally and voluntarily) as a part of their 
rehabilitation sessions. We anticipate the use in rehabilitation of children suffering from neuromotor conditions, 
e.g. CP.

5. FUTURE WORK

We are designing an intervention study in collaboration with the Center of Pediatric Neurological Disorder 
in Brussels. The patient data will enable us to study the changes in the EMG signal and the potential of 
detecting muscle fatigue to which the game could react. The interaction with therapists, will provide insight into 
their needs and will lead to adaptations of the clinical report. 
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Our system currently supports three sEMG sensors - Shimmer3 EMG Unit1, FlexVolt, FlexShield2, and Delsys 
Trigno Avanti3. We plan to add support to more sensors, specifically the ones preferred by the therapists, as well 
as to extend the Ghostly game with more themes/worlds (e.g. ice). 

6. CONCLUSION

The Ghostly game is part of our modular system. The separation of the game (logic and design) from EMG signal 
processing enables support of new sEMG sensors and development of new games. Our modular system is open 
sourced to encourage a collaboration among research community, developers, and therapists. The Ghostly game 
we developed is currently in an informal use in one of the rehabilitation centers in Brussels and we are preparing 
an intervention study with the Center of Pediatric Neurological Disorder in Brussels. 
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ABSTRACT 
Modern progressive lenses are widely used to allow distance and near-view within one lens. Novice 
users experience motion sickness during adaptation and have problems performing everyday tasks 
when first using progressive lenses. To evaluate the effects of progressive lens distortion in 
psychophysical experiments these need to be simulated in real-time. We present a method to 
generate the distortion pattern of a progressive lens in virtual reality that allows testing perceptual 
distortions and behavioural consequences of exposure to such distortions. A user study showed that 
the heading angle on the horizontal axis was significantly underestimated through implemented 
distortion. 

1. INTRODUCTION
All people develop presbyopia with age, and increasing amount of the population correct their myopia, 
hyperopia or astigmatism using spectacles. Ageing populations all over the world lead to more people needing 
spectacles to correct conjunctions of multiple corrections. A common approach in lens design for this problem is 
progressive additive lenses (PAL), which have a distance and a near view zone (see Fig. 1). ). In PALs both 
zones are connected through a gradient corridor in which the magnification changes smoothly in contrast to 
bifocals with a hard border between the far and near zone. This allows having a lens with correction for near 
sightedness, refractive errors and without perceiving sudden displacements. Since PALs are used in most 
spectacles for presbyopia, PAL design has evolved dramatically during the last 40 years (Meister & Fisher, 
2008). Although lens-design allows individual lenses created through free-form lens surfacing, some wearers 
experience motion sickness through their spectacles and most need time to adapt to it. Elderly bifocal, trifocal, 
and PALs wearers have been found to fall significantly more likely than wearers of single-vision lenses (Lord et 
al., 2002).  

Figure 1.  Schematic of a progressive additive lens and its distortion vectors in the FOV. The 
gradient corridor between the distance (green) and near view (red) zones leads to unavoidable side-
effects in the periphery e.g. skew on both sides of the lens (blue). 
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    PALs distort the image that reaches the retina differently in different image areas, creating a new mapping 
between the world and the retinal image. Following Sheedy et al. (2005) this mapping includes astigmatism like 
distortions in more peripheral areas that follow the physical limitations described in the Minkwitz-theorem 
(1963) and appear through creating the gradient area. These distortions are a likely source of discomfort and 
disorientation during locomotion in novel wearers. Faubert & Allard (2004) used a multi-screen system to 
investigate the effects of a PAL-like distortion on the perception of forward movements. They measured the 
leaning angle of subjects standing on one foot and found that the distortions generated significant instability. The 
reason behind this instability may be that distortions produced by a PAL continuously change the optic flow 
field, i.e. the motion field experienced on the retina during self-motion (Gibson, 1950). Optic flow is used, 
among other things, for the control of stance (Lee, 1980) and the perception of the direction of self-motion, or 
heading (Lappe et al., 1999). Habtegiorgis et al. (2017) showed that adaptation effects on PAL-like distortion 
through display presentation is possible. It thus seems possible to use VR to simulate and investigate the 
perceptual and behavioural modifications that occur in novel wearers of PALs, since the complete FOV can be 
distorted in real-time and according to self-motion.  

   We present a VR method to investigate and compare the possible effects of optical lens designs on visual 
perception. As a proof of concept we created a user study in which distortion was applied on the field of view 
(FOV) of a virtual environment in which users were asked to estimate their heading direction. 

2. SIMULATION OF PAL DISTORTION IN HMD

All stimuli were presented with the HTC Vive, a Head Mounted Display (HMD) with 2 OLED screens with 
1080 x 1200 Px at 90 Hz and a FOV of 110°. A Vive controller was as input device. To track position and 
orientation we used the lighthouse tracking system. To present the experiment we used Unity3D and the 
SteamVR asset on a computer with a NVIDIA GeForce RTX 2060 graphics card, an Intel Core i7-8750 CPU 
with 2.2 GHz, 16 GB of RAM running Microsoft Windows 10. 

    In an optical lens, light-rays that enter the lens are refracted and thus reach the retina at a different location 
than in normal viewing. To create a similar effect in a digital image, each pixel position is replaced by a source 
pixel at a different location in the undistorted image. To simulate a given distortion pattern of a progressive lens 
in VR, we applied a custom pixel shader on a virtual camera object in Unity3D. By accessing the render pipeline 
of the graphics processor, shaders can be applied fast on any given environment. Our shader redefined the pixel 
positions on the x and y axis of both displays in the HMD. For the simulation we used a typical PAL design. The 
distortion map of a grid of the example lens design was generated through raytracing using a grid consisting of 
50 x 50 grid points with an inter grid point distance of 41 mm, seen at a distance of 2 m. To simplify this 
distortion matrix, we used the curve fitting toolbox of MatLab 2018b to fit two derivable polynomial-functions 
(see equation 1) to predict the distortion-shift f in x and y-direction for each x and y position  (rmse x = 0.0021, 
rmse y  = 0.0027). The fitted 11 parameters of both functions were then passed to the pixel shader. All defined 
pixels were replaced by source pixels at the calculated x- and y-positions of the undistorted image. 

𝑓𝑓(𝑥𝑥,𝑦𝑦) = � (𝑝𝑝𝑖𝑖𝑖𝑖𝑥𝑥𝑖𝑖𝑦𝑦𝑖𝑖)
𝑖𝑖+𝑖𝑖=5

  𝑖𝑖, 𝑗𝑗, 𝑥𝑥,𝑦𝑦 ≥ 0  (1) 

3. User Study of Heading Perception in Simulated PAL Viewing

3.1 Procedures 
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Figure 2.  Left: Underestimation of the heading angle. Through the PAL distortion the heading angle is slightly 
underestimated. The effect is dependent on the true heading angle. Lines show a linear fit. Right: Distorted (above) 
and non-distorted FOV at the starting position of the experiment. 

    All subjects were asked to sit down. The virtual environment was presented in stereo, although the same 
distortion was applied to both displays in the HMD. Each subject was asked to adjust the HMD until all edges of 
a head-fixed aligning-texture were visible and the texture was centred correctly. Then the approximately 15 
minutes long experiment started. To estimate distortions of self-motion perception in simulated PAL viewing we 
conducted an experiment that tested perceived heading direction following established procedures of heading 
perception research (Warren et al., 1988; Royden et al., 1992; Lappe et al., 1999). In two conditions participants 
either experienced a distorted or a non-distorted FOV (see Fig. 2), and were instructed to look at a fixation target 
(diameter of 1 m, positioned 10 m in front of the subject at the height of 0.5 m). The display then simulated forward 
motion at 2 m/s in one of a set of 11 heading angles (-10, -8, -6, -4, -2, 0, 2, 4 6, 8, 10) for 0.5 seconds. Heading 
direction and distortion condition varied in a pseudorandom order that was different for each participant. After the 
motion stopped, participants were asked to indicate their perceived heading direction. A thin vertical red bar was 
placed on a red circle with a radius of 10 m around the participant. Participants placed the bar in the perceived 
heading direction by pointing with the controller in their right hand and confirmed by pulling a trigger. To mask 
the change of distortion between trials the screen greyed out for 0.5 seconds between trials.  

Table 1. Influence of Distortion on Heading: 

Baseline Model Comparison Model 
(Intercept) −0.01 (3.86) −0.01 (3.86)
True Heading 0.75 (0.01)∗∗∗ 0.78 (0.01)∗∗∗
Distortion −0.04 (0.10) −0.04 (0.10)
Rotation y-Axis −0.06 (0.05) −0.06 (0.05)
Vision corrected −0.36 (0.73) −0.37 (0.73)
Hypothesis −0.27 (0.72) −0.26 (0.72)
Age −0.02 (0.14) −0.02 (0.14)
Gender −0.13 (0.71) −0.13 (0.71)
True Heading*Distortion - −0.06 (0.02)∗∗∗
AIC 13965.27 13959.22 
BIC 14048.67 14048.57 

Table 1. Beta weights are shown for all factors (standard errors in brackets). Only the factors True 
Heading and True Heading* Distortion had a significant influence on the estimated heading 
direction. Factors with beta weights of 0.00 in both models and were not included (*** p < 0.001). 

3.3 Results 
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shallower than that for the non-distorted view indicating a misperception of heading induced by the distortion. To 
analyse the data statistically we defined a mixed effect model to predict the perceived heading angles using the 
control variables True Heading, Gender, mean X-, Y- and Z-Rotation Angle, Trial length, Trial number and 
Distortion as fixed effects. The factor Subject was added as a random effect. To test if the simulated PAL distortion 
in interaction with the True Heading had an influence on the perceived heading angle, a second model including 
this interaction was fitted (see Table 1). The second model including the interaction True Heading*Distortion was 
significantly better (χ² = 14.512, p < .001). The random factor Subject explained 13.3 % of the variance in Model 
2 (p < .001).  

4. CONCLUSIONS
We demonstrated that VR can be used to simulate and measure the distortion effects of PALs. The method offers 
a simple, fast, and efficient opportunity to investigate the distortion created by different lens designs. This is 
achieved by mimicking and displaying the outgoing image of a PAL, to generate a comparable retinal image. Since 
the object’s distance can be optically translated into size, the distortion map is valid for all distances. In order to 
show the applicability of the method we conducted a user study comparing self-motion perception with distorted 
and non-distorted views. As in many studies before (Warren & Hannon, 1988; Royden et al, 1992), subjects were 
able to estimate their heading direction from the non-distorted visual input. The negative beta coefficient of the 
interaction of -0.06, suggests that the PAL-distortion led to an underestimation of the heading angle during the 
experiment. Since the motion vectors of the FOV are asymmetrically changed through the applied distortion a 
difference in heading estimation seems plausible. In the real wearing of PAL glasses, the observed underestimation 
may lead to slightly wrong expectations about distance and position of visible objects during self-motion. Thus, 
distortion may be a factor wearers may need to adapt to. We introduced a method to use cost-efficient hardware to 
display optical effects of complex progressive lenses and showed in a user study that the PAL-distortion applied 
through a custom shader led to an underestimation of the heading angle. 
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ABSTRACT 

The 360° camera is a practical and low-cost system that generate 360° content-based Virtual Reality 

(VR), inducing high sense of presence. The aim of the current work is to explain a useful method to 

generate a 360° video-based VR for Sexual Harassment (SH) scenario. First, two focus group with 

women were led to collect information about the SH events in Mexico City. Second, the user 

experience test was carried to evaluate the quality of the content. The current study is a part of a 

pilot study that investigates the feasibility of 360° video to study empathy (and related variables) in 

men in SH scenario.  

1. INTRODUCTION

User Centered Design (UCD) is based on the active involvement of the potential user with the aim to improve the 

usability of the product or the service itself (Mao et al., 2005). The forward step of the UCD is the User Experience 

(UX), defined as a person’s perception and responses that result from the use and/or anticipated use of a product, 

system, or service (Hassenzahl and Tractinsky, 2006). Specifically, the UX includes individual preferences, and 

psychological and behaviors responses that happen before, during, and after the interaction with the product, and/or 

the system (Kolski et al., 2011). Considering the case of Virtual Reality (VR), the environments are often poorly 

evaluated with users, and the VR content is often created without the voice of the target to who the content is 

addressed (Triberti et al., 2018).The current study is based on a develop of a 360° video-based VR in a sexual 

harassment (SH) scenario following the UCD and UX procedures. The study was approved by the Ethics 

Committee of the Universidad Nacional Autónoma de Mexico (UNAM) with the code EP/PMDPSIC/0151/19.  

2. METHOD

2.1 Study 1: Focus Group 

The aim of the study was to collect information from women to record the 360° immersive video that reproduces 

different harassment scenarios.  

2.1.1 Participants 

Sixteen women participated to the study (Mage = 28 years old; SD = 7.37) that matched the inclusion criteria if 

being an older woman ≥ 18 and do not have been victim of sexual abuse. Consent was obtained from all participants 

in accordance with the Declaration of Helsinki. 

2.1.2 Procedure 

The group were led at UNAM and following a structure previously developed by the main researcher (open-ended 

questions about the typical SH behaviour). Both groups were conducted in Spanish language and last 

approximately one hour and half. 

2.1.3 Results 
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Theme 1: the women feelings. (a) SH as normalized behaviour, (b) negative feeling, (c) fear, (d) bother, (e) under 

threat. Theme 2: the environments. (a) public places (public transports, university, street), (b) private place (at 

home, at work). 

2.2 Study 2: User Experience 

The goal was to analyse the experience of the user during the exposition of the 360° video, previously recorded. 

2.2.1 Participants 

Ten participants took part at this step: 3 women and 7 men (Mage = 25.70, SD = 5.56). 

2.2.2 360° Scenarios 

The 360° video were recorded with the LG360-105 camera. The camera was hold by the female performer on her 

head to generate the first-person perspective. We recorded several harass scenarios; then all the videos were edited 

by the Premiere Adobe program to generate a unique immersive 360° video (Fig. 1).  

2.2.3 Measures 

Simulator Sickness Questionnaire:  this is a 16-item questionnaire that measures the level of discomfort perceived 

during the experiment; Motion Sickness Questionnaire: this is a 16-item questionnaire that measures the level of 

discomfort perceived during exposition due to the 360° environments movements; and Open questions: 8 user 

experience questions  

2.2.4 Results 
A one-sample t-test indicated that simulator sickness scores were significantly lower than the chance level of 2 for 

both factor: Nausea (M = 1.31, SD = .250), t(9) = -8.71, p < .001 and Oculomotor (M = 1.43, SD = .398), t(9) = -

4.54, p < .001. However, the results for the motion sickness scores were significantly lower than the chance level 

of 2 for the factors Gastrointestinal (M = 1.37, SD = .358), t(9) = -5.51, p < .001; Peripheral (M = 1.43, SD = .487), 

t(9) = -3.74, p = .005 and Tolerance-Related (M = 1.20, SD = .230), t(9) = -11.01, p < .001, and tendency to 

significance factor Central (M = 1.71, SD = .272), t(9) = -2.25, p = .51. Moreover, from the analysis of the open 

questions emerged that what mostly caused the sickness to participants were the movements of the camera. 

3. CONCLUSIONS

The present work underlines the importance of the UCD to develop VR content (Hassenzahl et al., 2006), and to 

increase the UX. In our case, the cybersickness generate from the 360° video was the main obstacle to overcome, 

for this reason we conducted an UX test to ensure that the content would not generate any kind of 

uncomfortableness to participants. 
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Note. (a) = embodiment induction; (b) = daily activities; (c) = library harassment; (d) = taxi harassment; (e) = spouse harassment; (f) 

= subway harassment. 

Figure 1. Screenshots of the sexual harassment scenarios in the 360° video VR experience. 
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ABSTRACT 

Introduction: Impaired balance is often observed in children with cerebral palsy (CP). Promising results of 

serious games for balance training have been reported by different research groups. Serious games have positive 

effects not only on balance but also on motivation. The purpose of the study was to evaluate the effects of a two-

week practice with personalised balance games on balancing functions in children with CP. 

Materials and methods: This study was conducted on 25 children with CP, aged 5 to 18 years. Participants were 

randomly selected for experimental or control groups. All children received 8-9 game sessions, 150-160 minutes 

in general, during two weeks. The experimental group used an online platform with personalised balance games. 

Features of the platform allow customization of the settings of the games according to the player’s abilities. The 

control group played commercial Nintendo Wii games. The primary outcome measure was a Trunk Control 

Measurement Scale (TCMS). The secondary outcome measures included the Timed Up & Go Test (TUG), 

Center of Pressure Path Length (COP-PL), and Dynamic Balance Test (DBT). 

Results: TCMS scores increased by 4.5 points (SD = 3.5, p<0.05), and DBT results improved by 0.88 points 

(IQR = 1.03, p<0.05) after two weeks of training in the experimental group. These scores did not achieve 

statistical significance in the control group. TUG and COP-PL results did not change in both groups.

Conclusion: We observed an increase in balance function, particularly sitting and dynamic balance, in 

participants with CP after a two-week practice with personalised computer games.  

1. INTRODUCTION

Balance is the ability to maintain a posture that depends on the central neural system's complex interaction, 

muscles, strength, proprioception, positioning, vision, and the vestibular system (Niiler, 2018). Impairment of 

balance is often observed in children with cerebral palsy (CP). Promising results of serious games for balance 

training have been reported by different research groups. Serious games have positive effects not only on balance 

but also on the players’ engagement. 

CP is not only a motor disorder. It is accompanied by disturbances of sensation, perception, cognition, 

communication, behaviour, and epilepsy (Rosenbaum et al., 2018). To achieve the effective motor learning of 

new skills, the games need to be adjusted to the child’s motor and mental development level.  

This study aimed to assess balance function changes in children with CP after two-week practice with 

personalized computer games. 
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2. MATERIALS AND METHODS

2.1 Participants 

Children who were admitted to a tertiary care rehabilitation clinic were invited. Inclusion criteria were that the 

children had to be 5 to 18 years of age, diagnosed with CP, and classified as level I, II, or III on the Gross Motor 

Function Classification System (GMFCS). Exclusion criteria included uncontrolled seizures, severe intellectual 

disability, or uncooperative behaviour. 

Children were randomly assigned either to the experimental or control group. The experimental group used 

personalized balance games. The control group played Nintendo Wii games using a handheld Wii Remote. Both 

groups received the same background rehabilitation treatment.   

A total of 26 children were recruited, with 13 in each group. One child from the control group failed to finish 

the study due to somatic illness. 

2.2 Intervention 

For two weeks, all participants participated in 8-9 game sessions, lasting 15-20 minutes each, 150-160 minutes in 

general.  

Participants from the experimental group played personalized balance games for children with motor 

disabilities. Children from the control group played Nintendo Wii Sports and Wii Sports Resort games with the 

handheld Wii Remote. 

2.2.1 Personalized balance games. 

The balance games used in this study are available on the online platform, which allows adjusting the game 

settings and monitoring the player’s progress. The platform analyses each child's previous performance, tracks 

ongoing performance, and suggests a suitable difficulty level for each user in a particular game. The physical 

therapist or caregiver can customize game levels.  

2.3 Outcome measures 

The Trunk Control Measurement Scale (TCMS) was the primary outcome measure. TCMS is a clinical test to 

assess sitting balance in children with CP (Heyrman et al., 2011).  

The Timed Up & Go (TUG) test is a clinical tool that is used to evaluate functional mobility in children with 

CP (Carey et al., 2016).  

The Center of Pressure Path Length (COP-PL) was measured using the Static Balance Assessment Tool, a 

component of the platform developed for measuring basic stabilometry parameters (Chiari, 2009). This tool 

calculates the displacement of the center of pressure while a person is standing still on the Nintendo Wii Balance 

Board.  

The Dynamic Balance Test (DBT) is another diagnostic tool integrated into the platform. It measures the 

ability of the child to shift their body weight precisely.  

2.3 Statistical analysis 

For variables with normal distribution, parametric statistics were used, and pre-post differences were calculated 

using the paired sample t-test. Median values described variables that failed normality tests with an interquartile 

range (IQR). Differences between baseline and post-intervention measurements were compared using the 

Wilcoxon signed-rank test.  

3. RESULTS

In the experimental group, a statistically significant improvement of 4.5 points (SD = 3.5, p < 0.05) in the TCMS 

score was found. In the control group, there was an improvement of 2.1 points (SD = 3.38, p > 0.05).  
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A decrease of the median of the COP-PL by 116 mm (IQR = 671, p > 0.05) in the experimental group was 

noted, and in the control group, it decreased by 117 mm (IQR = 699, p > 0.05). These changes were not 

statistically significant.  

Median values of TUG test results decreased by 1 second (IQR = 10, p > 0.05) in the experimental group. In 

the control group, the difference was 0 seconds (IQR= 2, p > 0.05). Changes in the TUG score, measured before 

and after the intervention, were not statistically significant in either the experimental or control group. 

DBT median values improved by 0.88 points in the experimental group, which was statistically significant 

(IQR = 1.03, p < 0.05). In the control group, the DBT score change was minus 0.03 points (IQR = 1.59, p > 

0.05), and this was not statistically significant. 

4. CONCLUSIONS

This study shows the improvement of balance in children with CP after two weeks of training with personalized 

rehabilitation computer games. 

A possible reason for the achieved results is that the games were adequately adjusted to the player’s motor 

level, ensuring effective motor learning without losing interest or motivation. These data will help to prepare a 

future randomized controlled study to evaluate the benefits of personalized computer games on the balance of 

children with CP.  
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ABSTRACT 
In this project, we aim to develop and validate a virtual reality exposure therapy (VRET) as a tool 
for management of excessive worry and intrusive thoughts, that interfere with daily functioning 
and are characteristic for patients with generalised anxiety disorder, some individuals with 
obsessive-compulsive disorder (OCD) or other anxiety disorders. We developed a virtual dark 
room dedicated strictly to exposure therapy of personalised intrusive thoughts. After entering the 
virtual room, the patient is asked to sit on a virtual chair (matching the position of a real chair in 
the lab). The patient is exposed to his/her private thoughts (presented in random sequence one after 
another) and asked to deliberately re-engage in the feared thoughts without avoiding the triggered 
anxiety. This virtual room enhances the CBT technique “Scheduled Worry Time” used to reduce 
the overall level of negative intrusive thoughts.  

1. INTRODUCTION
Obsessive-compulsive disorder (OCD) is characterized by recurrent, repetitive, and intrusive thoughts or 
impulses. Some individuals with OCD primarily experience negative intrusive thoughts. In the past, the term 
primarily obsessional disorder had been used, but it became clear that patients might engage in hidden 
compulsions such as mental rituals (to try to suppress or neutralize the obsessive thought) that further strengthens 
anxiety. These thoughts or images often center on negative self-image, somatic or aggressive thoughts or 
concerns with contamination or control. Intrusive thoughts and excessive worry are very often experienced also 
by patients with generalized anxiety disorder (GAD) and other anxiety disorders.  

Cognitive-behavioral therapy (CBT) including exposure and response prevention (ERP) has been found 
effective in numerous studies. Existing VR solutions use procedures with specific standardized OCD-inducing 
stimuli presented uniformly to the patients (e.g., protocol for patients with contamination obsessions). However, 
OC symptoms of patients without overt compulsions are usually centered around highly specific obsessive 
thoughts (often focusing on their own family, personal history or current experiences) and anxiety triggers show 
substantial individual variability. Therapeutic techniques addressing obsessive thoughts represent exposure to 
them aimed to maximize habituation and/or incorporation of correcting information (Foa and Kozak, 1986), 
which in turn may reduce anxiety during exposure sessions. For example, exposure to obsessive thoughts had 
been done by means of a recorded version of patients’ thoughts or by imaginal exposures (for a review of 
therapeutic approaches to OCD, see Hezel and Simpson, 2019). In general, during the exposure, patients are 
asked to think about the unwanted intrusive thoughts that bother them without trying to do something about them 
(e.g., to neutralize).  

Virtual reality can provide another tool to present patients with obsessive thoughts by writing them 
down and consequently immersing them in an environment in which these thoughts are displayed in a written 
form. We developed a virtual environment in which different kinds of OCD-specific items typical for home 
settings are displayed using virtual glasses (Francová et al., ICVR 2019). This house environment includes a 
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Dark Room dedicated strictly to exposure therapy for patients with intrusive thoughts hypothesized to elicit               
anxiety.  

2. METHOD

2.1 Technical Equipment 

The HTC Vive Pro head-mounted display is used for immersing the participant into the VR experience,                
providing accurate tracking of the person’s head and hand movements. The participant uses a teleporter               
(touchpad of the controllers) to move through the virtual house to reach the dark room and the trigger button to                    
interact with the environmental features (e.g. doors, chairs). This interactive approach is used to increase the                
feeling of presence in the virtual environment prior to exposure. The view on the screen is presented from a                   
first-person perspective with the patient seeing virtual hands instead of controllers he is holding. 

2.2 Experimental Design & Procedure 

In the current research, we aim to validate a virtual environment created using game engine Unity®Pro software                 
that is designed specifically for intrusive thoughts exposure. The aim of the current pilot study is to explore the                   
efficacy of an exposure to obsessive thoughts in terms of the ability to induce anxiety. The VR sessions are part                    
of the activities patients perform during their treatment in NIMH and their goal is to enhance standard CBT                  
program. The Dark Room is based on the CBT activity called Scheduled Worry Time, during which the patients                  
learn to recognize negative worrying thoughts, postpone the engagement with them during the day and re-engage                
with those worrying thoughts intentionally and on purpose at the planned worry period (McGowan & Behar,                
2012).  

After entering the virtual lab and signing a written consent, patients are asked to write down a list of                   
subjectively relevant intrusive thoughts to the text document. Their amount and intensity (the level of provoked                
subjective discomfort) increases between the sessions. The therapist can set the duration by manipulating the               
fade and display time of the statements (set for single statement). After putting on the headset and controllers, the                   
patient is instructed to walk through the virtual house and to enter the Dark Room. There is a virtual chair                    
matching the position of a real chair located in the lab which is moved to the patient so he/she can sit down                      
comfortably. Then, the sequence of written thoughts is started with statements placed in random order with                
random breaks duration from 0.3 to 2 seconds. The statements are moving closer to the patient one by one from                    
different corners of the room. By flying towards him/her, their size is increasing. The color of the words vary in                    
hue (shades of red, orange and yellow). When the sequence is over, the therapist can repeat it multiple times by                    
pressing the key “R”. 

 Figure 1. Illustration of the content and form of visualization of the abstract thoughts. 

During the exposure, patients are asked to observe the flying thoughts as they come and go, without                 
avoiding the triggered anxiety. They are told that if the anxiety is unbearable, they can close the eyes/avert the 
gaze, but they should inform us about it. During the pilot study, the patients are not instructed to use specific 
distraction or mindfulness-based strategy. After the first session, all patients are asked to fill in the questionnaires 
assessing the sense of presence (Slater-Usoh-Steed Presence Questionnaire; SUSPQ, score ranging from 6 to 42) 
and simulator sickness (SSQ, total score ranging from 0 to 235). During each session, patients fill in the 
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questionnaire assessing subjective anxiety (Spielberger State-Trait Anxiety Inventory; STAI-6, score ranging           
from 20 to 80), which is a dependent variable in the study. Before and after the hospitalization, the severity of                    
OC symptoms (The Yale–Brown Obsessive Compulsive Scale; Y-BOCS, score ranging from 0 to 20 for both                
scales) is assessed by the psychiatrist in patients with OCD. 

3. RESULTS
Due to the small sample size (n = 5), only descriptive data are provided. Table 1 provides an overview of the                     
patients’ available clinical and demographic data. The subjective anxiety scores from before and after the session                
in the Dark Room for individual sessions are depicted in Figure 2. So far, five patients suffering from excessive                   
worry and intrusive thoughts (who participated in at least 3 sessions) were included into the pilot study.  

Table 1. Casuistic data: Demographics, psychiatric and psychometric questionnaires. Legend:Dx-Diagnosis, 
AD - antidepressants, AP - antipsychotic medication, BZD - benzodiazepines, MS - mood stabilizer; for other 

abbr. see Methods. Reported scales are measured before/after the exposure.  

Patient Sex/ 
Age 

Dx. Medic
ation 

Y-BOCS
obsessions

Y-BOCS
compulsion

s 

illness 
duration 

BDI, 
BAI 

SSQ SUSPQ 

P1 F/32 F422 
F603 

AD 15/8 14/6 5 15/12 
21/27 

18,7 35 

P2 M/36 F422 
F412 

AD, 
BZN 

14/8 13/7 5 35/23 
26/5 

x x 

P3 M/39 F331 
F422 
F410 

AD, 
AP 

x x 6 26/4 
26/17 

3,74 29 

P4 M/41 F331 
F411 

AD, 
MS 

18/10 19/10 22 17/15 
14/18 

18,7 25 

P5 F/39 F411
F330 

AD, 
AP 

x x 18 34/22 
16/21 

x x 

Figure 2. Anxiety level evaluated using STAI-6 before and after the exposure. Dark Room seen by the 
participant after opening the door (the room is brighter for visualization purpose). 
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4. DISCUSSION
This pilot study provides the first step towards using VR as a tool for exposure to intrusive thoughts for patients                    
with OCD and other anxiety disorders (e.g., GAD). The main goal of the Dark Room is to create an environment                    
facilitating the experience of intense re-engagement with personalised intrusive thoughts or extensive worries,             
while restricting possible neutralization or avoidance of such thoughts, with the long term outcome of anxiety                
reduction. In the future, this approach has to be compared with standard CBT techniques and other approaches                 
(e.g., exposure to thoughts by using less immersive display). Anyway, one of the main benefits of Dark Room is                   
the fact that sessions can be linked to other activities within the virtual house (for example, a patient can                   
manipulate with sharps knives in the kitchen and he/she can work with his/her thoughts shortly after that in the                   
Dark Room nearby). Also, based on patients’ reports, exposure to their own thoughts in VR is more intense (VR                   
headset also working as some kind of a “constraint”) and the flow of the thoughts (flying towards the participant)                   
could not be so easily visualized using less immersive display. Moreover, the therapist has a better control over                  
the exposure session as the conditions (e.g., the number of the statements) can be manipulated easily. If a patient                   
habituates to a specific circle of thoughts, he/she can gradually start to confront increasingly distressing thoughts. 

In this paper, only preliminary descriptive data of 5 patients are presented. Bigger sample with a control                 
group would allow for more precise estimate of the VRET effect. Also, triggered anxiety, thus effectiveness of                 
the exposure sessions, was assessed only by subjective measurement STAI-6. In the future, the physiological               
response the Dark Room could elicit should be monitored. In the following study, the use of specific distraction                  
strategies will be controlled (e.g., thought suppression or acceptance) and control groups will be included               
(random allocation). We will also control the urge to neutralize during the programme by adding the                
questionnaire such as OCI-R including neutralizing subscale. Eye-tracking will be used to ensure the patients are                
observing the statements so the therapist doesn't have to rely on their verbal report (or direct observation) only. 

4. CONCLUSIONS
In this project, we aim to develop and validate a virtual reality exposure therapy (VRET) as a                 

supporting method for management of obsessive thoughts in OCD patients and/or excessive worries in GAD               
patients. Here we present the preliminary data from a pilot study addressing the usefulness in provocation of                 
anxiety and its application in means of exposure technique. 

Acknowledgements: The presented study is supported by the European Regional Development Fund-Project            
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ABSTRACT 

Optic flow is an important source of visual information while walking. It provides us with information about the 

speed and direction of self-motion. With the use of virtual reality (VR), the speed of optic flow can be 

manipulated in order to mediate alterations in human gait patterns. Preliminary results of two stroke patients 

suggest that small changes in spatiotemporal gait parameters occur when manipulating the optic flow speed 

during walking on a self-paced treadmill with immersive VR. However, results of the manipulation differed 

between the two patients and are inconclusive. Further research is necessary with a larger sample size.  

1. INTRODUCTION

Post-stroke gait rehabilitation remains a major clinical challenge. Two-thirds of all stroke survivors suffer from 

walking impairments (Benjamin et al., 2017; Dobkin, 2005), causing them to experience a decrease in activities 

of daily living, level of participation and quality of life. In order to improve these walking impairments, patients 

need to be provided with a high-intensive, repetitive and task-specific rehabilitation (Mehrholz, Thomas, & 

Elsner, 2017). Treadmill training is an example of a repetitive and task-specific gait training and has the potential 

to enhance neural plasticity – the ability to create permanent structural and functional changes of the brain and 

spinal cord – which is vital to trigger the learning process of the sensorimotor system (Cano Porras, Siemonsma, 

Inzelberg, Zeilig, & Plotnik, 2018). 

An important source of visual information while walking is optic flow, a pattern of visual motion projected 

onto the retina of the eye. Optic flow, induced by locomotion, provides us with information about the direction 

and speed of self-motion (Kang, Kim, Chung, & Hwang, 2012; Salinas, Wilken, & Dingwell, 2017). During 

treadmill walking, this information is inconsistent with the proprioceptive input of the lower limbs (Kang et al., 

2012). Patients are walking on the treadmill, and yet, their environment remains static. With the use of virtual 

reality (VR), this mismatch can be resolved by letting patients walk in a virtual environment that is moving at 

matching speed. However, with the purpose to influence the user’s gait pattern, the optic flow in this virtual 

environment can also be manipulated (dos Santos et al., 2016). By manipulating the speed of the optic flow – 

increased or decreased in relation to the subject’s walking speed – there will again be a mismatch between the 

optic flow and the proprioceptive information of the lower extremities causing the gait pattern to adjust (Kang et 

al., 2012; Lamontagne, Fung, McFadyen, & Faubert, 2007).  
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Previous studies in healthy volunteers and neurological patients – which are limited – have shown that gait 

parameters like walking speed or stride length can be manipulated by changing the optic flow speed during 

overground (Chou et al., 2009; Lim, 2014) or treadmill walking (Katsavelis, Mukherjee, Decker, & Stergiou, 

2010; Lamontagne et al., 2007; Mohler, Thompson, Creem-Regehr, Pick, & Warren, 2007). Results suggest that 

there is a negative correlation between the speed of the optic flow and the walking speed, indicating that subjects 

will walk faster at a slower optic flow speed and vice versa. This may indicate that optic flow speed manipulation 

can be used during walking as a new training strategy to improve the gait function. However, previous studies 

investigated the effect of optic flow speed over a limited walking time (i.e. 15 minutes). A more in-depth 

exploration is necessary to determine how such manipulation could be useful for rehabilitation purposes. 

Therefore, this study incorporated longer walking durations (i.e. 22 minutes) than in current studies to get a 

better understanding of the influence of ‘optic flow’ on the gait pattern during treadmill walking post-stroke.  

2. METHODOLOGY

2.1 Subjects 

Two male chronic stroke survivors (aged 55 and 60 years, respectively 33- and 115-months post-stroke) 

participated in the experiment (Table 1). The protocol was approved by the Ethics Committee of the University 

of Brussels (B.U.N. 143201939043) and written consent was obtained prior to participation. 

2.2 Experimental setup 

The experimental setup contained a head-mounted display (HMD) (Oculus Rift, USA), a 10-camera Vicon 

motion capture system (Vicon Motion System, USA), and a self-paced treadmill. The treadmill speed was 

controlled by the natural inclination of the patient while trying to move forward or stand still. The treadmill has a 

total of two 6-axis force sensors connected to each side of the human user’s pelvis through a ball joint that 

supports a harness. The treadmill's speed is controlled in real time based on the measured interaction forces 

between the patient and the harness caused by the natural dynamic displacement of the user’s center of mass 

(COM) during walking. 

2.3 Procedure 

Subjects participated in 4 sessions of walking on a self-paced treadmill, all carried out on separate days. Each 

session lasted 22 minutes. In the first session, subjects walked on the self-paced treadmill without VR to get used 

to the treadmill system (control condition). In the following 3 sessions, subjects wore the HMD and walked on 

the self-paced treadmill while being immersed in the virtual environment representing a park outside. The three 

VR sessions differed only in the speed of the optic flow: matched, 2 times faster and 2 times slower than the 

subject’s average walking speed during the control condition (baseline walking speed). In the matched condition, 

the speed of the optic flow in the virtual environment was equal to the subject’s baseline walking speed. In the 

fast condition, the optic flow speed was twice as fast as the subject’s baseline walking speed. In the slow 

condition, the optic flow was twice as slow as the subject’s baseline walking speed. The order of the VR 

conditions was randomized. The first 2 minutes of each VR session had a matching optic flow speed. Thereafter, 

the optic flow speed was manipulated for the remaining 20 minutes. Subjects were not informed about this 

manipulation. 

Table 1. Patients characteristics 

Patient 1 Patient 2 

Gender male male 

Age (years) 55 60 

Stroke onset (months) 33 115 

Paretic side right left 

FAC score ( /5) 4 4 

Body Mass (kg) 85 100 

Body Height (cm) 191 166 
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2.4 Data processing 

Twenty-one minutes of continuous kinematic marker data of the lower limbs were acquired by Vicon Nexus 

software (Vicon Motion Systems, USA) and used for analysis (the first minute of each trial was omitted). 

Spatiotemporal gait parameters (i.e. walking speed, step length, stride time, stance time and swing time) were 

calculated in Python 3.7 (Anaconda Inc., USA). 

3. RESULTS

Overall, the temporal gait parameters stance time and swing time were not affected by the optic flow speed 

manipulation. Only minimal changes over time were seen for these parameters in all conditions and will 

therefore not be discussed in more detail. Manipulating the optic flow speed in an immersive virtual environment 

did slightly influence the step length, stride time and walking speed of the two patients. Results per minute 

(mean with SD) are presented in Figure 1. The manipulation occurred after first walking with a matched optic 

flow (minute 0 in the graphs) and lasted for the remaining 20 minutes (minute 1 till 20 in the graphs). The 

session with the slow optic flow speed in patient 1 had to be stopped earlier due to technical problems of the 

treadmill system. Therefore, results of only 17 minutes of walking with the manipulation are shown. 

Figure 1. Results of walking speed, stride time and step length per minute (mean with SD) in both patients. Light grey is fast 
optic flow condition and dark grey is slow optic flow condition. In the bottom graph (step length), the full line with circles 

represent the paretic leg and the dotted line with crosses the non-paretic leg. 

In the first patient (Fig. 1, left graphs), we found a positive relation between walking speed and optic flow 

speed. When walking with a fast optic flow speed, the walking speed immediately increased with 0.03 m/s with 

respect to minute 0 (matched optic flow speed) and continued to be higher throughout the 20 minutes, with the 

exception of minute 6. However, at that moment during the session, the treadmill system was blocked for a short 

moment and the patient had to stop walking for a few seconds. This slight increase in walking speed was induced 

by taking longer steps with both the paretic leg (+5 cm) and non-paretic leg (+3 cm) and a shorter stride time 

(-0.06 s). Walking with a slow optic flow speed, led to a decrease in walking speed of 0.04 m/s with respect to 

minute 0 (matched optic flow speed). Compared to the fast optic flow speed, these changes in walking speed 

were more gradual over time and were induced by taking shorter steps with the non-paretic leg (-2 cm) and a 

longer stride time (+0.14 s). 

In patient 2 (Fig. 1, right graphs), a negative relation was found between walking speed and optic flow speed. 

With a fast optic flow, patient 2 decreased his walking speed with 0.02 m/s with respect to minute 0 (matched 

optic flow speed). This slight decrease was induced by taking shorter steps with the non-paretic leg (-5 cm) and a 

longer stride time (+0.04 s). However, after 4 minutes, there was again an increase in walking speed which was 

induced by an increase in step length and stride time. Walking with a slow optic flow speed, led to a gradual 
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increase in walking speed of 0.07 m/s over time with respect to minute 0 (matched optic flow speed), induced by 

taking longer steps with both the paretic leg (+9 cm) and non-paretic leg (+3 cm) and a shorter stride time (-0.08 

s). 

4. CONCLUSIONS

The results of two patients show that small changes in spatiotemporal gait parameters occur when manipulating 

the optic flow speed with immersive VR while walking on a self-paced treadmill. However, results of the 

manipulation differed between the two patients and are inconclusive. Important to notice is that these are only 

preliminary results of two patients and many more patients need to be tested before we can obtain any definitive 

conclusion about the effects of optic flow speed. An important limitation of this set-up was that the manipulation 

of the optic flow speed was based on the comfortable walking speed of the patient during the first session. 

Especially with stroke patients, their physical capabilities can vary greatly from day to day. Consequently, the 

manipulation was not exactly twice as fast or twice as slow as the patient’s walking speed. In the future, the 

manipulation has to be done in real-time, meaning that the manipulation is based on the comfortable walking 

speed of the patient on that day. 
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ABSTRACT 
The purpose of this study is to derive clinical basis of virtual reality based rehabilitation training 
for children with cerebral palsy by integrative review and analyze. For the integrative literature 
review, the recent 14 years (2004.1 to 2018.9) of journals were searched through PubMed for the 
selection of literature to be analyzed. In addition, the five-stage review method presented by 
Whittemore & Knafl was used.  According to the literature search, there were a total of 20 papers 
that conducted virtual reality based rehabilitation training on children with cerebral palsy. 10 
papers were showed that compared to traditional training method, virtual reality based training 
methods improved the gross motor function and balance of children with cerebral palsy, and 3 
papers reported that it was effective when the NDT(Neuro Development Treatment) or tDCS 
(transcranial Direct Current Stimulation) and virtual reality-based rehabilitation training were 
combined. In the other 2 papers, VR-based training has improved children's active participation. 
The integrative review showed potential for effect of virtual reality based rehabilitation training 
for children with cerebral palsy. Based on result of this study, we need to develop a virtual reality-
based rehabilitation training method for children with cerebral palsy.  

1. INTRODUCTION
Gait disorders caused by damage to the central nervous system have a significant impact on the quality of life of 
the patient. This can be improved through a large amount of repetitive, task-oriented training and appropriate 
feedback under the active participation of patients, but in the case of children, treatment at clinical sites is 
difficult. The virtual reality system based rehabilitation treatment solves these difficulties at the clinical site. 
Virtual reality systems can motivate children to participate voluntarily through game elements, provide various 
sensory feedback while minimizing therapist intervention, and enable quantitative measurement of performance 
and movement during treatment using sensors. However, research into the effects is insufficient. The purpose of 
this study was to investigate the effects of virtual reality-based in children with cerebral palsy through a literature 
survey. 

2. METHOD
Our review searched articles published between January 2004 and September 2018 from database PubMed. Later, 
our search has been conducted on five-stage, described by Whittemore & Knafl. 
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The keywords was “cerebral palsy” , “virtual reality”, ”motor learning”, ” rehabilitation” , “dependent 
Ambulation”,” “gait”, “ mobility”.  

3. RESULTS

A total of 20 papers were conducted on children with cerebral palsy. 

Kinect Xbox 360 (Microsoft, USA) was the most frequently used training method in 5 studies(Table 1). 

Table 1. The using devices for VR. 

Training method Study(n) 
Kinect Xbox 360(Microsoft, USA) 5 

IREX(GestureTek, USA) 2 
R-Mill(Forcelink, Netherlands) 3 
GRAIL(Motek, Netherlands) 2 

Lokomat(Hocoma AG, Switzerland) 2 
Wii(Nintendo, Japan) 2 

RA CP system(Burdea, USA) 1 
Smartphone 1 

Kinect Xbox 360+IREX 1 
No information 1 

To evaluate children's motor and function, GMFM and PBS were used in most studies. ADL was assessed 
using Wee-FIM(Wee-Functional Independence Measure), AMPS(Assessment or Motor and Process Skills) and 
ADL(Activities of Daily Living) .Two studies were used questionnaires to assess satisfaction and quality of life.  

As a result of gait training using VR technology, 10 studies reported that virtual reality-based rehabilitation 
training improved the function and balance of children with cerebral palsy(Table 2). Three papers reported that it 
was effective when the NDT(Neuro Development Treatment) or tDCS (transcranial Direct Current Stimulation) 
and virtual reality-based rehabilitation training were combined. In the other two papers, VR-based training has 
improved children's active participation. 

Table 2. The effect of rehabilitation training using VR. 

Study 
(first author, 

year) 

Characteristics of 
patients 

Study design Training 
Method 

Intervention 
(times a week 
/total sessions) 

Outcome 

Diagnos
is 

Age 
(year) 

Jung SH, 
2018 

CP 8-10 Case study Kinect Xbox 
360 

3/12 PBS, TUG, FMS, 6MWT 

Gagliardi C, 
2018 

CP 7-16 Pilot study GRAIL 5/20 Walking pattern, 6MWT 

Van Gelder L. 
 2017 

CP 6-16 RCT GRAIL+feedb
ack 

- Hip and Knee joint angle 

Fang Fu, 
2016 

CP 4-11 Pretest-Posttest Non-
immersive VR 

- DFPI 

Cho, 2016 CP 9-10 RCT Wii 3/24 GMFM, PBS 
Collange 

Grecco LA, 
2015 

CP 5-10 RCT Kinect Xbox 
360 

5/10 Gait speed & cadence, 
GMFM 

Luna Oliva, 
2013 

CP 4-11 Pilot study Kinect Xbox 
360 

2/16 GMFM, AMPS, PRT, 
10MWT 

Burdea, 
2013 

CP 7-12 Case study RA CP system 3/36 Ankle kinematics, speed, 
edurance 

Brien, 2011 CP 13-16 Pretest-Posttest IREX 5/5 CB&M, 6MWT 
Sveistrup H, 

2004 
CP, TBI - RCT IREX - BBS, Functional mobility 

RCT, randomized controlled trial; PBS, pediatric balance scale; TUG, timed up and go test; FMS, functional mobility scale; 6MWT, 6-meter 
walk test; DFPI, dynamic foot pressure index; GMFM, Gross motor functional measure; AMPS, assessment of motor and process skills; PRT, 
pediatric reach test; 10MWT, 10m walk test; CB&M, community balance & mobility scale; BBS, berg balance scale 
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4. CONCLUSIONS
The study showed the possibility of virtual reality-based rehabilitation training for children with cerebral palsy. 
Virtual reality technology helped improve children's participation in treatment and motivate them, and was able 
to give feedback on accurate walking behavior. In the future, additional research will be needed to utilize virtual 
reality technology as an effective means of rehabilitation training for children with cerebral palsy. 
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ABSTRACT

The neomento project focuses on development of high-fidelity virtual environments for virtual
reality  exposure  therapy  (VRET).  Within  the  project  we  have  developed  the  neomento  SAD
software targeting the social anxiety disorder (ICD-10 F40.1). This is done by providing a dual
interface.  A  virtual  environment  is  presented  to  the  patient,  who  has  to  progress  through  a
particular set of challenges, e.g. give a presentation, take a train, etc. Meanwhile the therapist is
provided a representation of what the patient sees together with a control interface allowing them
to adjust the hostility of the environment, the complexity of challenges and to lead dialogues with
the patients through virtual  characters. Preliminary results show a high level of adaptation and
compliance with this software from clinicians as well as patients.

1. INTRODUCTION

Mental  disorders,  like  anxiety  disorders,  are  a  massive,  world-wide  problem  and  constitute  an  enormous 
challenge for the healthcare systems everywhere (Olesen et al., 2012). Patients are currently facing long waiting 
periods  (about  five  months  in  Germany;  Bundespsychotherapeutenkammer,  2018) before  being admitted  to 
treatment, which may lead to prolonged suffering, as well as a high number of untreated cases (current coverage 
of 21% in social  phobia compared  to 40% for  most  disorders;  Issakidis et  al.,  2004).  Traditional  exposure 
therapy–in which the patients are repeatedly exposed to patient specific stimuli causing stress, fear, or craving–is 
an effective method, however, it is often prohibitively difficult and expensive (Kampmann et al., 2016).

The neomento project aims to address this issue by employing a VR based software solution for the therapy 
of anxiety disorders. To this end, we create a virtual representation of realistic situations that are then presented 
to the patient in the form of a VR experience while being controlled by the therapist. This approach considerably 
decreases the financial  and time expense to the therapist  (Olesen et al., 2012) while maintaining the proven 
effectiveness of exposure therapy (Bouchard et al., 2017; Meyerbroeker et al., 2013).

The efficacy of VR based treatment in psychiatric disorders has been tested in clinical trials over the last few 
years, showing promise in the treatment of anxiety disorders  (Bouchard et al., 2017; Kampmann et al., 2016; 
Meyerbroeker et al., 2013; Opriş et al., 2012; Turner & Casey, 2014) while demonstrating more efficiency to use 
than  conventional  treatments  (Bouchard  et  al.,  2017).  Generally,  VRET is  comparable  in  effect  to  in  vivo 
exposure therapy (iVET) and can be complemented to greater effect by cognitive behavioral therapy as well as 
other techniques (Riva et al., 2019).

While the VRET approach has been already developed and successfully demonstrated in the past  (Bouchard 
et al., 2017; Kampmann et al., 2016; Meyerbroeker et al., 2013; Opriş et al., 2012; Turner & Casey, 2014), mass 
adoption has so far not occurred. This is arguably due to two factors: i) until recently the cost of VR devices has 
been disproportionately high and ii) the quality and functionality of the simulations have not been sufficient to 
persuade either the therapists or the patients. While the first problem has been alleviated by the massive drop in 
the cost  of VR devices in recent years  (Wallach et al.,  2011), the second problem remains.  The aim of the 
neomento project is to combine multiple areas of human-computer interaction research in order to maximize the 
persuasiveness, effectiveness and usability of the method, thus allowing for practical use.
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2. IMPLEMENTATION

In the following, we present our system. We have developed our technology with the following aims: 1) High
visual quality; 2) Minimum of intrusions that could break presence; 3) Immersive social interactions; 4) Minimal
cybersickness; 5) High usability (and consequently increasing adoption and decreasing the risk of user error).

2.2. Technology and configuration

The neomento system is currently developed to be used with the Vive Pro Eye VR system. This system has
been chosen because it provides very high visual clarity while still being reasonably affordable. The eye-tracking
component of the headset provides guided calibration of the interpupillary distance (IPD), as well as the overall
position, which is important for less tech savvy users as they have to adjust the IPD and the headset themselves.

The system is  designed to  provide the  therapist  with the  full  control  of  the environment  for  the  whole
duration of the exposure. The VR experience is rendered on the connected PC, where the therapist is provided
with a control screen, see Fig. 1.The individual actions of both the therapist and the patient are stored during the
session together with the session configuration. During the exposure the patient also reports to the therapist their
subjective units of distress (SUDs) which are displayed in the UI and also can be later recovered by the therapist.

2.2. Interaction system

Our system had to solve the following challenges for the patient:

How to navigate: We recognized that it is necessary to provide the user the ability to move on their own volition
in order to control how they approach a difficult task. At the same time, all the known methods of movement in a
VR space have negative effects on both immersion and cybersickness (Rizzo & Koenig, 2017). To this end, we
have implemented a linear movement and teleportation to let the therapist decide on their own. 

How to interact with the environment: VR sets traditionally offer generic hand-held controllers to interact
with the environment. Many interactive experiences represent these in the form of a virtual hand, however, this
can  quickly  become immersion breaking  due  to  the uncanny valley  effect  (Stein & Ohler,  2017).  Multiple
researchers have observed that a discrepancy between the visual and the held representation of the controller are
usually not perceived by the user. We have therefore developed two versions of controller representations—a
presenter  and  a  smartphone—both  of  which  can  interact  using either  proximity (e.g. by  placing  the  phone
controller close to an NFC virtual object) or using buttons (e.g. to start a presentation).

How to  communicate  with the  virtual  characters: In  order  to  create  appropriate  social  scenarios  it  was
important to interact with the virtual characters in a consistent and realistic manner. We believe that it is not
possible to fully automate the process, consequently, we created a system where the therapist can set the mood
and progress through a conversation tree by manually setting responses to the patient. 

2.3 Scenarios

We have developed two different sets of scenarios to serve different purposes. Both of these include multiple
different scenes, each of which is highly configurable, allowing the therapist to tailor the experience to the needs
of the particular patient. The scenarios belong to one of the two categories:

Office  Space:  This  category  encompasses  the  scenarios  focused  on  social  interaction.  We have  developed
multiple scenarios for public speaking, with either pre-defined presentations or the ability to import presentations
from the user. Secondly we provide a scenario for interaction with services, represented by a library environment
(which further increases the stress of speaking). Here are multiple challenges presented to the patient in this
environment, for example requesting a book on an embarrassing topic.

Public Space:  Here  we combine the social  interaction with presence  in open/closed spaces.  The first  main
challenge is walking through a square. This scenario combines the stress in being in a wide open space with the
challenges that can be encountered in public, such as being approached by a stranger or by police. The second
scenario is travelling by subway. Here the patient is conflicted with close-spaced environments like an elevator,
subway station, subway train in the tunnel while encountering socially frustrating situations such as problems
with a ticket machine with people watching.

3. EVALUATION

For a usability evaluation, 15 participants were allocated randomly to VR scenarios. The therapist user group
was on average 35 years old and consisted of  nine psychologists,  three psychotherapists,  one psychiatric,  one
physician, and one appropriate assistant. Therapists had no experience with the software (n = 9) or only had a
short introduction/presentation of the software at a development stage in the past (n = 6). 
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Figure 1. Alpha version of the public square scenario: The virtual environment is presented to the patient
and mirrored to the therapist through a screen.  The patient sees their controller in the form of a phone
(bottom). The therapist can control the environment using a specifically developed user interface (left).

After the first usage of the software, therapists answered questions about their experience on a  five-point
Likert scale,  the results are reported  descriptively in  Fig. 2.  In a following free-text questionnaire, therapists
stated that  they had no problems  using the software  even though they were using it  for  the first  time.  The
operation  was  mainly  clear  and  quite  intuitive.  Minor  bugs  regarding  the  software  design  and  a  lack  of
experience,  as  well  as  knowledge  of the  functionality  of  the  software  were  reported  in  the  debriefing
questionnaire. However, the therapists were confident that the use of the software will be very easy to learn even
without external support. 

Figure 2. Questions (left) and according responses (right, colored) from a usability evaluation survey in 15
participants. One missing response was excluded from the chart.

4. CONCLUSIONS

With increased advances in VR technology, a wider range of applications, and lower costs of devices (Bouchard 
et al., 2017), VRET has become a more realistic option for widespread use. The neomento software solution is
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an innovative and efficient alternative for anxiety treatment using these advanced VR technologies that can now
immerse users in an almost photo-realistic environment. Using this approach, the time and effort of personnel
will  be  significantly  lower  with  VRET compared  to  iVET.  Other  advantages  are  the  controllability  of  the
exposure and a possible individual adaptation of the scenario to the patient’s needs.  In addition, the presentation
of fear evoking stimuli and situations in the virtual environment will be experienced as less invasive than in the
real world which enhances the overall motivation and acceptance for therapy. 

In a usability evaluation, we have shown that the neomento software was easy to use, intuitive, and well-
received by the therapist user group. Therapists were able to use and control a range of functions to the benefit of
their patients’ treatment. With respect to the importance of usability (Bouchard et al., 2017), the  software also
shows high  user-friendliness  as  well  as  large  acceptance  in  the  user  group.  To this  end,  the  software  was
developed with a simple and clear user interface that makes it possible to exploit the exposure experience more. 

Realism is important to the success of VRET sessions: If this approach is to be comparable in effect to iVET,
the experience needs to resemble real-life enough for the patient that it properly stimulates anxiety to a similar
degree  as  real-life  events  trigger  it  (Poeschl  &  Doering,  2015).  Within  the  neomento  software,  the
implementation of lifelike characters and a broad variety of characters’ dialogues ensure realistic as well as more
complex social interactions during the exposure and will enhance treatment outcomes.
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ABSTRACT 

This paper presents a mobile application to assist visually impaired people (VIP) in using a university 

shuttle bus. The proposed mobile application utilizes technologies such as VoiceOver/TalkBack and haptic 

feedback to provide navigational assistance to VIP in order to partly compensate for limitations that hider their 

quality of life (QoL). The paper reviews the future transportation technologies that could benefit VIP by 

improving their QoL and enabling them to perform routine activities without any limitation. 

1. INTRODUCTION

There are insignificant number of accessible mobile applications (apps) for VIP compare to the reported number 

of over two billion for general population (Business of Apps, 2019). The number of implemented apps based on 

universal design principle is insufficient to support the 2.2 billion VIP (WHO, 2019) in the world. 

With the emergence of innovative technologies such as the Internet of things based sensors (Skouby, 2014), 

there is a vast potential in improving the QoL of VIP in terms of mobility. In recent times, several projects have 

successfully deployed solutions complementing the life of visually impaired by providing pervasive assistive 

platforms with anytime and anywhere access. Mobile assistive technologies can build the confidence of VIP in 

using public transportation (Golledge, 1997). Besides, features such as identifying bus stops, receiving alerts via 

voice or haptic regarding the estimated arrival time can significantly improve their inclination towards using the 

service (Sobnath, 2019). There are currently, few apps available with the similar objectives. Apps such as 

Lazarillo (accessible GPS) and GetThere GPS Nav provide VIP with directions to their desired locations by 

utilizing accessibility options embedded in the existing mobile operating systems (iOS and Android). Seeing 

Eys GPS and BlindSquare apps utilize GPS to provide information regarding user orientation as well as 

navigational instructions. However, the navigation can be inaccurate in confined spaces such as train stations 

and shopping malls. 

There are currently some active projects running worldwide focusing on accessible services in 

public transportation for VIP. One of the prominent tools for VIP used in Austria (Markiewicz, 2010) requires 

VIP to have electronic remotes that they switch on when they hear a bus approaching when the bus is equipped 

with an electronic device that transmits data regarding the bus information. In Portugal, in order to enable VIP 

to find their directions, Lima (2018) utilized GPS and TTS by incorporating Gooble Maps API to provide 

navigation with voice. The iOS-based mobile application developed in Dubai translates written 

instructions into auditory information from the point of arrival at the metro station to the destination 

(RTA, 2019). GeorgiePhone was 
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explicitly developed for VIP in UK for bus tracking, locating the nearest bus stop and the estimated time of arrival 

information via auditory instructions (Georgie Phone, 2015) 

Within this context, in this paper MobVIP has been introduced as a tool to facilitate the accessibility of 

transportation services for VIP. The proposed mobile application has been explicitly designed for the visually 

impaired students, using the university shuttle bus in UK. Currently, there are no apps available on shuttle bus for 

students. MobVIP has features such as directions to the nearest bus stop and estimated bus arrival time. These 

information are provided to VIP via voice and haptic communication mechanisms available on the mobile device. 

These have been explained in more details under use cases.The main is to improve the QoL and use the application 

to better mobility, decrease social isolation and to empower the visually impaired students. This paper discusses 

the system requirements lifecycle for the proposed MobVIP application and the initial prototype designed are 

based on findings from the literature.  

2. System Requirements

The first objective of the system was to direct the VIP user to the nearest bust stop location. For this the 

technological advances such as Geolocation was adapted. Some mobile service providers in UK use Network 

Triangulation to detect to location of mobile devices. Network Triangulation determines the Geolocation of a 

device by forming a triangle from known points. With the GPS technology embedded into the device, this 

technology has been utilised in MobVIP to identify the VIP location to the nearest bust stop.   

The shuttle buses in the university are equipped with trackers and by pinging them the exact location of the 

bus could be identified. To calculate the distance between latitude/longitude points, the Haversine formula used to 

identify the nearest bus stop relative to the users’ location. It was also used to estimate the bus arrival time by 

considering important factors such as: previous times of arrival for each stop; weather patterns; traffic and service 

status.  

MobVIP uses the API provided by the university uTrack system that contains real-time information about the 

shuttle bus such as expected time of arrival. The API is enhanced from the traditional way that data is provided, 

and is planned to sustain models of interaction, from flat files which require a lot of work to retrieve the data and 

store it before carrying out a query.  A query directly constructed using Representational State Transfer (REST), 

which inherently retrieves only the data relevant to the sent query. A similar approach is taken by uTrack. Trackers 

on each shuttle bus is placed by uTrack and transmits the bus geographical data to the associated API. JavaScript 

Object Notation (JSON) which uses normal text to send data objects consisting of array data type and attribute 

values, retrieves data using REST to call the uTrack API. 

2.1 Use Case Diagram 

The use case diagram shown in Figure 1, represents the user’s interaction with MobVIP and also mobile device 

interaction with MobVIP. The first use case informs the user of the estimated time of arrival for the bus via voice 

by utilizing the device’s speakers or headphones. Similarly, the second use case informs the user of the estimated 

time of arrival for the bus via haptic feedback. It vibrates the user’s device one time for every minute that the bus 

will take to arrive. The third use case provides the VIP user with directions to the closest bus stop via auditory 

speakers to assist the user in reaching to their destination. All three use cases are triggered by the VIP, which 

implies that the VIP has to interact with the application for these actions to take effect. 

The next three use cases are triggered by the mobile application, which implies that the user will not have to 

interact with the device for these actions to take effect. The first one is fetching the estimated time of bus arrival 

from the API. The process by calling a ‘REST API GET’ method from the uTrack website to fetch all the data 

regarding the buses. The data is then retrieved in JSON format, which is then parsed into different services, then 

it is mapped and placed on the app for the VIP. The second use case fetches the directions to the closest bus stop 

relative to the user’s location. It works by sending the Google Maps API with the user’s current GEO location and 

the location of the closest bus stop. The Google Maps API then returns the directions in JSON format. The data is 

then parsed and played for the user using an auditory speaker. The third use case requires the user to provide access 

to their GEO location even though the user does not trigger this case. After the user allows access to their location, 

the distance between them and all the bus stops are calculated, then the bus stops are sorted through out the app 

based on the closest to the user. 
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Figure 1. MobVIP use case diagram 

3. MobVIP prototype

The mobile application was initially designed to display the university bus informationn and API for real-time data 

was fetched using uTrack system in JSON format. The data was parsed to be displayed in a Collection View (iOS) 

or List (android). The API provided data related to the bus arrival estimated time for all 6 bus stops. This was done 

for all future bus services and the bus GEO locations. After the data was fetched, it was placed in a singleton in 

order to be accessed anywhere within the application without the need of recalling the API unnecessarily. Only 

estimated bus arrival time provided by API and other information from Google Maps. The VIP user would receive 

this information via the text-to-speech built-in screen readers on Android (TalkBack) and Apple iOS (VoiceOver) 

devices. Hence, 3 tabs were created in the application’s bottom tab bar (Figure 2). 

Figure 2. MobVIP tab bar 

The first tab is the home controller and it consists of two other tabs for each route of the bus. The 

information provided under Shuttle tab included: the name of the bus stop; the destination of the stop; the 

distance of the stop from the user; the estimated time of arrival for the bus; and the bus stop’s identifying letter. 

The second tab is the 
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map controller and it displays the map implemented from the Google Maps SDK. The bus stops longitude and 

latitude were initially retrieved manually by pin pointing the stop’s location on the Google Maps website and then 

were plotted in the application permanently to be reused every time. The third tab consists of 5 buttons to be used 

by the VIP (Figure 3). It utilizes the speakers embedded in the user’s device. Once the first button is clicked, an 

audio note is played to inform the user of the closest bus stop relevant to their location and provides the estimated 

time of arrival for the bus stop.   

Figure 3. VIP services. 

The second button provides the same information but via haptic feedback. This process works by vibrating the 

phone at an interval of 1 second for every minute that the bus will take to arrive. The third button provides audio 

directions to the closest bus stop, also informing the user of the duration of a journey. 

4. CONCLUSIONS

The proposed mobile application is a great initiative that supports VIP with some aspects of public transportation. 

The requirement specification and the first prototype version of MobVIP was discussed in this paper. The next 

stage would be to test the application using VIP and non-VIP users. The quality of user experience needs to be 

observed from user’s perspective and the following features would be evaluated: the directions to the nearest bus 

stop; estimated bus arrival time via auditory speakers/haptic feedback. The current version adheres to ubiquitous 

computing and is used autonomously.   
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