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Abstract

In recent years, there’s been a big push in the transportation and energy sectors
towards the use of lithium-ion batteries (LiBs) for their high energy density,
efficient charging, long lifetime, and low self-discharge. But as these batteries
are used, they degrade, leading to shorter lifetime and potential safety issues.
To address this, it’s crucial to predict the State of Health (SOH) of LiBs accu-
rately.
However, current methods rely heavily on specific data and lack a deeper
understanding of how and why batteries degrade. This PhD project aims to
improve the accuracy and applicability of predicting LiBs’ degradation, espe-
cially for electric vehicle (EV) applications. Instead of relying solely on data
like voltage, current, and temperature, a model that combines machine learn-
ing with the underlying physics of battery degradation will be developed.
This approach enables more reliable predictions of LiB performance over time,
improving both efficiency and safety.
Accelerated aging experiments are being conducted on Nickel-Manganese-
Cobalt-Oxide (NMC) battery cells to investigate their degradation under var-
ied conditions including fast charging, temperature fluctuations, and dynamic
discharging profiles. The aim is to stimulate different dominant mechanisms
and generate battery aging dataset. To strike a balance between efficiency
and ensuring the consistency of aging mechanisms, careful selection of stress
factors is imperative. Extensive calendar and cyclic aging tests have been per-
formed to identify stress rankings and operational intervals for commercial
LFP/C batteries using nonlinear mixed effects models. This process aids in
the development of testing protocols that enable more accurate prediction of
battery lifetime. Subsequently, a test matrix has been devised based on the
identified stress factors and aging mechanisms, including SEI layer growth,
anode cracking propagation, lithium plating, and electrolyte consumption.
These fundamental insights serve as the basis for constructing digital twins
and developing physics-informed machine learning algorithms, facilitating a
deeper understanding and more precise prediction of battery performance.
Traditional LiB models struggle to accurately predict battery performance un-
der real dynamic conditions, especially considering various aging modes and
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Abstract

mechanisms. To address this limitation, a LiB digital twin is proposed. The
digital twin is capable of capturing real measurement data and integrating
the intricate coupling between SEI layer growth, anode crack propagation,
and lithium plating. The dominant mechanism for the tested NMC532 cells
from BOL to EOL is identified as anode particle cracking. This digital twin
offers several advantages: it can estimate aging behavior from a macroscopic
full-cell level down to a microscopic particle level, including voltage-current
profiles in dynamic aging conditions. It enables the prediction of degradation
behavior in NMC-based LiBs and supports electrochemical analysis. More-
over, an enhanced digital twin facilitates the quantification of aging effects
and identification of aging modes by combining electrochemical techniques
with post-mortem analysis to assess chemical and structural degradation. The
effectiveness of employing an electrochemical-based digital twin to quantify
the impacts of each aging mode and mechanism has been demonstrated, pro-
viding a robust physical foundation for physics-informed machine learning in
predicting LiB aging behavior.
To address the limitations of black-box models and computationally intensive
multiphysics models in predicting LiB degradation, a promising approach is
to develop hybrid models that combine physics insights from LiBs’ digital
twin model with machine learning (ML). A pure machine learning method,
called mixed-inputs LSTM, was initially proposed to create a unified model for
SOH estimation. To further enhance prediction performance, a strategy called
Physics-Informed Neural Network (PINN) was introduced. In this approach,
a partial differential equation governing anode particle cracking is used to
constrain the neural network (NN) in predicting capacity loss. Compared to
baseline NN models, PINN demonstrates improved generalization and accu-
racy. Specifically, the PINN achieved an average MAE, MAPE, and RMSE of
1.6%, 0.11%, and 1.9%, respectively, compared to 6.1%, 0.42%, and 8.3% for the
NN model when using 50% of historical data for retraining.
By exploring digital twin model and physics-informed machine learning rooted
in digital twin knowledge, the PhD thesis improves the accuracy and adaptabil-
ity of battery degradation prediction while minimizing extensive data needs.
The outcomes of this Ph.D. project will advance intelligent battery manage-
ment, charging protocol optimization, and offer valuable insights for the design
efforts of next-generation batteries.
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Resumé

I de seneste år er der sket en betydelig fremdrift inden for transport- og ener-
gisektoren mod anvendelsen af lithium-ion batterier (LiBs) på grund af deres
høje energitæthed, effektive opladning, lange levetid og lave selvafladning.
Men efterhånden som disse batterier bruges, nedbrydes de, hvilket fører til
kortere levetid og potentielle sikkerhedsproblemer. For at imødegå dette er
det afgørende at kunne forudsige batteriernes State of Health (SOH) præcist.
Nuværende metoder er i høj grad afhængige af specifikke data og mangler
en dybere forståelse af, hvordan og hvorfor batterierne nedbrydes. Dette
ph.d.-projekt har til formål at forbedre nøjagtigheden og anvendeligheden
af LiBs-nedbrydningsforudsigelser, især til elbilapplikationer. I stedet for
udelukkende at stole på data som spænding, strøm og temperatur, udvikles en
model, der kombinerer maskinlæring med den underliggende fysik af batter-
inedbrydning. Denne tilgang muliggør mere pålidelige forudsigelser af LiBs’
ydeevne over tid og forbedrer både effektiviteten og sikkerheden.
Accelererede aldringseksperimenter udføres på Nickel-Manganese-Cobalt-Oxide
(NMC) battericeller for at undersøge deres nedbrydning under varierende
forhold, herunder hurtigopladning, temperaturudsving og dynamiske aflad-
ningsprofiler. Målet er at stimulere forskellige dominerende mekanismer og
generere et dataset for batterialdring. En omhyggelig udvælgelse af stress-
faktorer er afgørende for at balancere effektiviteten og sikre sammenhæng i
aldringsmekanismerne. Omfattende kalendermæssige og cykliske aldring-
stests er blevet udført for at identificere stressranger og driftsintervaller for
kommercielle LFP/C-batterier ved brug af ikke-lineære mixed effects-modeller.
Disse indsigter danner grundlaget for udviklingen af testprotokoller, der gør
det muligt at forudsige batteriets levetid mere præcist.
Traditionelle modeller for LiBs har svært ved at forudsige batteriydeevne un-
der dynamiske forhold, især med hensyn til forskellige aldringstilstande og
mekanismer. For at imødegå denne begrænsning foreslås en digital tvilling
af LiBs. Den digitale tvilling er i stand til at indfange reelle måledata og
integrere den komplekse sammenkobling mellem SEI-lagvækst, anodekrak-
spropagation og lithiumpladering. Den dominerende mekanisme for de test-
ede NMC532-celler fra begyndelse til slutning er identificeret som anodepar-
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Resumé

tikelkrakning.
For at håndtere begrænsningerne ved sorte bokse-modeller og komplekse
multiphysik-modeller til at forudsige LiBs-nedbrydning er det foreslået at ud-
vikle hybridmodeller, der kombinerer fysikindsigt fra LiBs’ digitale tvilling
med maskinlæring. Først blev en maskinlæringsmetode kaldet mixed-inputs
LSTM foreslået for at skabe en samlet model til vurdering af SOH. Derefter
blev en Physics-Informed Neural Network (PINN) strategi introduceret, hvor
en partial differential equation om anodekrakpropagation bruges til at be-
grænse den neurale netværksforudsigelse af kapacitetstab.
Dette ph.d.-projekt vil fremme intelligent batteristyring, optimering af oplad-
ningsprotokoller og give værdifulde indsigter til udviklingen af næste gener-
ation batterier.
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Chapter 1
Introduction

1.1 Background

The global surge in demand for lithium-ion batteries (LiBs) is fueled by the
rapid adoption of electric mobility and distributed energy storage solutions.
Renowned for their high energy density, exceptional charging efficiency, long
lifetime, and low maintenance requirements, LiBs have become indispensable
in the modern transportation and energy sector [1]. LiBs energy storage tech-
nology (EST) is now at the forefront of innovation, driving the future of electric
vehicles (EVs). Tesla, for example, uses prismatic cells with LFP chemistry to
power its advanced vehicles. Beyond transportation, LiBs play a crucial role
in grid stabilization and improving renewable energy integration by serving
as effective energy buffers. However, despite their advantages, LiBs gradually
lose both capacity and power over time, reducing their lifetime and potentially
introducing safety concerns [2]. Addressing these challenges is critical to max-
imizing their potential in our evolving energy landscape.
The development of LiBs technology faces challenges due to gradual perfor-
mance degradation (capacity fade, power decrease, etc.), which are critical
issues for achieving the long service life required in automotive applications.
To tackle these challenges, efforts to extend the lifetime of LiBs have inten-
sified, driving more in-depth studies on battery aging and the development
of models to predict degradation. Understanding the physical and chemical
processes that cause LiBs to degrade, and combining this knowledge with "big
data" analysis to create prediction models, is a complex task. However, over-
coming these challenges is essential for advancing LiBs technology.
LiBs are complex systems characterized by non-linear and time-varying prop-
erties. Their performance degradation primarily results from electrochemical
reactions occurring at the electrodes’ level and electrode-electrolyte interface.
To better assess the health of LiBs, analyzing these aging mechanisms and
developing a digital twin model can be highly beneficial. However, linking
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the internal electrochemical parameters to the external input-output responses
is challenging due to the intricate internal reactions and varying external en-
vironments. This complexity makes physics based modelling difficult. To
overcome this, it’s crucial to combine physics insights with machine learning
(ML). ML can effectively handle non-linear processes and map complex re-
lationships, allowing for the creation of a degradation prediction model that
is both adaptive and feasible. This approach ensures the model is guided
by physics while also adaptively identifying unknown parameters, ultimately
speeding up the prediction process.

1.1.1 Accelerated Degradation Characterization and Battery
Database

Degradation prediction modeling for LiBs relies on high-fidelity battery data.
Regular testing of LiBs can provide sufficient degradation data; however, this
process is both time-consuming and costly. To address this, accelerated degra-
dation tests (ADTs) are an established technique recognized in both industry
and academia. ADTs are designed to simulate realistic battery aging over a
shorter period by using high-level acceleration factors (AF) such as tempera-
ture, C-rate, and depth of discharge (DOD). Data from these tests can then be
extrapolated to estimate battery lifetime under normal operating conditions.
For ADTs to be effective, it is essential that the dominant degradation mech-
anisms remain consistent across all stress levels. If not, the extrapolation to
normal use conditions may be inaccurate, leading to higher costs in improving
battery design and safety. Although ADTs are widely used for battery testing,
many tests are guided by expert intuition instead of being grounded in rigor-
ous scientific methodologies [3], [4], [5]. There are limited straightforward and
effective methods for verifying the consistency of LiBs’ mechanisms, and few
guidelines exist for selecting appropriate stress factors and operational ranges.
Key challenges include designing ADTs that generate high-quality data for
model development and identifying the primary causes of degradation un-
der multiple stress interactions. It is crucial to conduct ADTs with consistent
dominant mechanisms and to design a balanced combination of stress factors
based on their ranking to ensure reliable results.

1.1.2 Physics Based Modelling of Batteries
Physics-based degradation prediction requires mechanistic analysis and data
acquisition to develop an aging model. This method reflects the underlying
physical laws, offering the advantage of providing an in-depth understand-
ing of lithium-ion batteries (LiBs) while delivering accurate results. Specif-
ically, there are three primary categories of models: electrochemical models
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1.1. Background

(EM) [6], [7], [8], [9], equivalent circuit models (ECM) [10], [11], [12], and semi-
empirical models [3], [13], [14].
Electrochemical models offer a detailed understanding of battery behavior,
grounded in electrochemical and physical principles to ensure reliability and
precision. Among them, the P2D model is the most widely used. However, its
complexity introduces challenges, such as high costs and significant computa-
tional demands due to complex measurement requirements. To address these
limitations, the Single Particle Model (SPM) [15] was developed as a simplified
version of the P2D model, focusing on essential battery properties and relying
on ordinary differential equations. While this approach improves computa-
tional efficiency, it sacrifices the ability to capture nonlinear behavior at high
C-rates, as it excludes electrolyte dynamics and the effects of degradation.
Equivalent circuit models are preferred for their conceptual simplicity, which
allows easy integration with system-level training algorithms, making them
ideal for onboard vehicle applications. These models use lumped parameters
and a limited number of variables, enabling users to apply them without a
deep understanding of electrochemistry or degradation mechanisms. Instead,
users simply need to link the tests from both time and frequency domains to
the model’s framework. Accuracy, however, can suffer in extreme SOC regions
or under high current conditions [16], where the battery’s non-linear behavior
becomes more evident.
Semi-empirical models establish correlations between stress factors and bat-
tery degradation, such as capacity loss or increased impedance, based on data
from aging tests conducted under different conditions. Sufficient data is vital
for capturing the effects of accelerated calendar and cycle life. These mod-
els often rely on time dependence and Arrhenius kinetics [17] in their initial
frameworks. To develop semi-empirical models with strong generalization ca-
pabilities, it is important to comprehend the model definitions and the physical
significance of their parameters. Additionally, selecting appropriate accelera-
tion conditions is crucial for accurate extrapolation.
Table 1.1 presents a detailed comparison of the knowledge requirements, mea-
surement techniques, computational demands, and application characteristics
of various physics-based models. This analysis highlights the challenges phys-
ical models face in providing accurate and adaptable degradation predictions.
As a result, researchers have increasingly turned to hybrid approaches that
combine algorithms with different models to overcome these limitations.

1.1.3 "Grey box" Modelling of Batteries
To address the limitations of "black box" models, which lack physical insights,
"grey box" models offer a valuable alternative. But why is "grey box" model-
ing important? "Black box" models heavily depend on the quality of training
data. If the data used for training differs from the conditions during testing,
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the predictions can be inaccurate or even physically unrealistic. These mod-
els require prior exposure to similar conditions to make reliable predictions.
In contrast, traditional physical models ("white box") are highly accurate but
demand significant computational resources and detailed knowledge of mate-
rial properties, making them challenging to apply in real-time scenarios."Grey
box" models bridge the gap by combining the strengths of both "black box"
and "white box" approaches while minimizing their weaknesses. Two main
strategies can be used to integrate data-driven and physics-based methods in
a "grey box" model. For more details, refer to [J1].

• Data-driven assisted physical models: Data-driven methods support
physics-based models by refining parameters, streamlining first-principle
models, and addressing model uncertainties.

• Physics-guided data-driven models: Physical insights are incorporated
into the data-driven models by utilizing data with meaningful physical
context, accounting for discrepancies between physical models and data-
driven predictions, or directly integrating the physical model into the
data-driven framework.

Fig. 1.1: "Grey box" modelling of batteries. Source: [J1].

Combining physical models with data-driven methods has already led to sig-
nificant improvements in accuracy and practicality. Fig. 1.2(a) illustrates the
publication trend up to June 1st, 2022, highlighting the rapid growth of this hy-
brid method. However, future research should prioritize physics-guided ma-
chine learning in prognostics [J1]. With the growing adoption of data-driven
algorithms in biology, machine learning is proving to be a highly promising
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1.1. Background

tool. In the context of high-dimensional, physically-based models, physics-
guided machine learning can estimate parametric functional forms more ac-
curately than traditional techniques such as least squares or other regression
techniques. By integrating additional physical crossover factors, this method
improves degradation prediction, often requiring the solution of partial differ-
ential equations (PDEs) either numerically or approximately. As shown in Fig.
1.2(b), machine learning occupies the largest share of data-driven approaches
in "grey box" lifetime modeling. This highlights that machine learning, par-
ticularly non-probabilistic methods, is frequently used in conjunction with
physics-based models to improve insights into battery aging.
The Physics-Informed Neural Networks (PINN) approach [18] leverages deep
learning algorithms to integrate data and solve complex mathematical prob-
lems. PINN can compute spatial derivatives in PDEs and handle boundary
condition residuals by embedding multi-physics field loss functions into the
neural network’s loss function. Given the intricate and dynamic nature of
lithium-ion battery degradation in electric vehicles, the combination of PINN
with electrochemical models or key equations, such as the Butler-Volmer equa-
tion and conservation laws, offers a promising pathway for future advance-
ments in battery performance prediction.

Fig. 1.2: Publication trends reviewed include: (a) distribution across three physical models and
two categories of "grey box" battery modeling; (b) percentage breakdown of various data-driven
models applied in hybrid methods. Source: [J1].

1.1.4 Motivation
The literature review collates the accelerated degradation tests and forecasting
model used for LiB degradation prediction. The focus is on the mechanism
consistency interval test condition of ADTs, Multiphysics modelling of battery
aging phenomenon, and the improvement of degradation prediction methods.
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Considerable studies have been conducted on LiB ADTs, mainly focusing on
degradation mechanisms, sensitive parameter capture and test profiles, with
insufficient and controversial analysis on the judgement of the rationality of
test methodology and the sensitive factors affecting performance deteriora-
tion. Based on degradation prediction models, research into the lifetime of
LiBs has focused on static or offline conditions, lacking analysis in the case of
dynamic operating conditions. There is still potential to study the degrada-
tion prediction method of LiBs by combining dynamic loading with different
charging/discharging conditions, considering physical properties and internal
electrochemical reactions. Sophisticated physical models are not compatible
with their practical applications. ML prediction methods cannot describe the
internal electrochemical behaviours, limiting their ability to accurately gener-
alize all types of LiBs’ lifetime under different operating scenarios. The use of
hybrid models combining physical insights and ML to improve the dynamic
prediction of online lithium-ion battery degradation is a promising future
trend for battery management systems.
This PhD study will contribute to three main areas. Firstly, it should reveal the
battery performance deterioration law under different accelerated stress con-
ditions that give suitable accelerated stress levels and their application range.
Next, it will bridge the gap between battery degradation prediction models
and the study of electrochemical mechanisms, establish and validate the degra-
dation process as a function of external test parameters, and develop a digital
twin model with good generalisation capabilities. Finally, an optimised degra-
dation prediction model incorporating ML algorithms with physics insights
will be deployed to achieve highly efficient and accurate battery degradation
prognostics under dynamic operating conditions.

1.2 Objectives and Limitations

1.2.1 Research Question
The PhD project aims to develop an accurate and adaptive degradation predic-
tion model of LiBs with strong generalization and physics insights. Dynamic
lifetime prognosis methods have been studied widely. However, underlying
mechanistic outputs and powerful ML tools are not well integrated, leading to
cumbersome calculations and poorly transferable online evaluations.
Therefore, the research question of the PhD thesis is:

• How can ML and physical insights cooperate to produce a physics
guided intelligent method to improve the degradation prediction ac-
curacy and adaptability of LiBs?
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1.2. Objectives and Limitations

1.2.2 Objectives
To answer this question, a set of battery performance data needs to be obtained
to provide a credible database. Meanwhile, the main degradation mechanisms
should be identified. Furthermore, a physics-informed ML algorithm can be
developed. According to the research question, the main objective of this
project is:

• To develop a physics guided ML model that can improve the accuracy
and adaptability of dynamic degradation prediction for lithium-ion
batteries.

To achieve this main objective, three technical objectives are considered in the
PhD project:

• Obj1: Accelerated degradation characterization for lithium-ion batter-
ies
Accelerated degradation conditions and critical stress factors will be de-
termined using reliability accelerated test theory, ensuring a balance
between test duration and the consistency of extrapolation mechanisms.
Additionally, a test platform will be developed to monitor the character-
istics of lithium-ion batteries during degradation. A test matrix will also
be designed to stimulate different mechanisms for subsequent model
validation.

• Obj2: Digital twin-based degradation prediction modelling
The degradation model for lithium-ion batteries will be developed using
the integrated P2D model in COMSOL, drawing on previous experi-
mental data and multiphysics simulations to parameterize and identify
complex internal parameters. Techniques such as SEM and EDX will
be used to characterize underlying physical properties, aiding in model
parameterization and validating the mechanisms under consideration.

• Obj3: Degradation prediction modeling blending machine learning
and digital twin knowledge
A pure machine learning (ML) model will first be used to train a degra-
dation prediction model for benchmarking purposes. Then, ML will in-
corporate a selected internal electrochemical mechanism to achieve the
required accuracy for self-adaptive optimization and dynamic degra-
dation prediction. This physics-informed ML algorithm combines the
causal reasoning and deductive strengths of physics-based models with
the speed, flexibility, and high-dimensional capabilities of ML.
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1.2.3 Limitations
This PhD project still has some limitations, the main ones being:

• The digital twin currently optimizes sensitive parameters using Matlab.
However, the optimization process needs to be rerun whenever the pa-
rameters are updated. In the future, dynamic optimization should be
considered to enable real-time adjustments, allowing the digital twin to
actively prolong the service life of the battery cell and battery pack.

• The digital twin model currently does not consider cathode mecha-
nisms because, in the case of NMC532, anode mechanisms are more
pronounced. However, to create a more comprehensive model, it is
important to include cathode processes such as metal dissolution and
particle cracking.

• The physics-informed machine learning method has only been validated
on NMC532 cells. To assess its generalization, this method needs to be
tested on other NMC configurations as well. Additionally, integrating
different mechanisms, beyond just particle cracking, into the machine
learning algorithms could enhance their generalizability.

1.3 Battery Cell Utilized in This Project

The cells tested in this study are cylindrical nickel manganese cobalt oxide
(NMC) cathode batteries, which are widely used in electric vehicles. The
specifications of the tested cells are detailed in Table 1.2. Fig. 1.3 displays the
NMC cells being tested in a climate chamber, ensuring consistent ambient tem-
perature control. Voltage, current, and temperature are continuously tracked
during the entire testing procedure.
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1.4. Thesis Outline

Fig. 1.3: Experiment instruments including operando EIS tester, battery aging tester, temperature
chamber and online monitoring PC. Source: supplementary material in [J3].

Table 1.2: Datasheet values of the studied NMC/C battery.

Main Parameter Value

Model INR18650-20R

Nominal capacity 2,000 mAh

Nominal voltage 3.6 V

Max. voltage 4.2 V

Min. voltage 2.5 V

Max. continuous discharge current 22 A (at 25°C), 60% at 250 cycles

Operation temperature -20°C ∼ +75°C

Storage temperature 1.5 year: -30°C ∼ +25°C

1.4 Thesis Outline

This PhD thesis summarizes the project’s outcomes, encompassing a report
and selected publications. The thesis structure, shown in Fig. 1.4, consists of
five chapters, with relevant papers cited in each. The objectives Obj 1-Obj 3
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are addressed in Chapters 2-4, respectively.
Chapter 1 opens with an overview of the research background, focusing on
accelerated degradation characterization, physics-based modeling, and "grey
box" methods. It then highlights the project’s motivation, objectives, and
limitations. The chapter wraps up by summarizing the thesis structure and
presenting the associated publications.
Chapter 2 details the process of selecting suitable accelerated test conditions for
experimental design. A test matrix is created based on recommended stress
intervals to ensure mechanistic consistency, aiming to activate various degra-
dation mechanisms for model development. The battery cells are tested under
varying conditions, including C-rate, temperature, and depth of discharge
(DOD). Data on capacity, voltage, current, temperature, and charging time are
collected for subsequent modeling and analysis.
Chapter 3 presents the development of a digital twin for lithium-ion batteries,
designed to capture real measurement data and model the complex interac-
tions among SEI layer growth, electrolyte consumption, anode crack propaga-
tion, and lithium plating. This digital twin can predict aging behavior at both
the macroscopic full-cell and microscopic particle levels, including voltage-
current profiles under dynamic conditions. It effectively predicts degradation
in NMC-based lithium-ion batteries, identifies degradation modes, and sup-
ports electrochemical analysis. Furthermore, the model provides critical phys-
ical insights, laying the groundwork for physics-informed machine learning
algorithm.
Chapter 4 delves into the integration of physical constraints with machine learn-
ing models. Initially, a mixed-input LSTM network is explored to assess the
health status of battery, accounting for diverse usage patterns, dynamic charg-
ing protocols, and limited historical data. Subsequently, the neural network
(NN) is enhanced by incorporating partial differential equations that describe
anode particle cracking to predict capacity loss. This physics-informed ap-
proach outperforms the baseline NN model in terms of generalization, adapt-
ability, and accuracy, especially in scenarios with small sample sizes.
Chapter 5 summarizes the project’s conclusions and key contributions. Addi-
tionally, it outlines potential directions for future research.

1.5 List of Publications

The dissemination of research from this PhD project is outlined below, includ-
ing journal papers and conference publications. Several of these, specifically
J1-J5 and C1-C4, are incorporated into the PhD thesis.

Journal Papers

• J1. W. Guo, Z. Sun, S.B. Vilsen, J. Meng, D.I. Stroe, Review of
“grey box” lifetime modeling for lithium-ion battery: Combining
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1.5. List of Publications

Fig. 1.4: Thesis outline and related publications

physics and data-driven methods, J. Energy Storage. 56 (2022) 105992.
https://doi.org/https://doi.org/10.1016/j.est.2022.105992.

• J2. W. Guo, Z. Sun, S.B. Vilsen, F. Blaabjerg, D.I. Stroe, Identification
of mechanism consistency for LFP/C batteries during accelerated aging
tests based on statistical distributions, E-Prime - Adv. Electr. Eng. Elec-
tron. Energy. 4 (2023). https://doi.org/10.1016/j.prime.2023.100142.

• J3. W. Guo, Y. Li, Z. Sun, B. Vilsen, D. Ioan, A digital twin to quan-
titatively understand aging mechanisms coupled effects of NMC bat-
tery using dynamic aging profiles, Energy Storage Mater. 63 (2023).
https://doi.org/10.1016/j.ensm.2023.102965.

• J4. W. Guo, Z. Sun, J. Guo, Y. Li, S.B. Vilsen, D.I. Stroe, Digi-
tal Twin-Assisted Degradation Diagnosis and Quantification of NMC
Battery Aging Effects During Fast Charging, 2401644 (2024) 1–16.
https://doi.org/10.1002/aenm.202401644.

• J5. W. Guo, Z. Sun, D. I. Stroe, S. B. Vilsen, Physics-informed machine
learning for personalized battery capacity loss prediction, in preparation.

Conference Papers

• C1. W. Guo, Z. Sun, Y. Li, S.B. Vilsen, D.I. Stroe, How to identify mech-
anism consistency for LFP/C batteries during accelerated calendar and
cycling aging using the lognormal distribution, Conf. Proc. - IEEE Appl.
Power Electron. Conf. Expo. - APEC. 2023-March (2023) 1816–1821.
https://doi.org/10.1109/APEC43580.2023.10131387.
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• C2. W. Guo, Y. Li, Z. Sun, S.B. Vilsen, D. Ioan Stroe, Solid electrolyte
interface layer growth - crack formation coupled model for Lithium-ion
battery capacity fade prediction, 2023 25th Eur. Conf. Power Electron.
Appl. EPE 2023 ECCE Eur. (2023).

• C3. W. Guo, Y. Li, Z. Sun, S.B. Vilsen, C. Zou, D.I.
Stroe, Diagnosing NMC Battery Aging Modes Using Digital Twin,
https://ecs.confex.com/ecs/245/meetingapp.cgi/Paper/183645

• C4. W. Guo, Z. Sun, Y. Li, S. Jin, S.B. Vilsen, D.I. Stroe, Health sta-
tus estimation for lithium-ion batteries with partial charging informa-
tion using mixed inputs LSTM, 2024 IEEE 10th Int. Power Electron.
Motion Control Conf. IPEMC 2024 ECCE Asia. (2024) 1673–1679.
https://doi.org/10.1109/IPEMC-ECCEAsia60879.2024.10567562.

Other Publications which are not included in the thesis

• J6. Y. Li, W. Guo, D.I. Stroe, H. Zhao, P. Kjær Kristensen, L. Ros-
gaard Jensen, K. Pedersen, L. Gurevich, Evolution of aging mechanisms
and performance degradation of lithium-ion battery from moderate
to severe capacity loss scenarios, Chem. Eng. J. 498 (2024) 155588.
https://doi.org/10.1016/j.cej.2024.155588.

• J7. Z. Sun, W. Guo, A.B. Jørgensen, A Computational Multi-
scale Modeling Method for Nanosilver-Sintered Joints with Stochas-
tically Distributed Voids, J. Electron. Mater. 53 (2024) 2437–2454.
https://doi.org/10.1007/s11664-024-10960-x.

• C5. Y. Li, H. Zhao, W. Guo, F. Blaabjerg , D.I. Stroe, Identification of
Lithium-ion Battery Degradation under Fast Charging Protocols, 2024
IEEE Energy Conversion Congress EXPO.

• C6. Z. Sun, M. Takahashi, W. Guo, S. Munk-Nielsen, A.B. Jor-
gensen, Electro-Thermal Digital Twin for GaN eHEMT Power Mod-
ules Temperature Characterization during Power Cycling Tests, 2024
IEEE 10th Int. Power Electron. Motion Control Conf. IPEMC
2024 ECCE Asia. (2024) 4032–4037. https://doi.org/10.1109/IPEMC-
ECCEAsia60879.2024.10567565.

• C7. S. Jin, X. Yu, X. Sui, W. Guo, M. Berecibar, D.I.
Stroe, Features extraction for battery SOH estimation from bat-
tery pulsed charging operation, 2023 25th Eur. Conf. Power
Electron. Appl. EPE 2023 ECCE Eur. (2023) 1–7.
https://doi.org/10.23919/EPE23ECCEEurope58414.2023.10264335.
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Chapter 2
Acceleration Degradation
Characterization and Battery
Database

This chapter focuses on establishing a methodology for developing effective
test plans to accurately assess lithium-ion battery performance and predict
their degradation. A test matrix will be designed according to the recom-
mended operational range and the impact of aging-related stress factors.
Experimental tests will then be conducted using this test matrix to simulate
different degradation behaviors under various conditions. The resulting
datasets will form the basis for developing the subsequent digital twin
model and physics-informed machine learning method. The related scientific
outcome is outlined as follows:

J2. W. Guo, Z. Sun, S.B. Vilsen, F. Blaabjerg, D.I. Stroe, Identification of mech-
anism consistency for LFP/C batteries during accelerated aging tests based on
statistical distributions, E-Prime - Adv. Electr. Eng. Electron. Energy. 4 (2023).
https://doi.org/10.1016/j.prime.2023.100142.
C1. W. Guo, Z. Sun, Y. Li, S.B. Vilsen, D.I. Stroe, How to identify mech-
anism consistency for LFP/C batteries during accelerated calendar and cy-
cling aging using the lognormal distribution, Conf. Proc. - IEEE Appl.
Power Electron. Conf. Expo. - APEC. 2023-March (2023) 1816 1821.
https://doi.org/10.1109/APEC43580.2023.10131387.
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2.1 Identification of aging mechanisms consistency

2.1.1 Theory of Mechanism Consistency Discrimination
The foundation theory of mechanism consistency discrimination was proposed
by Nelson for accelerated testing plans and data analysis [34], [35]. When
capacity degradation reaches the failure threshold 𝐷 𝑓 , the acceleration factor
(AF) is defined by the 𝑓 (𝑣) equation. For more details, refer to [J2]. A higher
𝐴𝐹ℎ,𝑙 value signifies greater acceleration. The AF depends on the proportion of
battery capacity fade (𝑄𝑙𝑜𝑠𝑠), except when the power index 𝑧 remains constant,
in which case 𝐴𝐹ℎ,𝑙 varies with 𝑄𝑙𝑜𝑠𝑠 as follows:

𝐴𝐹ℎ,𝑙(𝑄𝑙𝑜𝑠𝑠) =
𝑡𝑙
𝑡ℎ

=

𝑧ℎ

√
𝑓 (𝑣ℎ)

𝑧𝑙

√
𝑓 (𝑣𝑙)

×𝑄𝑙𝑜𝑠𝑠

1
𝑧𝑙
− 1
𝑧ℎ , 𝐴𝐹ℎ,𝑙 > 1 (2.1)

where the subscript 𝑙, ℎ indicates lower stress 𝑆𝑙 and higher stress 𝑆ℎ [C1], 𝑓 (𝑣)
is the severity coefficient function.
Assume that 𝐹(𝑡; 𝛼, 𝛽, 𝑆𝑙) is the lifetime distribution for capacity degradation
under stress 𝑆𝑙 , following either a Weibull distribution with scale parameter 𝛽
and shape parameter 𝛼, or a lognormal distribution with mean𝜇𝑘 and variance
𝜎𝑘2 [J1]. Then, the parameters need to meet the following conditions to ensure
consistency in the aging mechanism:

𝛼𝑠ℎ = 𝛼𝑠𝑙

𝛽𝑠𝑙/𝛽𝑠ℎ =
𝑧ℎ
√
𝑓 (𝑣ℎ )

𝑧𝑙
√
𝑓 (𝑣𝑙 )

×𝑄𝑙𝑜𝑠𝑠

1
𝑧𝑙
− 1
𝑧ℎ

(2.2)


𝜎𝑙 = 𝜎ℎ

𝜇𝑙 − 𝜇ℎ =
1
𝑧ℎ

ln 𝑓ℎ (𝑣ℎ) − 1
𝑧𝑙

ln 𝑓𝑙 (𝑣𝑙) +
(

1
𝑧𝑙
− 1

𝑧ℎ

)
ln𝑄𝑙𝑜𝑠𝑠

(2.3)

As shown in [J1], a parametric bootstrap test likelihood ratio (LR) is used to
assess parameter consistency. If lifetime data under varying stress levels are
adjusted using Eqs. (2.2) and (2.3), the aging mechanism can be considered
consistent if the LR of the distribution remains stable after bootstrapping the
adjusted lifetimes across various experimental conditions. The null hypothe-
sis is 𝐻0 : 𝐹(𝑆𝑙)𝐶 = 𝐹(𝑆ℎ)𝐶 . The superscript 𝐶 denotes the corrected lifetime,
calculated using either Eq. (2.2) based on the end-of-life (EoL) log-normal
assumption, or Eq. (2.3) based on the EoL Weibull assumption, with 𝑓 repre-
senting either the log-normal or Weibull distribution.

Λ𝑜𝑏𝑠 = −2

(
Λ0 −

𝑛∑
𝑖=1

Λ
(
𝑓
(
𝑡𝑖
𝑐 ;𝜂𝑖

) ))
(2.4)
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2.1. Identification of aging mechanisms consistency

Λ𝑏𝑜𝑜𝑡 = −2
Λ0 −

𝑀∑
𝑞=1

𝑛∑
𝑝=1

Λ
(
𝑓
(
𝑡𝑝𝑞

𝑐 ;𝜂𝑝𝑞
) ) (2.5)

where Λ0 represents a collective model with just two parameters (a common
mean and variance, or a common shape and scale) [J2], while Λ𝑜𝑏𝑠 is the
LR calculated between a model accounting for variations in test conditions
[C1]. 𝑛 and 𝑚 denote the number of accelerated test conditions and random
bootstrap tests, respectively. 𝑓 represents the probability density, and Λ refers
to the adjusted lifetime distribution parameters across various accelerated test
groups [J2].

2.1.2 Mechanism Consistency Interval
This study was based on commercially available cylindrical 26650 LFP/C bat-
tery cells [C1]. Accelerated degradation tests with three key stress factor levels
were developed for 43-month calendar aging tests and 10-month cyclic ag-
ing tests [36]. These tests provided the battery dataset used to determine the
operational range and the impact of aging-related stress factors. Regarding
calendar aging, the LR parametric bootstrap test across three temperatures,
using both log-normal (Fig. 2.5(a,g)) and Weibull distributions (Fig. 2.5(d,j))
fails the consistency test at a 5% significance level [J2]. (Fig. 2.5). This indicates
a change in the calendar aging mechanism within the temperature range of
313.16K to 328.16K. Pairwise tests further reveal that both 313.16K and 328.16K
fail, regardless of whether the EoL distribution is log-normal (Fig. 2.5(b,c)) or
Weibull (Fig. 2.5(e,f)), pinpointing the mechanism change at 321.66K [J2]. Con-
versely, LR parametric bootstrap tests across three SOC levels show that the
EoL distribution, whether log-normal (Fig. 2.5(g)-(i)) or Weibull (Fig. 2.5(j)-
(l)), passes consistently, indicating no significant mechanistic changes [J2]. This
suggests that SOC levels ranging from 10% to 90% have minimal influence on
the calendar aging mechanism [C1].
As shown in [J2],the LR parametric bootstrap test results for cycling aging
across three temperatures, SOC levels, and CD levels are presented in Fig. 2.6
and Fig. 2.7. Under both the EoL log-normal (Fig. 2.7(m-o)) and Weibull
distribution (Fig. 2.7(p-r)) assumptions, all three cycle depth (CD) levels and
pairwise tests support the consistency of the aging mechanism, showing no
significant change in the aging mechanism ranging from 10% to 60% CD [J2].
However, the LR tests fail to support the consistency assumption across various
temperatures and SOC levels. For temperatures, LR tests for both log-normal
(Fig. 2.6(a)) and Weibull (Fig. 2.6(d)) distributions fail, indicating a mechanism
change in the cycling aging range between 308.16 K and 323.16 K. Pairwise tests
for temperatures (Fig. 2.6(b,c) for log-normal; Fig. 2.6(e,f) for Weibull) and SOC
levels (Fig. 2.7(h,i) for log-normal; Fig. 2.7(k,l) for Weibull) consistently show a
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Fig. 2.5: Histogram of LR parametric bootstrap tests at three temperatures using (a-c) log-normal
and (d-f) Weibull distributions, and at three SOC levels using (g-i) log-normal and (j-l) Weibull
distributions. Source: [J2].
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2.1. Identification of aging mechanisms consistency

mechanism change at 323.16 K and 72.5% SOC. This aligns with experimental
findings that, above 318.16K, the aging mechanism shifts, and SEI film growth
is no longer solely limited by anode diffusion [37].

Fig. 2.6: Histogram of LR parametric bootstrap tests at (a-c) three temperatures, (g-i) SOC levels
and (m-o) CD levels based on log-normal distribution; (d-f) temperatures, (j-l) SOC levels and
(p-r) CD levels based on the Weibull distribution. Source: [J2].

2.1.3 Stress Ranking Comparison
In [C1], parameter interpolation generates a severity factor, 𝑓 (𝑣), as a function
of temperature and SOC, illustrated in Fig. 2.8(a). The SOC level introduces
a non-linear factor that amplifies the exponential impact of temperature on
calendar aging, though the relationship between SOC and aging is not mono-
tonically increasing. A plateau in capacity degradation is observed around
50% SOC [J2]. It’s important to note that the non-linear severity factor is influ-
enced by more than just time. Temperature has the most pronounced impact
on aging, as the acceleration factor (AF) at 328.16K and 50% SOC is higher than
at 320.66K and 90% SOC [C1]. The acceleration effect is most pronounced at
90% SOC when capacity loss reaches 20%, as shown by the taller bars for 90%
SOC under identical temperature conditions.
Fig. 2.9 illustrates the severity factor 𝑓 (𝑣) alongside the three aging stresses.
It also depicts the CD level spanning the effects of temperature and SOC on
aging. The sphere volumes in Fig. 2.9(b) represent the AF, with the reference
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Fig. 2.7: continued
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2.1. Identification of aging mechanisms consistency

Fig. 2.8: (a) Severity function map for temperature and SOC level. (b) AF for calendar aging
stresses at 𝑄𝑙𝑜𝑠𝑠=20%. Source: [J2].

condition set to T=308.16K, SOC=27.5%, CD=35%, and 𝐴𝐹 = 1. Temperature
has the strongest acceleration effect (indicated by red double arrows), followed
by the CD level (shown with green double arrows). Notably, the acceleration
impact of CD is significantly influenced by temperature, with 323.16K having a
much greater effect than 315.66K (highlighted by purple arrows). Lastly, SOC
seems to play a minimal role in accelerated cycle aging, though this could be
an exception [C1].

Fig. 2.9: (a) Severity factor map illustrating the impact of temperature and SOC levels. (b)
Acceleration factor (AF) for cycling aging stresses at 𝑄𝑙𝑜𝑠𝑠 = 20%. Double arrows represent the
comparative analysis used to rank stress levels. Orange, green, and blue colors indicate the effects
of temperature, charge/discharge (CD) rates, and combined CD and SOC influences, respectively.
Source: [J2].
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2.2 Experimental Setup

2.2.1 Investigated Cell and Material Properties
This study utilized commercial INR18650 battery cells. An overview of the
material composition and design parameters is provided in Table 2.3. Further
details, including the setup for the test sequence, are illustrated in Fig. 2.10.

Table 2.3: Cell design parameters. Source: [J4].

Parameter Anode Cathode

Material and Composition Graphite NMC 532

Foil Thickness (Ave.) [µm] 82 (meas.) 110 (meas.)

Porosity (Ave.) 0.67 (meas.) 0.69 (meas.)

Electrolyte LiPF6 in a 3:7 by weight EC: EMC

Separator (Ave.) 18 µm

Operating voltage 2.5-4.2

(Vmin-Vmax, V)

Precondition Protocol 5 cycles at C/1

Hold at 3.1 V (≈ 10% SOC)

Weight (Ave.) 45.0g

Fig. 2.10: Dynamic aging test sequence. For details on the test platform, refer to [38]. The fast-
charging cycles were conducted under 1C to 2C conditions until End of Life (EOL) or under 0.6C
until a 10% capacity fade was reached. The tests were carried out over a period of eleven months.
Source: supplementary material in [J4].
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2.2.2 Test Matrix Design
Sixteen batteries were tested using Neware battery testers (5V12A) across five
different aging cycles. During testing, the batteries were charged according
to the conditions specified in Table 2.3, while discharging followed the stan-
dardized World Harmonized Light Vehicles Test Cycle (WLTC). The WLTC
provides a realistic simulation of an EV battery’s discharge patterns, reflecting
a range of driving conditions, from city traffic to highway speeds, and offer-
ing a more accurate depiction of vehicle performance compared to traditional
test patterns. Fig. 2.11 illustrates the CCCV charging and WLTC discharging
profiles, using 0.6C at 35°C as an example during the degradation process.
All tests were conducted in a temperature-controlled environment set to 0°C,
15°C, 25°C, and 35°C. In EV applications, the end-of-life (EOL) for a battery is
typically defined as when its capacity drops to 80% of its initial value (BOL).
Two batteries were tested for each scenario in this study, except for the 1.3C
25°C and 2C 25°C cases. The remaining two batteries were considered outliers,
and their data were not used.

Fig. 2.11: Voltage and current profiles for the 0.6C 35°C case (charging with CCCV, discharging
with WLTC).

2.2.3 Coin cell measurements
In [J3], coin cell tests were conducted to obtain the OCV curves and stoichiom-
etry for NMC and graphite electrodes at 0% and 100%. The NMC cathode and
graphite anode, taken from freshly disassembled 18650 cells, were paired with
a 15 mm lithium metal disc. The electrolyte used was a 1:1 mixture of ethylene
carbonate (EC) and diethyl carbonate (DEC) with 1 M LiPF6. Graphite/Li and
NMC/Li coin cells were cycled using a Landt coin cell tester at a constant 0.8
mA current (0.2 C-rate) using a Landt tester. The OCV test data is presented
in Fig. 2.12.
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Fig. 2.12: OCV-SOC curves for both fresh electrodes and the full cell, displaying the end-of-
discharge (EOD) and end-of-charge (EOC) points, as measured through coin cell experiments.
Source: [J3].

Table 2.4: Overview of the test matrix for stimulating anticipated aging mechanisms

NMC532
Temperature (°C)

Major aging mechanisms0 15 25 35
Charging

Crate 0.6C X1,
X2

X1,
X2

more Li plating

1C X1,
X2

more SEI growth

1.3C X1,
X2

X1

MC X1,
X2

more cracking

2C X1,
X2

X1,
X2

X1

2.3 Performance Degradation Assessment

2.3.1 Electrical Performance
A reference performance test (RPT) was conducted at 25°C every 100 EFCs to
assess incremental capacity degradation. The cells were charged to 4.2 V using
a 0.5 C (1 A) CCCV profile and were considered fully charged once the cut-off
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2.3. Performance Degradation Assessment

current dropped to 0.1 A. They were then discharged to 2.5 V at the same
constant current. The discharged capacity was used in subsequent analyses
to quantify capacity loss over time. Impedance spectra recorded during aging
tests (see Fig. 2.13(d,e)) were analyzed using the equivalent circuit model
(ECM) in the ZfitGUI software [J3]. Increases in SEI layer resistance and
charge transfer resistance are shown in Fig. 2.13(b,c).
Fig. 2.13(a-c) presents the capacity fade of NMC532 cells under seven distinct
aging profiles, along with impedance spectrum changes from BOL to EOL.
The most significant degradation occurred under the 2C 0°C protocol. For
temperatures above 0°C, the 1.3C 15°C protocol exhibited the most pronounced
degradation, with a 20% capacity fade within 736 EFCs. Initially, the capacity
loss for 2C 25°C and 1.3C 25°C was comparable for the first 500 EFCs, after
which the cell aged at 2C experienced accelerated degradation. In contrast,
the MC protocol resulted in the least capacity loss, even outperforming the
1C protocol. The lowest capacity loss was observed at 0.6C and 35°C, where
an initial capacity increase is attributed to graphite layer expansion, enabling
enhanced Li+ intercalation, as previously noted in [39]. Fig. 2.13(b,c) compares
EIS results at BOL and after 900 EFCs (maintaining a consistent time scale).
Initially, the mid and low-frequency semi-circles were similar among cells, with
the 2C 25°C cell exhibiting a slightly larger semi-circle. After aging, the 2C 0°C
cell showed the fastest increase in charge transfer impedance (𝑅𝑐𝑡). Among the
cells aged above 0°C, the highest 𝑅𝑐𝑡 was observed for the 1.3C 25°C protocol,
followed by the 1C, 2C, and MC protocols at 25°C. Fig. 2.13(e) indicates that
the increase in 𝑅𝑐𝑡 for the 2C 35°C 70% DOD protocol was less pronounced,
suggesting that lower DOD can reduce the rise in 𝑅𝑐𝑡 . Fig. 2.13(d,e) also
shows changes in 𝑅𝑆𝐸𝐼 and 𝑅𝑐𝑡 extracted from ECM parameters, highlighting
an accelerated increase in 𝑅𝑐𝑡 during later aging stages, except under 0°C
conditions, which exhibited a decreasing trend. This may be attributed to
reduced 𝑅𝑐𝑡 from lithium metal deposition on the anode surface [40]. 𝑅𝑆𝐸𝐼
generally increased steadily across all conditions, with a rapid rise under
the 2C 0°C protocol and a consistent decline under the 0.6C 0°C protocol.
An increase in SEI resistance is associated with dense lithium metal plating
[41]. Conversely, the formation of a porous lithium structure and ongoing SEI
breakage and reformation could lead to stable or decreasing 𝑅𝑆𝐸𝐼 values [42].
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Fig. 2.13: Performance degradation of NMC532 batteries under various fast charging protocols:
(a) capacity loss versus EFCs; operando EIS response at (b) BOL and (c) after 900 EFCs; (d) changes
in SEI impedance (𝑅𝑆𝐸𝐼 ); (e) variations in charge transfer impedance (𝑅𝑐𝑡 ) Source: [J4].

Fig. 2.14: (a) Cell disassembly; (b) Image of fresh cathode; (c) Image of aged cathode; (d) Image of
fresh anode; (e) Image of aged anode; (f) Electrode material peeling due to electrolyte consumption.
Source: supplementary material in [J4].

2.3.2 Post-mortem Analysis
Aged and fresh cells were analysed to assess loss of lithium inventory (LLI) and
loss of active material (LAM). Disassembly revealed non-wet electrodes and
peeling of the negative electrode material, suggesting significant electrolyte
consumption (Fig. 2.14(f)). As shown in Fig. 2.14(b-e), the fresh electrodes
exhibited smooth surfaces, with the positive electrode appearing glossy black
and the negative electrode dark gray. In contrast, aged electrodes displayed
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2.3. Performance Degradation Assessment

increased surface roughness, particularly on the anode. The yellowish layer
on the negative electrode suggests regions rich in SEI layer or lithium, possibly
resulting from electrolyte decomposition or lithium plating.
To gain a deeper understanding of the degradation mechanisms, SEM analysis
was conducted to examine electrode morphology. The SEM images of cathodes
aged under different charging conditions are shown in Fig. 2.15, revealing
minimal cathode cracking. In contrast, post-mortem analysis of the anode (Fig.
2.16) confirms the presence of graphite particle cracking. These post-mortem
findings are crucial for developing modeling assumptions, identifying relevant
degradation mechanisms, and validating the model predictions.

Fig. 2.15: Cathode morphology at end-of-life (EOL) for various conditions: (a) 1C 25°C 100%
DOD, (b) 1.3C 25°C 100% DOD, (c) MC 25°C 100% DOD, (d) 2C 25°C 100% DOD, (e) 1.3C 15°C
100% DOD, and (f) 2C 35°C 70% DOD. The 0.6C 35°C 70% DOD cell was not disassembled due to
minimal 10% capacity fade. Source: supplementary material in [J4].
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Fig. 2.16: Anode morphology at end-of-life (EOL) for various conditions: (a) 1C 25°C 100% DOD,
(b) 1.3C 25°C 100% DOD, (c) MC 25°C 100% DOD, (d) 2C 25°C 100% DOD, (e) 1.3C 15°C 100%
DOD, and (f) 2C 35°C 70% DOD. The 0.6C 35°C 70% DOD cell was not disassembled due to a
minimal capacity fade of only 10%. Source: supplementary material in [J4].
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2.4. Summary

2.4 Summary

In summary, this chapter explores the suitable test range for aging batteries.
Statistical analysis of lithium-ion batteries, based on discharge capacity loss,
was conducted to derive the evolution of distribution parameters using a con-
sistent acceleration factor. The likelihood ratio parametric bootstrap method
revealed that cycling aging conditions with temperatures above 47.5°C and av-
erage SOC levels exceeding 72.5% result in divergent lifetime behaviors. From
these insights, seven aging protocols were designed to span from BOL to EOL,
ensuring consistent mechanisms for lifetime extrapolation and activating vari-
ous aging modes for future modeling. The analysis of both macroscopic electri-
cal characteristics and microscopic post-mortem observations identified anode
degradation, particularly cracking, as the primary contributor to capacity loss.
These findings provide a crucial experimental basis for the development of
digital twin model and physics-informed machine learning algorithm.
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Chapter 3
Digital Twin-based
Degradation Prediction
Modelling

This chapter focuses on developing a digital twin for lithium-ion batteries
to predict their degradation behavior. The model captures charging and
discharging protocols, incorporating the complex interactions of SEI layer
growth, anode crack propagation, and lithium plating. The digital twin
enables the estimation of aging behavior from the full-cell level down to the
microscopic particle scale, providing valuable support for electrochemical
analysis of battery degradation mechanisms. This digital twin model
establishes a solid basis for developing physics-informed machine learning.
The key scientific outcomes are as follows:
J3. W. Guo, Y. Li, Z. Sun, B. Vilsen, D. Ioan, A digital twin to quan-
titatively understand aging mechanisms coupled effects of NMC bat-
tery using dynamic aging profiles, Energy Storage Mater. 63 (2023).
https://doi.org/10.1016/j.ensm.2023.102965.
J4. W. Guo, Z. Sun, J. Guo, Y. Li, S.B. Vilsen, D.I. Stroe, Digi- tal
Twin-Assisted Degradation Diagnosis and Quantification of NMC
Battery Aging Effects During Fast Charging, 2401644 (2024) 1–16.
https://doi.org/10.1002/aenm.202401644.
C2. W. Guo, Y. Li, Z. Sun, S.B. Vilsen, D. Ioan Stroe, Solid electrolyte interface
layer growth - crack formation coupled model for Lithium-ion battery capacity
fade prediction, 2023 25th Eur. Conf. Power Electron. Appl. EPE 2023 ECCE
Eur. (2023).
C3. W. Guo, Y. Li, Z. Sun, S.B. Vilsen, C. Zou, D.I. Stroe,
Diagnosing NMC Battery Aging Modes Using Digital Twin,
https://ecs.confex.com/ecs/245/meetingapp.cgi/Paper/183645.
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3.1 Battery Digital Twin Construction

3.1.1 Modeling Description
A physics model, developed using the pseudo-two-dimensional (P2D) ap-
proach, is used to investigate the degradation behavior of NMC-based lithium-
ion batteries (LiBs), as published in [J3] and [C2]. Figure 3.17(a) provides an
overview of the main electrochemical and parasitic reactions modeled. Dur-
ing discharge, lithium atoms deintercalate from the anode particles, becoming
lithium ions that migrate through the electrolyte to the cathode, where they
combine with electrons and intercalate as lithium atoms into the layers of the
cathode’s active material. Parasitic reactions include (1) SEI layer formation,
which can occur rapidly before deintercalation starts, within a potential range
of 0V to 0.25 V vs. Li+/Li. Ethylene carbonate (EC) molecules from the elec-
trolyte diffuse through the outer SEI layer, interacting with lithium ions and
electrons in the graphite, resulting in SEI film thickening; (2) lithium plating,
which occurs when the overpotential drops below 0V vs. Li/Li+; and (3)
de/intercalation of lithium ions causes graphite contraction and expansion,
leading to anode exfoliation. This process exposes new surfaces, where addi-
tional SEI layer formation occurs, as shown in Fig. 3.17(b).
Model Assumption As explained in [J3], the following modeling assumptions
are proposed to effectively describe the coupling effects of three considered
processes (SEI growth, cracking, and lithium plating).

• Active material particles in both the cathode and anode are modeled as
spheres.

• The porous SEI layer is evenly distributed across the graphite/anode
surface, maintaining a consistent thickness.

• SEI growth primarily occurs within the stable inner inorganic layer, as
the organic layer may shift or undergo further reduction [43].

• Initial cracks on the graphite particles are identical in size and evenly
distributed. These cracks propagate inwardly, with their length and
density remaining constant.

• Crack propagation is driven by the maximum diffusion-induced cyclic
tangential stress resulting from lithium ion intercalation and deinterca-
lation, which continuously impacts the graphite surface.

• The evolution of lithium stripping is not considered in this model.
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• Thermal effects are accounted for by incorporating temperature-
dependent material properties and diffusion coefficients.

Fig. 3.17: (a) Modeling of primary electrochemical and parasitic reactions; (b) Volume expansion
and contraction leading to crack propagation. Source: [J3].

Main intercalation reaction The primary Li+ intercalation/deintercalation
reaction occurs at the particle surface and follows the Butler-Volmer equation
[J3], expressed as:

𝑗int = 𝑗int,0

[
exp

(
𝛼𝑎𝐹
𝑅𝑇

𝜂int

)
− exp

(
(1 − 𝛼𝑎)𝐹

𝑅𝑇
𝜂int

)]
(3.6)
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where 𝑗𝑖𝑛𝑡,0 represents the exchange current density, 𝛼𝑎 is the anodic transfer
coefficient, and 𝜂𝑖𝑛𝑡 indicates the overpotential for the Li+ intercalation
or deintercalation reaction. The total current density, 𝑗𝑡𝑜𝑡 , is a sum of the
intercalation current (𝑗𝑖𝑛𝑡), SEI formation current (𝑗𝑆𝐸𝐼), and lithium plating
current (𝑗𝑙𝑝𝑡): 𝑗𝑡𝑜𝑡 = 𝑗𝑖𝑛𝑡 + 𝑗𝑆𝐸𝐼 + 𝑗𝑙𝑝𝑡 .

SEI layer growth At the first LiB cycle, the SEI layer is formed, and the initial
thicknesses of the inner inorganic and outer organic layers are defined as
follows [J3]:

𝑙
𝑖𝑛𝑜𝑟𝑔𝑎𝑛𝑖𝑐

0 =
𝛿𝑄1𝑀

𝑖𝑛𝑜𝑟𝑔𝑎𝑛𝑖𝑐

𝑆𝐸𝐼

2𝐴0𝜌
𝑖𝑛𝑜𝑟𝑔𝑎𝑛𝑖𝑐

𝑆𝐸𝐼
𝐹

𝑙
𝑜𝑟𝑔𝑎𝑛𝑖𝑐

0 =
(1−𝛿)𝑄1𝑀

𝑜𝑟𝑔𝑎𝑛𝑖𝑐

𝑆𝐸𝐼

2𝐴0𝜌
𝑜𝑟𝑔𝑎𝑛𝑖𝑐

𝑆𝐸𝐼
𝐹

(3.7)

where 𝐴0 represents the ideal initial surface area of the anode particles. The
SEI layer, located at the anode-electrolyte interface, follows the current density
of the SEI side reaction as described below:

𝑗𝑆𝐸𝐼 = −
[
1 + 𝐻𝐾𝑐𝑟𝑑

(
𝐶𝑛,𝑎𝑣

𝐶𝑛,max

)]
𝐽 𝑗1𝑐,𝑙𝑜𝑐𝐶𝑟𝑎𝑡𝑒

exp
(
𝛼𝑎𝐹
𝑅𝑇 𝜂𝑆𝐸𝐼

)
+ 𝑄𝑆𝐸𝐼 𝑓 𝐽

𝑗1𝑐,𝑙𝑜𝑐

(3.8)

where lumped parameters 𝐽, 𝐻, and 𝑓 represent the dimensionless exchange
current, graphite relative expansion factor, and frequency, respectively [44].
The volume expansion factor, 𝐾𝑐𝑟𝑑, is associated with the stoichiometric coef-
ficient (𝐶𝑛,𝑎𝑣/𝐶𝑛,𝑚𝑎𝑥) in 𝐿𝑖𝑥𝐶6. The SEI reaction overpotential, 𝜂𝑆𝐸𝐼 , is defined
as 𝜂𝑆𝐸𝐼 = 𝜑𝑠 − 𝜑𝑒 −𝑈𝑒𝑞,𝑆𝐸𝐼 , where𝑈𝑒𝑞,𝑆𝐸𝐼 , the SEI reaction equilibrium poten-
tial, is set at 0.4 V. The SEI film concentration, 𝐶𝑆𝐸𝐼 , formed on the anode is
determined by mass conservation and is expressed as 𝜕𝐶𝑆𝐸𝐼/𝜕𝑡 = −𝐴𝑣 𝑗𝑆𝐸𝐼/2𝐹.
The capacity fade,𝑄𝑆𝐸𝐼 (Ah/𝑚2), resulting from SEI layer growth is calculated
as follows:

𝑄𝑆𝐸𝐼 =

∫
𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝐶𝑆𝐸𝐼 · 𝐹
3600 (3.9)

Lithium Plating Lithium ion loss from lithium plating is assumed to be irre-
versible [J3]. Therefore, the current density of the lithium deposition reaction
is described using the Tafel equation rather than the Butler-Volmer equation,
as follows:

𝑗𝑙𝑝𝑡 =


−𝑗𝑙𝑝𝑙,0 exp

(
− 𝛼𝑎,𝑙𝑝𝑙𝐹

𝑅𝑇 𝜂𝑙𝑝𝑙
)
, 𝜂𝑙𝑝𝑙 ≤ 0

0, 𝜂𝑙𝑝𝑙 > 0
(3.10)

The current density of lithium plating at the anode particle interface, de-
noted as 𝑗𝑙𝑝𝑙,0, is defined by the equation 𝑗𝑙𝑝𝑙,0 = 𝑘𝑙𝑝𝑙𝑐

𝛼𝑙𝑝𝑙
𝑙

, where 𝜂𝑙𝑝𝑙 =

𝜑𝑠 −𝜑𝑒 − 𝑗𝑡𝑜𝑡𝑅 𝑓 𝑖𝑙𝑚 represents the overpotential required to initiate the lithium
plating reaction. The deposited lithium concentration, 𝐶𝑙𝑝𝑡 , is calculated using
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mass conservation as 𝜕𝐶𝑙𝑝𝑡/𝜕𝑡 = −𝐴𝑣 𝑗𝑙𝑝𝑡/𝐹. Assuming that lithium plating is
irreversible, the capacity loss 𝑄𝑙𝑝𝑡 (Ah/𝑚2) due to this process is expressed as
follows:

𝑄𝑙𝑝𝑡 =

∫
𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝐶𝑙𝑝𝑡 · 𝐹
3600 (3.11)

Crack Formation of Anode Initial cracks on the anode surface grow during
cycling due to diffusion-induced stress from lithium ions. As these cracks
propagate, they expose more surface area to the electrolyte, leading to con-
tinuous SEI formation. Paris’ law describes the growth of crack depth as a
function of the cycle numbers 𝑁 [26].

𝑑𝑎

𝑑𝑁
= 𝑘(𝜎𝑡 ,max𝑏

√
𝜋𝑎)𝑛 (3.12)

The parameters 𝑘, 𝑏, and 𝑛 are material-specific constants, with 𝑎 representing
the crack depth and 𝜎𝑡 ,max denoting the peak diffusion-induced tangential
stress on the anode particle surface [C2].
Crack propagation impacts the anode’s diffusion coefficient; as cracks deepen,
the effective diffusion constant of the anode’s active material decreases.

𝐷
𝑒 𝑓 𝑓
𝑛 (𝑁) = 𝐷𝑛,0

(
1 − 𝑎(𝑁)

𝑎max

)𝛽
(3.13)

where 𝛽 is a fitting parameter, and 𝑎𝑚𝑎𝑥 represents the maximum allowable
anode crack damage, as described in [45].

𝑎max = −0.5902 × 0.7173 + 0.0027 × 𝑟𝑛 − 0.15/𝑟𝑛
1 + |0.0223 × 𝐶𝑟𝑎𝑡𝑒 − 10.2115 − 0.002 × 𝑟𝑛|

(3.14)

As there is no crack growth in the first cycle, with only initial SEI formation,
the equations for𝑄𝑐𝑟𝑎𝑐𝑘 and𝑄𝑟𝑒 𝑓 𝑜𝑟𝑚 can be integrated to find the solution [J3].

𝑄𝑐𝑟𝑎𝑐𝑘(𝑁) = 2 − 𝑛
2

Ψ

Z

[
(1 + Z𝑁)

2
2−𝑛 − (1 + Z)

2
2−𝑛

]
(3.15)

𝑄𝑟𝑒 𝑓 𝑜𝑟𝑚(𝑁) =
𝐾𝑆𝐸𝐼,0 exp(−𝐸𝑎,𝑆𝐸𝐼

𝑅𝑇 )Ψ
𝑙
𝑖𝑛𝑜𝑟𝑔𝑎𝑛𝑖𝑐

0

𝑁−1∑
𝑗=1

(
1 + Z𝑗

) 𝑛
2−𝑛 (𝑁 − 𝑗) 1

2 (3.16)

where

𝜓 =
16𝜋𝑟𝑛2𝜌𝑐𝑟 𝑙𝑐𝑟,0𝑘

(
𝜎𝑡 ,max𝑏

√
𝜋𝑎0

)𝑛
𝜌
𝑖𝑛𝑜𝑟𝑔𝑎𝑛𝑖𝑐

𝑆𝐸𝐼
𝐹𝑙

𝑖𝑛𝑜𝑟𝑔𝑎𝑛𝑖𝑐

0

𝛿𝑒𝑀
𝑖𝑛𝑜𝑟𝑔𝑎𝑛𝑖𝑐

𝑆𝐸𝐼

(3.17)

and
Z =

2 − 𝑛
2 𝑘

(
𝜎𝑡 ,max𝑏

√
𝜋
)𝑛
𝑎0

2
2−𝑛 (3.18)
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3.1.2 Parameter Uncertainty Quantification
The cell voltage significantly impacts seven capacity-related parameters [46]:
𝐶𝑠,𝑚𝑎𝑥 , 𝐿𝑝 , 𝐿𝑛 , 𝜖𝑛 , 𝜖𝑝 , 𝑟𝑛 , and 𝑟𝑝 . Fig. 3.18(a) shows a Morris One-At-a-Time
(MOAT) sensitivity analysis of these parameters, highlighting their impacts on
cell voltage. The analysis indicates that the negative electrode porosity (𝜖𝑛𝑒𝑔)
and positive electrode particle size (𝑟𝑝𝑜𝑠) have minimal impact on voltage. Ad-
ditionally, a global sensitivity analysis of capacity was performed using Sobol
indices for the top five MOAT-sensitive parameters. Assuming a normal distri-
bution with a mean of 𝑢𝑖 and variance of 0.01 ∗ 𝑢𝑖 , the first-order Sobol indices
(left bar) indicate the effect of individual parameters on capacity, while the
total Sobol indices (right bar) capture the influence of parameter interactions.
Results indicate that 𝐶𝑠,𝑚𝑎𝑥 has the greatest influence on capacity, followed by
𝜖𝑝𝑜𝑠 , 𝑟𝑛𝑒𝑔 , and 𝐿𝑝𝑜𝑠 , with 𝐿𝑛𝑒𝑔 having the least effect. Fig. 3.18(c) presents an
uncertainty quantification of capacity for these four parameters. Optimiza-
tion of these four sensitive parameters for voltage and capacity was conducted
using dynamic aging protocols, leveraging the integrated P2D model in COM-
SOL 6.2. To validate the model, charge voltage curves at every 100 EFCs under
various aging conditions were compared with experimental data, as shown
in Fig. 3.19. The model demonstrates good agreement with experimental re-
sults, with RMSE and MAE below 4% most of the time. The earlier onset of the
4.2V charging voltage indicates irreversible capacity loss with aging. Detailed
results (refer to [J4]) confirm that the RMSE and MAE for voltage predictions
remain under 4%.

Fig. 3.18: Parameter sensitivity analysis and uncertainty quantification. (a) MOAT method to
identify the sensitivity of seven parameters on voltage; (b) Sobol indices for the top five MOAT-
effect parameters on capacity; (c) Uncertainty quantification on capacity of top four Sobol indices
effect parameters. Source: [J4].
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3.1. Battery Digital Twin Construction

Fig. 3.19: Optimized current and voltage responses used to calibrate the physics model for CCCV
protocol: (a) 1C and (b) 2C charging protocols. (c-e) Comparison of model results with test
data, showing charging voltage vs. EFCs during cycling aging. (f) Voltage error across the three
charging protocols. Source: [J3].
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3.2 Model Validation

3.2.1 Capacity and Resistance Prediction
The overall framework proposed for predicting the battery degradation is
illustrated in Fig. 3.20. Using aging tests and measured battery parameters, a
proposed digital twin accurately predicts battery aging behavior, addressing
the three considered aging mechanisms. Insights from this model are then
used to propose an optimized charging profile to extend the NMC battery’s
service life [J3]. The critical step involves building a digital twin for the LiBs
and adjusting SEI growth and crack parameters for accurate predictions.

Fig. 3.20: Overview of NMC battery aging quantification using the digital twin process, highlight-
ing the interactions between various aging mechanisms and offering insights for enhancing cycle
life. Source: [J3].

Three charging protocols with dynamic discharging profiles were utilized to
simulate real-world vehicle operations [C2]. These measurements, alongside
operando impedance measurements and post-mortem analysis, were used to
validate the digital twin model [J3]. As shown in Fig. 3.21(a-b), the digital
twin predicts battery capacity fade within an accuracy of 0.4% MAE up to
10% degradation. The MAEs for relative 𝑅𝑆𝐸𝐼 (%) at 1C CCCV, 2C CCCV,
and MCCCV are 7.69%, 10.18%, and 4.78%, respectively (Fig. 3.21(c-e)) [J3].
For relative 𝑅𝑐𝑡 (%), the MAEs are 5.11%, 2.73%, and 3.59% across the same
charging protocols.
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3.2. Model Validation

Fig. 3.21: (a) Comparison of predicted and experimental SOH considering the coupling of three
mechanisms, (b) digital twin error analysis, and comparison of experimental vs. predicted SEI
film resistance at the anode/separator and anode/current collector interfaces for (c) 1C CCCV, (d)
2C CCCV, (e) MCCCV. (f) Comparison of experimental and predicted charge transfer resistance
increases for the three charging protocols. Source: [J3].

To further validate the model prediction results, this digital twin model were
used to predict the degradation behaviors for cells aged until 20% capacity fade.
Fig. 3.22 compares the measured and predicted values of capacity, relative
𝑅𝑆𝐸𝐼 , and 𝑅𝑐𝑡 , accounting for the coupled effects of SEI growth, electrolyte
consumption, lithium plating, and graphite cracking. Panels (a-c) show results
under varying fast charging rates at 35°C, (d-f) at 25°C, and (g-i) for different
DODs and temperatures. The RMSE and MAE for capacity prediction are
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less than 4.5% and 2.7%, indicating high accuracy (Fig. 3.22(j)). The MAE for
𝑅𝑆𝐸𝐼 and 𝑅𝑐𝑡 predictions are below 4.4% and 9.3%, respectively, confirming
reasonable impedance trend tracking (Fig. 3.22(n-o)).

Fig. 3.22: Predicted capacity fade, relative 𝑅𝑆𝐸𝐼 increase, and 𝑅𝑐𝑡 growth using the proposed
digital twin model at (a-c) 35 °C, (d-f) 25 °C, (g-i) 15 °C, and (j-l) various DODs and temperatures.
Subfigures (m-o) display the RMSE and MAE for predicting capacity, 𝑅𝑆𝐸𝐼 , and𝑅𝑐𝑡 under different
conditions. Source: supplementary material in [J4].

42



3.2. Model Validation

3.2.2 Aging Mechanisms Quantification
SEI Growth Effect To gain quantitative physical insights, digital twin results
reveal that SEI film growth leads to a steady increase in SEI thickness (Fig.
3.23(a)), causing capacity density fade to stabilize into a linear progression.
Higher C-rates accelerate SEI growth, with thickness reaching up to several
hundred nanometers, consistent with the ranges reported in [47], [48].
Additionally, local anodic porosity decreases after 1000 EFCs, as illustrated in
Fig. 3.23(b). Initially at 0.67 in a fresh cell, porosity drops below 0.59 under
2C charging, while less pronounced decreases are observed with 1.3C (below
0.61), MC (below 0.64), and 1C (below 0.65). The MC protocol better prevents
pore clogging near the separator compared to the 1.3C protocol. Electrolyte
consumption (Fig. 3.23(d)) is directly linked to the SEI reaction rate. The 2C
charging protocol shows the most significant reduction in electrolyte volume
fraction, followed by 1.3C and MC, with 1C showing the least decline. This
indicates that high C-rates accelerate SEI layer formation, though results
suggest that C-rates alone are not the primary drivers of accelerated SEI
growth.
Crack Formation Effect Fig. 3.23(e) illustrates the tangential stress on graphite
particles at the end of constant current (CC) fast charging for the four different
charging rates considered. For additional protocols, refer to [J4]. Previous
studies [J4] show that the maximum tangential stress occurs at the end of CC
charging, reaching approximately 4.4×107 Pa at 2C, nearly four times higher
than at 1C ( 1.2×107 Pa). In the MC charging protocol, peak tangential stress
( 2×107 Pa) arises at 80% SOC when the charging current transitions from 1C
to 0.5C. During delithiation (Fig. 3.23(f)), the maximum tangential stress is
lower and has an opposite orientation compared to charging, with the highest
stress observed at 2C, followed by 1.3C and 1C. The MC protocol results in
the lowest stress, both at the particle center and surface. Repeated cycles of
tangential stress at crack sites on graphite contribute to the initiation of fatigue
cracks. As depicted in Fig. 3.23(g), crack propagation significantly accelerates
capacity loss, especially around 600 EFCs. The 1C and MC fast charging
protocols effectively reduce stress levels, thereby slowing crack propagation
(Fig. 3.23(g)). After 1000 EFCs, the capacity density fade under the 1.3C,
MC, and 1C charging protocols is 8.9 Ah/𝑚2, 8.1 Ah/𝑚2, and 7.8 Ah/𝑚2,
respectively, corresponding to 47%, 43%, and 41% of the capacity loss caused
by the 2C charging protocol, potentially extending battery life (Fig. 3.23(h)).
Post-mortem SEM analysis (Fig. 2.16(a)) supports these findings, showing
that the 2C protocol causes more severe graphite cracking and exfoliation,
whereas the 1C and MC protocols better preserve the structural integrity of
graphite particles.
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Fig. 3.23: Comparison of digital twin predictions for SEI growth and mechanical behavior at the
graphite/separator interface under different aging protocols (1C, 1.3C, MC, and 2C): (a) SEI film
thickness; (b) local anode porosity in a fresh cell and after 1000 EFCs; (c) capacity density loss;
(d) electrolyte volume reduction; (e) tangential stress distribution within the anode particle at the
end of the CC stage; (f) tangential stress at the end of discharge (EOD); (g) crack propagation as a
function of EFCs; (h) capacity density loss due to crack growth. Source: [J4].

Lithium Plating Effect Fig. 3.24 illustrates the lithium plating process in cells
subjected to four different charging C-rates. For additional protocols, please
refer to [J4]. By comparing SOC changes at BOL and after 1000 EFCs, it is
evident that the intercalation current shifts towards higher SOC in all cases
(Fig. 3.24(a-d)). During aging with the 1C, MC, 1.3C, and 2C protocols, the
CC duration decreases to 0.9, 0.8, 0.7, and 0.6 times that at BOL, respectively,
while the CV duration extends to 1.5, 2.4, 3.5, and 3.8 times that at BOL. A
comparative analysis at 100 EFCs reveals that the intercalation current den-
sity at 2C (Fig. 3.24(d)) is roughly ten times higher than at 1C (Fig. 3.24(a)),
persisting until the anode potential drops below 0 V. This increased current
density can expedite lithium plating, which occurs when the lithium-ion trans-
fer rate from the electrolyte to the anode surpasses the anode’s intercalation
capacity, resulting in metallic lithium deposition on the anode surface. After
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3.2. Model Validation

1000 EFCs, the intercalation current density for all protocols shifts towards
higher SOC, preventing the battery from reaching its initial 0% SOC. Except
for the MC protocol, lithium plating exhibits an exponential growth trend (Fig.
3.24(e)), indicating effective suppression under MC fast charging. The findings
show that at 25 °C, lithium plating has a negligible impact on capacity fade
compared to SEI growth and anode cracking. However, high C-rate charging
induces significantly more lithium plating than the MC protocol.

Fig. 3.24: Unraveling lithium plating behavior through digital twin at different charging rates:
SOC variations, intercalation current, and lithium plating current density at the anode/separator
interface for (a) 1C, (b) 1.3C, (c) MC, and (d) 2C charging protocols at 100 and 1000 EFCs; (e) Li
plating thickness at the anode/separator interface; (f) capacity density loss attributed to lithium
plating. Source: [J4].
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3.2.3 Degradation Diagnosis
To quantitatively assess different aging modes under different conditions, we
apply the following equations, which take into account the predicted stoi-
chiometry parameters and remaining capacities of both the positive electrode
(PE) and negative electrode (NE) [49].

𝐿𝐿𝐼 = 1 −
𝑄𝑛,𝐸𝐹𝐶𝜃−

𝐸𝑂𝐶,𝐸𝐹𝐶
+𝑄𝑝,𝐸𝐹𝐶𝜃+

𝐸𝑂𝐶,𝐸𝐹𝐶

𝑄𝑛,0𝜃−
𝐸𝑂𝐶,0 +𝑄𝑝,0𝜃+

𝐸𝑂𝐶,0
(3.19)

𝐿𝐴𝑀𝑝 = 1 −
𝑄𝑝,𝐸𝐹𝐶𝜃+

𝐸𝑂𝐷,𝐸𝐹𝐶

𝑄𝑝,0𝜃+
𝐸𝑂𝐷,0

(3.20)

𝐿𝐴𝑀𝑛 = 1 −
𝑄𝑛,𝐸𝐹𝐶𝜃−

𝐸𝑂𝐶,𝐸𝐹𝐶

𝑄𝑛,0𝜃−
𝐸𝑂𝐶,0

(3.21)

Diagnostic results across all aging conditions indicate a significant increase in
LAM during pronounced aging stages for NMC532 batteries. The difference
between LAMneg and LAMpos decreases to just 7.9% after 1000 EFCs. When
comparing these findings with the IC peak intensity changes in the full cell
pOCV curve, the absolute error (AE) of the digital twin’s diagnostics remains
within 10% (Fig. 3.25(g)). Likewise, LLI shows a sharp increase in the later
aging stages. As shown in Fig. 3.25(h), the AE of LLI diagnostics, compared
to DV shift measurements, is within 3.9%, demonstrating the digital twin’s
diagnostic precision. LLI and LAMneg emerge as the primary aging modes
during fast charging, with LAMpos having a lesser impact—this is further
validated by post-mortem analysis (Fig. 3.25). These aging mechanisms—LLI,
LAMpos, and LAMneg—contribute to the changes in full-cell SOC, explaining
the increase in initial 0% SOC observed in sections 3.2.2. This behavior is
consistent with the descriptions in [50] regarding the impact of aging modes
on full-cell SOC and the adjustments to 100% SOC at the start of each aging
cycle.
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3.2. Model Validation

Fig. 3.25: Digital twin diagnostic results for 2C 25°C (100% DOD) and 2C 35°C (70% DOD)
scenarios: (a, b) Changes in the negative electrode potential (NEP) and positive electrode potential
(PEP) during charging, comparing initial (dashed lines) and aged states (solid lines), with gradient
boxes indicating stoichiometry shifts; (c, d) Reduction in stoichiometry ratios at end-of-charge
(EOC) and end-of-discharge (EOD) over EFCs; (e, f) Progression of identified aging modes with
EFCs; (g, h) Absolute error (AE) in predicted LAM and LLI as a function of EFCs. Source: [J4].
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3.3 Summary

This chapter introduces a lithium-ion battery digital twin designed to cap-
ture real operational data and model the complex interactions between SEI
layer growth, anode crack propagation, and lithium plating. The digital twin
estimates aging behavior from the full-cell level down to the particle scale, an-
alyzing voltage-current profiles under varying aging conditions. It provides
accurate predictions of NMC-based lithium-ion battery degradation and fa-
cilitates detailed electrochemical analysis. An advanced version of the digital
twin integrates electrochemical methods with post-mortem analysis to quan-
tify chemical and structural degradation modes. The findings underscore the
digital twin’s potential for accurately assessing aging effects and provide a
robust physics-based framework for developing future physics-informed ma-
chine learning model to predict battery degradation.
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Chapter 4
Degradation Prediction
Modelling blending ML and
Digital Twin Knowledge

This chapter explores the performance of predicting battery health status
by combining machine learning with physics-based insights from a digital
twin. First, a mixed-input LSTM network is introduced, which integrates
partial charging history with operational conditions, serving as a foundational
pure machine learning approach for developing a physics-informed method.
Next, a Physics-Informed Neural Network (PINN) is developed to predict
the capacity loss of lithium-ion batteries. This approach aims to offer more
reliable, stable, and accurate capacity predictions by incorporating the
battery’s dynamic behavior and degradation trends, surpassing traditional
neural networks. The related scientific outcomes are as follows:

J5. W. Guo, D. I. Stroe, Y. Huang, S. B. Vilsen, Physics-informed machine
learning for personalized battery capacity loss prediction, in preparation.
C4. W. Guo, Z. Sun, Y. Li, S. Jin, S.B. Vilsen, D.I. Stroe, Health status estima-
tion for lithium-ion batteries with partial charging information using mixed
inputs LSTM, 2024 IEEE 10th Int. Power Electron. Motion Control Conf.
IPEMC 2024 ECCE Asia. (2024) 1673–1679. https://doi.org/10.1109/IPEMC-
ECCEAsia60879.2024.10567562.
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4.1 Health Status Estimation for Lithium-ion Bat-
teries

4.1.1 Data Description
The dataset contains records of cycling policies, discharge capacity, charging
time, and cell temperature. Further details about the dataset are provided
in Chapter 2.2. The charging protocols employ a multi-stage fast-charging
strategy, denoted as C1-C2-C3-C4 [C4]. To account for potential sensor errors
or missing data, temperature values were adjusted to align with the set point
𝑇. Limited reference performance test (RPT) data was used to create training
labels, with additional pseudo-labels created through linear interpolation. A
unified model for state-of-health (SOH) estimation under various dynamic
aging conditions was developed by combining all aging data without shuffling
the time-series labels, yielding 4832 EFCs. The data was split into training,
development, and testing sets in a 7.5:2.5 ratio [C4].

4.1.2 Time-series feature extraction
The dQ/dV (IC) curve shows the relationship between capacity and voltage,
with the peak’s height, position, and area corresponding to the capacity con-
tributions from different voltage plateaus, as described in Eq. 4.22 [C4]. A
decrease in the highest peak intensity (3.5V-3.75V) indicates the loss of active
materials (LAM), as illustrated in Fig. 4.26(b) [51]. Likewise, the dV/dQ (DV)
curve, derived from the differentiation of voltage with respect to capacity (Eq.
4.23), helps quantify the loss of lithium inventory (LLI) [C4], with its endpoint
(max Q) acting as a crucial indicator [52].

𝐼𝐶 =
𝑑𝑄

𝑑𝑉
≈ 𝑄𝑡 −𝑄𝑡−1
𝑈𝑡 −𝑈𝑡−1

(4.22)

𝑑𝑉 =
𝑑𝑉

𝑑𝑄
≈ 𝑉𝑡 −𝑉𝑡−1
𝑄𝑡 −𝑄𝑡−1

(4.23)
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4.1. Health Status Estimation for Lithium-ion Batteries

Fig. 4.26: Example of charging curves with partial data selection, showing the difference in charge
capacity within the selected range, along with DV and IC curves. The color of each curve represents
the battery cycle life, with dark blue indicating BOL and dark red representing EOL. Source: [C4].

Partial𝑄 −𝑉 sequences collected during battery charging simulate real-world
conditions with incomplete charge cycles (Fig. 4.26(a)). To standardize se-
quence lengths, linear interpolation is applied. These 𝑄 −𝑉 sequences, along
with cycle-to-cycle differences in voltage (Δ𝑉) and capacity (Δ𝑄), form the
foundation for generating IC and DV curves, and calculating various statistical
metrics [53] such as median, minimum, standard deviation, kurtosis, skew-
ness, and Shannon entropy [C4]. Additionally, equivalent full cycles (EFCs)
are included. Together, these metrics provide a comprehensive set of health
indicators (HIs) for assessing battery health status, as described below.

𝑆 =


𝑉𝑠 = [𝑉𝑘 , 𝑉𝑘+1 , ..., 𝑉𝑙]
𝑄𝑠 = [𝑄𝑘 , 𝑄𝑘+1 , ..., 𝑄𝑙]

Δ𝑄 = [Δ𝑄𝑘 ,Δ𝑄𝑘+1 , ...,Δ𝑄𝑙]

(4.24)

51



𝐻𝐼 = [median(𝑆),min(𝑆), std(𝑆), kurt(𝑆),
skew(𝑆), ShanEn(𝑆),max(𝐼𝐶𝑝𝑒𝑎𝑘),max(𝐷𝑉𝑄),
V(𝐼𝐶𝑝𝑒𝑎𝑘), EOCV, seq(𝐶𝑉), EFC]

(4.25)

Fig. 4.26 presents the charging IC, DV, and Δ𝑄 −𝑉 (change in charge capacity
versus voltage) curves used for feature extraction under the MCCCV protocol
(details in [J3]), with color gradients indicating aging variations (dark blue for
BOL to dark red for EOL). This approach has also been consistently applied to
other test cases.

4.1.3 Estimation Framework
A deep learning model is utilized for battery SOH estimation, consisting of
two LSTM layers followed by a neural network (NN) layer. Given the strong
correlation between battery capacity degradation and its operational history
[13], the LSTM layers are designed to capture temporal dependencies in the
degradation process. The output from the LSTM layers is then combined with
two critical aging factors—charging strategies and temperature—and passed
into the NN layer. The final output, generated by a single neuron, provides
the SOH estimation. This model is designed to accurately predict SOH using
partial charging data along with historical information, such as temperature
and charging C-rates.

Fig. 4.27: Feature engineering and machine learning framework. The training phase uses a deep
learning model that combines recurrent and fully connected layers to uncover the relationships
between features and health status. Source: [C4].

4.1.4 Model performance using multi-input LSTM
The estimation framework, depicted in Fig. 4.27, adopts a sequence-to-point
method. It takes 10 feature sequences, along with temperature and charging
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4.1. Health Status Estimation for Lithium-ion Batteries

C-rates, as inputs and outputs the estimated state of health (SOH). Fig. 4.28
illustrates the SOH estimation results and error distribution, achieving an
RMSE of less than 1.54% and an MAE below 1.18%. The model’s fitted R²
value is 0.87, with absolute errors below 0.046, showcasing the framework’s
robustness for SOH estimation under varying aging conditions using partial
charging data.
Additionally, this study compares the proposed method with other machine
learning approaches, including linear regression (LR), neural networks (NN),
Gaussian process regression (GPR), and support vector machines (SVR). The
results are summarized in Table 4.5. Both SVR and GPR use the Radial Basis
Function (RBF) kernel, and the hyperparameters for the NN layers are kept
consistent with those of the LSTM model. To ensure a fair comparison, training
and testing datasets are evaluated without shuffling. Fig. 4.29 presents the
test results and SOH estimation errors for each method. While LR produces
the smallest error, its overall accuracy is lower compared to the LSTM. In
conclusion, the LSTM model surpasses LR, NN, and kernel-based methods
in terms of test error and 𝑅2, demonstrating superior robustness for SOH
estimation under various aging conditions using partial charging data.

Fig. 4.28: Performance of the mixed-input LSTM: (a) SOH estimation results across six aging
protocols, with scatter points showing estimated SOH and the solid line representing actual SOH,
(b) Comparison between estimated and actual SOH, and (c) Density distribution of SOH estimation
errors. Source: [C4].
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Table 4.5: Performance comparison of different methods

Methods RMSE [%] MAE [%] 𝑅2

Mixed-input LSTM 1.54 1.18 0.87

LR 2.44 1.95 0.49

NN 3.21 2.58 0.42

GPR 3.03 2.30 0.21

SVR 2.61 2.08 0.41

Fig. 4.29: Estimated SOH versus actual SOH for different models: (a) LR, (c) NN, (e) GPR, and (g)
SVR; the corresponding density distributions of SOH estimation errors are shown for (b) LR, (d)
NN, (f) GPR, and (h) SVR. Source: [C4]. 54



4.2. Physics-informed Machine Learning for Battery Degradation Prediction

4.2 Physics-informed Machine Learning for Battery
Degradation Prediction

4.2.1 Framework overview and flowchart
A Physics-Informed Neural Network (PINN) is developed to predict the ca-
pacity loss (𝑄𝑙𝑜𝑠𝑠) of lithium-ion batteries, as illustrated in Fig. 4.30. This
approach enhances prediction accuracy, stability, and reliability by incorporat-
ing the battery’s dynamic behavior and degradation trends.
In the data preprocessing stage, statistical features are extracted from the pe-
riod just before the battery is full charging. This reflects real-world charging
conditions, making the method adaptable to various charging and discharging
protocols.
In the 𝑄𝑙𝑜𝑠𝑠 prediction stage, integrating electrochemical equations with neu-
ral networks (NNs) remains challenging due to the complexity of mecha-
nisms and the numerous highly correlated parameters. In this work, the focus
was on modeling battery degradation through crack propagation equations,
which were identified as the dominant mechanism from BOL to EOL in the
experimented NMC cells, as discussed in Chapter 3. This approach allows
for the effective integration of governing equations and NNs. The proposed
PINN, as shown in Fig. 4.30, consists of two components: a solution function
that maps features to 𝑄𝑙𝑜𝑠𝑠 and a nonlinear function 𝑄𝑙𝑜𝑠𝑠 , based on partial
differential equations (PDEs) using automatic differentiation. The solution
𝑄̂𝑙𝑜𝑠𝑠 models the relationship between features and 𝑄𝑙𝑜𝑠𝑠 and is expressed as:
𝑄 𝑖
𝑙𝑜𝑠𝑠

= 𝑓 (EFC𝑖
norm , 𝐹

𝑖), where 𝐹 𝑖 represents the extracted feature vector, and
𝑄 𝑖
𝑙𝑜𝑠𝑠

denotes the capacity loss for the ith EFC. The nonlinear function 𝑄𝑙𝑜𝑠𝑠(.)
models capacity loss based on crack propagation equations. The partial dif-
ferential equations 𝜕𝑄𝑙𝑜𝑠𝑠

𝜕EFCnorm
, 𝜕2𝑄𝑙𝑜𝑠𝑠

𝜕EFC2
norm

are influenced by charging rates, particle
radius, and material properties. For more details, refer to [J3]. Unknown
parameters are determined using ordinary least squares fitted to the training
data.
During training, several loss terms are minimized: data loss (𝐿𝑑𝑎𝑡𝑎), monotonic-
ity loss (𝐿𝑚𝑜𝑛𝑜𝑡𝑜𝑛𝑖𝑐𝑖𝑡𝑦), and physics loss (𝐿𝑝), as well as PDE constrained losses
(𝐿𝑃𝐷𝐸1, 𝐿𝑃𝐷𝐸2). These losses reduce errors between predicted and actual val-
ues while ensuring the model adheres to the monotonicity and physics-based
principles of the degradation model.
To validate the effectiveness of this proposed PINN method, experiments were
conducted with small sample sizes (10%, 30%, 50%, and 70% of historical data)
in transfer learning scenarios. A standard Feed forward Neural Network
(FNN) was used as a benchmark for comparison. In the transfer learning ex-
periments, the parameters and loss terms related to the physical model were
frozen while the FNN was fine-tuned on datasets with varying charging pro-
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tocols.

Fig. 4.30: Flowchart of the proposed PINN for predicting lithium-ion battery capacity loss. Dif-
ferent discharge strategies lead to varying degradation trajectories. Features extracted before full
charge are used as inputs to predict capacity loss. 𝑄 and 𝑄̂ represent the true and predicted
capacity loss, respectively, with 𝑖 as the sample index. 𝐸𝐹𝐶𝑛𝑜𝑟𝑚 and 𝐹𝑛 denote normalized cycles
and features, where 𝑛 is the feature index. The loss function incorporates data, monotonicity, and
physics-based terms derived from partial differential equations. Source: [J5].

4.2.2 Feature extraction
Improving capacity prediction performance relies on robust feature extraction,
yet identifying generalizable features remains a challenging task. A method
is proposed to extract features from a short segment of the charging voltage
and current curves, based on observations from multiple charging protocols.
Most datasets cover constant current and voltage charging from 3.65V to 4.1V.
Regardless of the discharge method or whether the battery is fully discharged
(as in scenario D), the charging process is always fully charged. Features were
extracted from a short segment of data just before the battery is full charged,
as shown in Fig. 4.31. Voltage data between 3.65V and 4.1V was selected,
as this range consistently yields reliable results, as demonstrated in [C4]. In
particular, the IC peak and DV valley within the 3.65–3.85V range are critical,
and these features are also visible in the partial charging curve in Fig. 4.26.
For current data, values between 0.5A and 0.1A during the constant voltage
phase were used. Regardless of whether the battery was fully discharged, this
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voltage and current range always appears when the battery is fully charged.

Fig. 4.31: An illustration of the data used for feature extraction, taken shortly before the battery
reaches full charge. These features serve as inputs for the proposed PINN model to predict 𝑄𝑙𝑜𝑠𝑠 .
They are based on data from 2C/WLTC 0degC, showing how battery aging causes shifts in the
voltage and current curves. Source: [J5].

The extracted features include median, kurtosis, skewness, standard deviation,
shannon entropy, and curve slope from the selected current, voltage, cumula-
tive charging capacity, and derivatives of capacity curves, along with IC peak
height, peak position, DV shift, IC area, end-of-charge voltage, EFC, and the
sequence of CC and CV phases (features numbered 1-34). Fig. 4.32 provides an
illustration of these features from our experimental dataset, and the Spearman
correlation coefficient between the features and capacity loss is calculated, as
shown in Fig. 4.33. Unlike other studies (e.g. [54], [55]) that use the Pearson
correlation coefficient to evaluate the relationship between features and SOH
within the dataset, the spearman correlation is more suitable for capturing
nonlinear relationships.
Based on experimental observations and analysis, we found that the correla-
tion coefficient between each feature and capacity loss varies depending on
the aging temperature, particularly at low temperatures, and is less influenced
by charging/discharging protocols. Additionally, features 3, 6-7, 10-11, 16,
and 32-33 show a strong positive correlation with capacity loss, except under
the 0°C condition. In contrast, features 1-2, 21-22, 24-25, and 30-31 exhibit a
strong negative correlation with capacity loss. Features 15, 19-20 have a weak
correlation with 𝑄𝑙𝑜𝑠𝑠 .
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Fig. 4.32: An illustration of the 34 extracted features from 16 batteries in our NMC532 dataset.
The x-axis represents 𝑄𝑙𝑜𝑠𝑠 , while the y-axis shows the normalized value of each corresponding
feature. Source: [J5].
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Fig. 4.33: Heatmap showing the correlation between 34 extracted features and 𝑄𝑙𝑜𝑠𝑠 across differ-
ent aging protocols. The numbers 1-34 correspond to the feature order listed in Fig. 4.32. Source:
[J5].

4.2.3 Capacity loss prediction with PINN
The 34 extracted features and time (EFC) serve as inputs for the PINN to predict
𝑄𝑙𝑜𝑠𝑠 (1 − 𝑆𝑂𝐻). To ensure stability during training and account for varying
feature magnitudes, min-max normalization is applied, scaling all features
between [-1, 1]. The 𝑄𝑙𝑜𝑠𝑠 prediction results for 9 battery cells are shown in
Fig. 4.34.

59



Fig. 4.34: An illustration of capacity loss prediction results. The PINN model is fine-tuned using
50% of the data to predict 𝑄𝑙𝑜𝑠𝑠 for 9 different conditions. Source: [J5].

Fig. 4.35: An illustration of capacity loss prediction results using only the benchmark NN model.
The NN model is fine-tuned using 50% of the data, resulting in 𝑄𝑙𝑜𝑠𝑠 predictions for 9 different
conditions. Source: [J5].

To demonstrate the advancement of the proposed PINN, a conventional neural
network (NN) with the same structure and amounts of parameter is used as a
benchmark model for comparison. The capacity loss prediction results using
the NN are shown in Fig. 4.35. For the 16 battery cells, we select one cell from
each protocol (total 7 cells) and split the data into training and validation sets,
using 80% for training and 20% for validation. The weight of loss terms in
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the loss function and weight, bias is saved. Then we use the remaining cells
for testing the PINN method. The assumption is that we know the former
50% of historical data, use the saved weight of loss terms, weight, and bias, to
retrain the model, and then predict the last 50% of behavior. The results of the
2 models on these 9 test cells are shown in Table 4.6.
The table shows that the proposed PINN outperforms the NN model with
lower prediction errors in most cases. The average MAE, MAPE, and RMSE
for PINN are 1.6%, 0.11%, and 1.9%, respectively, compared to 6.1%, 0.42%,
and 8.3% for the NN model. Notably, both models have identical parameters
and structure during inference.

Table 4.6: Comparison of errors between the proposed PINN and NN under different conditions
using 50% retraining data.

Condition Proposed PINN NN

MAE MAPE [%] RMSE MAE MAPE [%] RMSE

0.6C/WLTC 0degC 0.004 0.069 0.005 0.023 0.380 0.023
2C/WLTC 0degC 0.064 0.240 0.074 0.170 0.410 0.290

1.3C/WLTC 15degC 0.010 0.047 0.015 0.120 0.880 0.140
1C/WLTC 25degC 0.005 0.046 0.006 0.022 0.150 0.034

1.3C/WLTC 25degC 0.005 0.032 0.008 0.047 0.250 0.052
MC/WLTC 25degC 0.014 0.093 0.016 0.056 0.270 0.062
2C/WLTC 25degC 0.031 0.270 0.031 0.041 0.280 0.064

0.6C/WLTC 35degC 0.009 0.170 0.012 0.062 1.180 0.076
2C/WLTC 35degC 0.005 0.031 0.006 0.008 0.038 0.010

4.2.4 Impact of Data Ratios on Model Prediction Performance
The proposed PINN integrates cracking physical laws to model battery
degradation, enabling effective training with less data. Compared to the
purely data-driven NN method, the PINN demonstrates better performance,
particularly when training data is limited. To confirm this, experiments were
carried out using different data ratios to assess its predictive accuracy. The
prediction performance for the cells aged under the 1C/WLTC protocol at
25°C is shown in Fig. 4.36.
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Fig. 4.36: An illustration of 𝑄𝑙𝑜𝑠𝑠 prediction performance using varying data ratios for retraining.
Source: [J5].

In each test scenario, data from a single battery cell was split into 80% for
training and 20% for validation to train the model. The model was then
evaluated on multiple other battery cells. To assess its prediction performance,
the model was fine-tuned using varying data ratios (10%, 30%, 50%, and 70%)
from the test batteries. The results are presented in Table 4.7 and Fig. 4.37.
It can be observed that the 70% data ratios yield the best results across all tasks.
As the retraining data ratio increases, test errors decrease for both models.
However, at the 70% data ratio, the MAPE of the PINN model does not narrow
as significantly compared to the 30% and 50% ratios. The result still aligns
with the common understanding that increasing the number of retraining
samples generally enhances model performance when the data is limited. A
key conclusion is that, given similar model structures and parameters, the
PINN model demonstrates a substantial performance advantage over the NN
model in scenarios with limited training data.
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Fig. 4.37: An illustration of 𝑄𝑙𝑜𝑠𝑠 prediction errors for both the proposed PINN and baseline
NN models. The graphs depict the distribution of mean absolute error (MAE), mean absolute
percentage error (MAPE), and root mean square error (RMSE) across nine conditions, using
varying data ratios to retrain the models. Each error bar represents nine experimental points and
includes mean and standard deviation markers. The results show that the PINN method achieves
lower and more consistent prediction errors compared to the baseline NN. Source: [J5].

Table 4.7: Comparison of average error metrics between the Proposed PINN and NN models
retrained with different data ratios. Source: [J5].

Data Ratio Proposed PINN NN

MAE MAPE
[%]

RMSE MAE MAPE
[%]

RMSE

10% 0.018 3.901 0.025 0.046 8.410 0.070
30% 0.016 1.803 0.027 0.027 3.015 0.045
50% 0.011 1.177 0.024 0.020 1.901 0.040
70% 0.002 0.680 0.003 0.016 2.030 0.032

4.2.5 Summary
This chapter presents a novel PINN framework designed for predicting degra-
dation behaviors in scenarios with limited data. Initially, a purely machine
learning approach, the mixed-input LSTM, was developed to create an unified
SOH estimation model. This model combines physics-based health indicators
with features extracted from experimented NMC532 dataset, which covers a
range of cycling conditions. By using limited RPT data and generating pseudo-
labels via linear interpolation, the mixed-input LSTM demonstrated superior
performance, achieving RMSE and MAE values below 1.54% and 1.18%, re-
spectively, outperforming traditional methods like LR, NN, GPR, and SVR. Key
features, such as changes in peak and valley intensities and positions in IC/DV
curves, were extracted from partial charging curves ranging from 3.65V to 4.1V,
guided by domain expertise. Building on this foundation, the PINN frame-

63



work integrates partial differential equations governing crack propagation to
optimize neural network parameters. The training process included data loss,
monotonicity loss, and physics-based loss terms. Validation on NMC532 cells
showed that the PINN model achieved lower prediction errors compared to
conventional NN models. Further experiments using different data ratios to
retrain the PINN revealed that incorporating physical knowledge significantly
improves the learning accuracy of neural network.
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Chapter 5
Conclusions and Future Work

This chapter presents the key research findings and contributions from the
PhD project, Physics-Informed Machine Learning for Predicting The Degradation
Behavior of Lithium-ion Batteries. It highlights the main outcomes and discusses
potential directions for future research.

5.1 Summary

The main objective of this PhD project was to demonstrate that machine learn-
ing and physical insights can work together to create a physics-informed
method for improving the accuracy and adaptability of lithium-ion battery
degradation predictions. The project focused on developing a battery dig-
ital twin model and deriving physical insights from high-fidelity datasets,
which encompass various dominant degradation mechanisms while maintain-
ing mechanism consistency for lifetime extrapolation. Dominant degradation
mechanisms were then integrated into loss function to constrain the machine
learning algorithm, enhancing prediction accuracy with limited historical data.
Three technical objectives were addressed in this thesis, and their outcomes
are summarized as follows.
The first technical objective was to rank stress factors and identify suitable op-
erational intervals to make effective test plans that accurately simulate realistic
cell degradation over a short period while maintaining consistency in aging
mechanisms. In Chapter 2, three levels of major stress factors were applied over
a 43-month calendar aging test and a 10-month cyclic aging test. The evolution
of statistical distribution parameters, guided by a consistent acceleration factor,
was analyzed to determine mechanistically consistent intervals. The results
indicate that for temperature, a range of 35 °C to below 47.5 °C is appropriate
for accelerated tests. The impact of SOC levels on calendar aging is minimal;
however, for cycling aging, acceptable acceleration occurs below 72.5% SOC.
As for CD levels, the aging mechanism remains consistent between 10% and
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60%. Based on these findings, a test matrix was designed to simulate various
dominant aging mechanisms, providing a dataset for subsequent modeling
development.
The second technical objective was to investigate the application of the digital
twin concept in predicting battery degradation behavior. In Chapter 3, a digital
twin model for lithium-ion batteries is proposed, capturing real measurement
data and integrating the complex interactions between SEI layer growth, an-
ode crack propagation, and lithium plating. Findings from NMC532 cells,
combined with post-mortem analysis, reveal that SEI growth is the primary
cause of capacity loss until a 10% capacity fade is reached. As the battery
degrades, anode cracking becomes a significant non-linear factor, accelerating
degradation. The MC protocol has shown effectiveness in reducing capacity
loss due to lithium plating. Operating at a lower depth of discharge also sig-
nificantly mitigates capacity loss related to anode cracking and SEI growth.
After 1000 EFCs, the dominant aging modes in NMC532 cells are loss of active
material (LAM) in the negative electrode and loss of lithium inventory (LLI),
both of which exceed LAM in the positive electrode. Multistep fast charging,
compared to constant current charging, mitigates lithium plating and graphite
cracking, resulting in a 13% reduction in LAM. Additionally, optimizing the
DOD results in at least a 4% reduction in LLI and a 16% reduction in LAM in
the positive electrode. This digital twin model serves as a basis for developing
a physics-informed machine learning algorithm to enhance the adaptability of
degradation predictions.
The third technical objective was to explore how incorporating physics laws
can enhance machine learning performance in small sample scenarios. Ini-
tially, a mixed-inputs LSTM is developed to provide unified SOH estimation
across various charging/discharging protocols. Domain knowledge is used
to extract key features, such as peak and valley intensities and their positions
within IC/DV curves, from partial charging data between 3.65V and 4.1V.
With limited RPT data for training and additional pseudo-labels generated
via linear interpolation, the LSTM achieved RMSE and MAE values below
1.54% and 1.18%, respectively, outperforming other machine learning models
such as LR, NN, GPR, and SVR. Next, 34 features along with time (EFC) were
used as inputs for the proposed PINN to predict 𝑄𝑙𝑜𝑠𝑠 (1 − 𝑆𝑂𝐻). The re-
sults demonstrated that the PINN achieved lower prediction errors compared
to conventional NN models, with average MAE, MAPE, and RMSE values
of 1.6%, 0.10%, and 1.9%, respectively, across 9 test cells, compared to 6.1%,
0.42%, and 8.3% for the NN model. Further experiments showed that using
only 10% of historical data for retraining resulted in an RMSE of 2.5% across
all tasks, highlighting the effectiveness of the PINN in small sample scenarios.
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5.2 Main Contributions

The main contributions achieved by this PhD project can be summarized as
follows:

• An overview of the “grey box” lifetime modeling for lithium-ion bat-
tery
This thesis explores various methods for integrating physics-based and
data-driven models, providing a comprehensive review of cutting-edge
approaches. The trends in related research are illustrated using line
graphs and pie charts, highlighting combinations such as data-driven as-
sisted physical models, physics-guided data-driven methods, and their
applications. It is found that electrochemical models effectively cap-
ture complex aging behavior under diverse conditions, while machine
learning, accounting for 78% of all data-driven methods, is well-suited
for handling nonlinear performance and addressing gaps in mechanistic
understanding. The potential for physics-guided machine learning to
drive further innovation is highly promising.

• Reasonable test plans for detecting battery’s performance to predict
their lifetime more accurately are determined based on statistical dis-
tribution.
As a trade-off between efficiency and mechanistic consistency, acceler-
ated degradation testing requires careful selection of stress factors to
determine the operational range and the impact of aging-related factors.
A novel approach using statistical distributions and the likelihood ratio
parametric bootstrap method is proposed to assess mechanistic consis-
tency without relying on costly post-mortem analysis. This method can
identify stress points leading to mechanistic changes within the experi-
mental design.

• An advanced digital twin is proposed to capture real measurement data
for quantitative analysis of various aging mechanisms and modes.
Digital twin concept is firstly applied in lithium-ion battery degradation
prediction field. An improved lithium-ion battery digital twin has been
developed to capture real measurement data and model the complex
interactions between SEI layer growth, electrolyte consumption, anode
crack propagation, and lithium plating. This model can estimate aging
behavior from the full-cell scale down to the particle level, encompass-
ing voltage-current profiles. It effectively predicts the degradation of
NMC532 cells, identifies aging modes, and assists in electrochemical
analysis. By improving root cause analysis of cell degradation, the dig-
ital twin provides a quantitative understanding of the combined effects
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of various aging mechanisms. It demonstrates the potential of electro-
chemical digital twins for accurate degradation predictions and serves
as a foundation for future physics-informed machine learning models.

• A novel physics informed machine learning algorithm is developed to
improve accuracy and adaptability of lithium-ion batteires degrada-
tion prediction performance based on limited historical data.
A PINN model is proposed to predict battery degradation using the
cracking propagation equation, as this mechanism was identified as the
primary contributor to degradation from BOL to EOL in our NMC532
cells. The auto-differentiation of cracking mechanism equations effec-
tively integrates the loss function with neural networks. The PINN
framework includes two main components: a solution function that
maps features to 𝑄𝑙𝑜𝑠𝑠 and a nonlinear function 𝑄 coupled with par-
tial differential equations through automatic differentiation. The results
show that this approach captures battery degradation dynamics more
accurately than conventional NN models. The PINN highlights the po-
tential of physics-guided machine learning in modeling battery aging
and predicting capacity loss, achieving an average RMSE of less than
0.45% using only 30% of historical data for retraining.

5.3 Future Research Perspectives

This PhD has investigated the modelling of degradation mechanisms of
NMC/Graphite lithium-ion batteries, digital twin concept in LiBs degrada-
tion prediction field, and physics-informed neural network to improve the
accuracy and adaptability based on limited data. There are still challenges
to develop a real-time digital twin and choose reasonable physical insights to
obtain a much feasible PINN algorithm. Several aspects for further studies are
summarized as follows.

• Lithium plating mechanism at 0°C requires further calibration.
The digital twin model has been validated with data collected at 15°C,
25°C, and 35°C. Additional parameter estimation and performance test-
ing should be conducted and validated using data at 0°C.

• Cathode degradation mechanisms should be considered to improve
the digital twin model.
The digital twin model incorporates the strongly coupled effects of dual-
layer SEI growth, lithium plating, and anode particle crack propagation.
Currently, it does not account for cathode particle cracking, as minimal
cracking was observed after aging. However, cathode mechanisms, such
as transition metal dissolution, could be included in future modeling
efforts.
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• A real-time digital twin needs to be further developed.
Currently, profile data must be loaded directly to achieve the twin per-
ception component, and four sensitive parameters need to be estimated
at BOL. Next, three aging parameters are fitted for the first 200 EFCs to
obtain prediction results. Running this process in real-time using COM-
SOL Multiphysics with Matlab is challenging due to computational con-
straints, although parallel execution with new data is possible. Future
work should focus on developing a simulation App that requires less
hardware and can provide faster results.

• The proposed PINN model needs to be validated on other chemistries.
The proposed PINN model was validated by transferring physical degra-
dation knowledge from different test conditions to the remaining cells
using a transfer strategy. Its prediction performance was assessed using
our own dataset of 18 NMC532 battery cells. To further demonstrate
the model’s superiority and versatility, additional datasets with differ-
ent chemical compositions and charge/discharge protocols should be
considered.

• Another PINN strategy, using physical information embedded in fea-
tures, will be explored to determine if it can improve prediction per-
formance.
Another potential PINN strategy involves generating battery behavior
by varying underlying physical parameters and establishing a mapping
between real measurement data and these parameters. These physical
parameters can then be integrated with extracted features to evaluate
whether they improve capacity loss predictions. This strategy warrants
further investigation to determine its effectiveness.
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