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ABSTRACT 

End of semester student evaluations represent the primary feedback mechanism for 

academics' teaching practices. However, at the department or semester level, the 

sheer volume of feedback renders traditional analysis methods impractical. This 

paper addresses a gap in previous work where only course-level synthesis is 

explored using open-source generative AI for creating factual, actionable, and 

appropriate summaries of student feedback across an entire department. Instead, 

our study analyses 28 semester-level evaluation reports with student comments—

with approximately 25,000 words and 170,000 characters—spanning the 

department, the model produces insights on several levels, namely degree-level, 

semester-level, year-level, and department-level. Through structured prompting, we 

developed a methodology that meets the specific needs of study board chairs who 

previously faced high workload from manually reviewing evaluations twice yearly. 

Our prompts allow the model to systematically checks for predetermined themes, 

while also identifying emergent patterns across courses. This approach enables 

targeted professional development initiatives at the departmental scale. Our 

contribution demonstrates that generative AI can effectively synthesize student 

feedback at a large organizational level, providing a cost-effective mechanism to 

support educational development and quality improvement across an entire 

academic unit. 

1. INTRODUCTION 

 

Feedback is essential for improving educational practices, benefiting both students 
and educators by highlighting areas for development (Hattie 2008; Narciss 2008). 
While considerable effort is devoted to providing meaningful feedback to students, 
the mechanisms through which academics receive feedback on their teaching are 
less robust. Typically, academics rely heavily on end-of-semester student 
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evaluations, combining quantitative Likert-scale items with open-ended responses. 
However, as student numbers and feedback volume grow, effectively synthesizing 
these evaluations becomes increasingly challenging. Consequently, departments 
often default to simplistic interpretations, primarily responding only to extremely high 
or low ratings, potentially overlooking nuanced insights contained in qualitative 
comments. 

Recent advances in natural language processing (NLP), particularly through large 
language models (LLMs), have opened new possibilities for handling extensive 
textual data across many domains (Wahle et al. 2023; Kasneci et al. 2023). Previous 
research leveraging LLMs for educational feedback has primarily focused on peer 
learning, student performance, formative assessment, coding assistance, or student 
feedback (Bauer et al. 2023; Botelho et al. 2023; Guerraoui et al. 2023; Liang et al. 
2023; Pankiewicz and Baker 2023; Katz, Gerhardt, and Soledad 2024; Zhang et al. 
2025) and the responsible development thereof (Lindsay et al. 2025). Additionally, 
automated tools have been explored for monitoring student engagement and 
providing instructor feedback based on classroom discourse (Samei et al. 2014; Kelly 
et al. 2018; Jensen et al. 2020; Schwarz et al. 2018; Aslan et al. 2019; Alrajhi et al. 
2021; Demszky and Liu 2023; Demszky et al. 2023; Wang and Demszky 2023). 
However, little attention has been given to systematically synthesizing student course 
evaluations to inform teaching practices at departmental or institutional scales. 

Previous work also demonstrated the feasibility of applying LLMs to generate 
meaningful feedback summaries at the individual course level (Zhang et al. 2025). 
Yet, the true potential of this technology emerges at scale—when synthesizing 
evaluations across an entire department or study board becomes impractical or 
impossible manually, causing significant strain on faculty tasked with this process. 
Thus, a key research question emerges: 

RQ: How can LLMs be applied to automatically synthesise large volumes 
student feedback in a manner that is factual, actionable, appropriate, and 
generates value for academic leadership at a program or department scale? 

This work investigates to apply this to the semester-level at the Department of 
Sustainability and Planning covering the 2023–2024 academic year. The dataset 
comprises evaluations from 116 courses across 3 programs spanning 10 academic 
semesters, totalling student responses of total 25,000 words provided in both Danish 
and English. Data validation incorporates study board minutes, course summaries, 
and insights from stakeholders such as semester coordinators and study board 
chairs. 

To guide our analysis, we adopt three critical criteria drawn from previous literature 
(Wang and Demszky 2023; Wang et al. 2023; Guo et al. 2023; Chang et al. 2023; 
Zhang et al. 2024): 

1. Factuality: Ensuring generated feedback accurately represents student 
evaluations without introducing inaccuracies or irrelevant content. 

2. Actionability: Providing actionable insights rather than mere summaries of 
evaluation data. 

3. Appropriateness: Focusing exclusively on pedagogical matters, filtering out 
inappropriate or non-instructional commentary. 

Our goal is to demonstrate that simple prompting strategies and careful evaluation of 
LLM outputs can significantly enhance the usability and impact of student feedback 



   

 

   

 

at an institutional scale, informing professional development and improving teaching 
quality. 

 

2. OUR APPROACH 

 

2.1 Data Pre-processing 

Our dataset is the complete set of course evaluation documents for the 2023/24 
academic year at the Department of Sustainability and Planning of Aalborg 
University. The data is initially in PDF-format containing quantitative metrics such as 
course scores and free text qualitative comments from students. We are mainly 
interested in the qualitative comments. We use the Marker library (Paruchuri 2025), 
which converts PDF documents to several possible formats. We transform the data 
to simple markdown and apply post-processing to extract the text of only the student 
comments from the PDF.  This paper reports on analysis of three programs, with the 
results partitioned across the ten semesters of these programs. 

 

2.2 Selecting a Format for the Output 

In previous work (Zhang et al. 2025), we allowed for the formatting of outputs to 
emerge organically from the model.  In this work, we deliberately guide the format of 
the output to better support the users of the synthesis (i.e., a study board).  In doing 
so we have moved away from asking the models for suggestions; out-of-the-box 
language models can provide a synthesis, but they lack the context familiarity to 
provide actionable advice. 

Stakeholder discussions revealed that there are already structures in place for 
analysing student feedback responses, with specific categories for analysis already 
identified, such as “academic”, “practical”, “well-being” remarks.  The model was 
therefore explicitly prompted to organise its synthesis of the responses using those 
categories (see Section 2.3).  In addition, we also prompted the model to identify a 
miscellaneous category to allow for the emergence of other themes in the data that 
may not be visible a priori. 

This simplistic approach does not yet allow us to control for how common a theme 
should be before it is reported. In some instances (such as inappropriate behaviour), 
every instance is meaningful and should appear in the synthesis.  For other themes 
(e.g., pace of delivery) only an emergent consensus should appear in the synthesis.  
The extent to which an untrained model can manage this challenge forms part of the 
evaluation in this study. 

 

2.3 The Model 

For processing the text with an LLM, we used Qwen2.5 (7B; Qwen-Team et al. 2025) 
as the model to synthesise the student feedback. This model originates from end 
2024. Qwen2.5 is an open-source 7-billion-parameter language model based on the 
Transformer architecture (Vaswani et al. 2017). We directly prompt the model with 
the following prompt: 



   

 

   

 

Process the following student evaluations in Danish or English and transform them 

into a JSON array. Each element of the array should be an object with the 

following keys: 

 

    - Module Name: Usually the semester in general and several course modules; 

    - Semester Coordinator: if not applicable, put N/A; 

    - Academic Remarks; 

    - Practical Remarks; 

    - Well-being Remarks; 

    - Harassment; 

    - Internal Comment: Admin or policy notes. 

- Feedback: Summary for the coordinator, highlighting issues to address. 

- Miscellaneous: Anything that is not mentioned yet. 

 

Guidelines: 

    - Do not include extra keys. 

    - Use "N/A" for missing data. 

    - If the evaluation is not module-specific, use "General Semester Feedback" as 

the Module Name. 

 

Follow the format of the following output example: 

[ { 

     "Module Name": "", 

     "Semester Coordinator": "", 

     "Academic Remarks": "", 

     "Practical Remarks": "", 

     "Well-being Remarks": "", 

     "Harassment": "", 

     "Internal Comment": "", 

     "Feedback": "", 

     "Miscellaneous": "" 

} ] 



   

 

   

 

Note there can be more than one dictionary in the list. Only return JSON and 

nothing else. 

In the prompt, we state the format the model should follow when generating text. In 
this case, we require JavaScript Object Notation (JSON), contemporary LLMs are 
potent in generating this format and others, e.g., the Extensible Markup Language 
(XML). We chose the specific columns of the output to be following the original 
format of the study boards from Aalborg University. 

The model does not require any training, nor does it need any specific examples. We 
decided not to fine-tune the model as it is first non-trivial on what should be trained 
on. Furthermore, having a prompting strategy allows for a simpler and faster 
implementation process. It also allows for a transferable implementation. In doing so, 
however, we forego the improved performance that tailoring the model to our context 
would provide. 

In previous work (Zhang et al. 2025), the bottleneck of was that the LLM used 
(Llama2) was not able to handle context longer than 4K tokens. Instead, Qwen2.5 
can handle long-context support up to 128K tokens and can generate up to 8K 
tokens. 

3. RESULTS  

In this section, we present illustrative examples of the LLM outputs and summarize 

our key observations. To align outputs with study board preferences, we structured 

the responses from the LLM strictly in JSON format, as detailed in Section 2.3. 

Table 1. Illustrative Excerpts. We show examples of the generated output of the 

LLM. We omit the JSON structure for readability. 

Generated Output of the Model 

(Example 1; Semester 1) 

"Module Name": "General Semester Feedback", 

"Semester Coordinator": [REDACTED], 

"Academic Remarks": "The semester plan was not provided in advance, making it 

difficult to plan work, holidays, etc., in good time. The exam schedule was also 

announced late, which caused difficulties. There was a lack of learning on 

sustainability, particularly regarding the three elements of sustainability. The 

practical project on user-oriented product design was poorly organized, with 

students being expected to build a complete playground equipment during winter 

when there were few children available for testing. There was much confusion due 

to conflicting messages from different lecturers.", 

"Practical Remarks": "The [REDACTED] component was mixed with the clinic 

project, leading to a less satisfactory exam experience. The project lacked clear 

guidance and support, especially in terms of testing the playground equipment in 

unfavorable conditions. The deadline was too tight, and there was a lack of clarity 

about the expectations and support provided.", 

"Well-being Remarks": "There was a lack of a study café for mechanics, which 

meant that students lacked support. The university was under construction, 

causing disruptions during lectures. The university did not foster a sense of 



   

 

   

 

community and did not provide a space where students could gather and 

socialize.", 

"Harassment": "N/A", 

"Internal Comment": "N/A", 

"Feedback": "Improve the clarity of communication and provide a clear schedule 

well in advance. Enhance the support for sustainability-related courses and 

practical projects, especially in terms of testing and guidance. Create a study café 

for mechanics and improve the learning environment by addressing construction 

noise during lectures. Foster a stronger sense of community and provide spaces 

for students to gather and socialize.", 

"Miscellaneous": "Student engagement with tutors was positive, but there was a 

need for better coordination and clear communication from the university 

administration." 

(Example 2; Semester 5) 

"Module Name": "General Semester Feedback", 

"Semester Coordinator": [REDACTED], 

"Academic Remarks": "The exam form for all three courses (excluding the 

project) is unrealistic. It's unreasonable to expect students to complete a task over 

20 pages long for a 5 ECTS course and have two oral exams without proper 

preparation.", 

"Practical Remarks": "There has been a lack of suitable group rooms, especially 

this semester. The available rooms were not conducive to working and were 

spread across the entire campus, making it difficult to create a good sense of 

community and see each other.", 

"Well-being Remarks": "N/A", 

"Harassment": "N/A", 

"Internal Comment": "N/A", 

"Feedback": "Address the issue of unrealistic exam forms and lack of adequate 

group workspaces. Consider ways to improve social cohesion among students.", 

"Miscellaneous": "Students feel the exam workload is too heavy and the group 

work environment is inadequate."  

(Example 3; Semester 10) 

"Module Name": "General Semester Feedback", 

"Semester Coordinator": [REDACTED], 

"Academic Remarks": "Opportunity to discuss projects with other students and 

teachers was positive. Communication about exam dates could be stronger and 

earlier.", 

"Practical Remarks": "Additional lecture on data collection and its impact on 

problem formulation would be beneficial. Study spaces were not provided, causing 

issues with scheduling and workspace for group projects.", 

"Well-being Remarks": "The study programme's closure and teacher departures 

have negatively impacted students' sense of future and well-being.", 

"Harassment": "N/A", 

"Internal Comment": "Review the decision regarding study spaces allocation and 

ensure transparency in such decisions. Consider providing digital resources and 

support for students.", 



   

 

   

 

"Feedback": "Improve communication about exam dates, provide additional 

lectures on specific topics, and ensure adequate study spaces for collaborative 

work. Address the closure of the study programme and provide support for 

affected students.", 

"Miscellaneous": "Study spaces were not allocated to 10th semester students, 

leading to logistical issues. Digital resources and support should be provided." 

 

Table 1 outlines the findings across different semesters within the same degree 

program, highlighting distinctive feedback patterns from students in their first, fifth, 

and tenth (final) semesters. Notably, students in their first semester frequently 

articulated a clear need for transitional support into the program. Conversely, 

students approaching program completion in their tenth semester emphasized the 

importance of greater autonomy and opportunities for improvement. These nuanced 

differences underscore the potential of leveraging an LLM to customize support 

services to distinct student cohorts, while simultaneously identifying overarching 

insights from aggregated data. 

On a qualitative level, we observed a consistent pattern wherein the model organizes 

its output into clearly defined sections: “General Semester Feedback”, followed by 

individual course feedback labelled sequentially (e.g., “Course_1”, “Course_2”, 

“Course_n”). Interestingly, the model maintains this structured approach even in 

scenarios where a course received minimal or no feedback, explicitly noting the 

absence of specific remarks. 

The model also demonstrated the ability to capture rare but significant incidents 

effectively. An illustrative case in our dataset involved an infrequent mention of 

harassment—one of only two such incidents captured by the LLM—highlighting its 

sensitivity in identifying critical issues from otherwise routine feedback. 

Finally, we identified instances of language code-mixing when processing evaluation 

reports originally written in Danish, indicating the LLM's responsiveness to 

multilingual inputs and its nuanced handling of mixed-language data. 

4. EVALUATION OF THE OUTPUTS 

The outcomes of the model were validated anecdotally by the authors, including the 

chair of the Study Board for the degree programs included in the dataset.  Outcomes 

were compared with study board minutes, contemporaneous course summary 

documents, and the recollections of the Study Board Chair. 

The strongest finding was that the models bring a different lens to the process of 

synthesising student evaluations at a larger scale.  Unlike the humans whose task is 

interpreting the data, the model bring neither memory nor context to the process.  

Our study board chair noted that they are usually looking for specific things in the 

student evaluations, guided by the previous offerings of a course, by other sources 

of feedback and interaction with students throughout the semester, or by an 

expectation of change, such as from a new academic teaching the course.  The 

model, however, simply synthesises the student responses, which can lead to a 

difference in emphasis when it comes to producing summaries. 



   

 

   

 

We also observed that for some of our identified categories, the model had differing 

interpretations – particular with regards to the “academic” and “practical” issues.  

While there is a clear distinction in the mind of the study board as to the difference 

between these categories, this nuance is not represented by the untrained model 

and its relatively simple prompt.  This could be addressed through a more 

sophisticated training and/or prompting in the future. 

The model was able to deal with summarising low volume responses.  Unlike our 

previous iteration that had a tendency to add to the summary details not present in 

the dataset, this model was able to acknowledge that there was insufficient data and 

respond with a blank or “N/A” response. 

Overall, the model rated well on appropriateness.  While the underlying dataset itself 

has little in the way of inappropriate raw data, the synthesis from the model does not 

convey inappropriate tone or messaging. 

The outcomes of the model also performed well with regard to actionability.  The 

summaries produced by the model did provide insights that could be used to inform 

future practice, particularly at the larger scale (eg semester or overall).  The themes 

that emerge in the overall synthesis of multiple courses are the themes that most 

warrant some kind of action on the part of the teaching team, and so the approach 

appears to naturally tend towards providing actionable summaries. 

One observation regarding the summaries is that the model is not able to identified 

problems that have in fact already been resolved.  When students complete their 

evaluations they reflect upon their experience throughout the whole semester, which 

can include frustrations with early-semester difficulties (such as a teacher illness) 

that have in fact already been addressed.  While capturing these issues is factual, 

emphasising them in a summary actually serves to make it less actionable, because 

action has already been taken. 

5. CONCLUSION 

In this work, we present a proof-of-concept leveraging open-source large language 

models to automatically synthesise course evaluations into a digestible format for 

academic leaders.  We prompted an out-of-the-box open-source LLM to summarise 

course evaluations and synthesise student responses across multiple courses within 

a single semester. 

The inherent context-free nature of the LLM-based synthesis allowed the model to 

provide a different perspective to academic leaders.  This lack of context, however, 

also serves to limit somewhat the actionability of the summaries that are provided.  

Further work to develop more sophisticated prompting, as well as to incorporate 

context into the synthesis will serve to improve the value of the summaries. 

Despite the simplicity of our model, our findings suggest that the resulting synthesis 

is largely representative of the overall student evaluations, as previously captured by 

other channels in the student evaluation framework.  This suggests that such tools 

offer the potential for simply and inexpensively offering a big picture view of student 

evaluations where previously it was either extremely labour intensive or outright 

impossible. 
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