Formalizing Evaluation in Music Information Retrieval: A Look at the MIREX Automatic Mood Classification Task
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Abstract. We develop a formalism to disambiguate the evaluation of music information retrieval systems. We define a “system,” what it means to “analyze” one, and make clear the aims, parts, design, execution, interpretation, and assumptions of its “evaluation.” We apply this formalism to discuss the MIREX automatic mood classification task.

Keywords: Evaluation, systems analysis music information research

1 Introduction

While a considerable amount of work has contributed to standardizing the evaluation of solutions to problems in music information retrieval (MIR), e.g., [6–8,10,15,17,22], and some work contributes to the critical discussion of evaluation in MIR, e.g., [1,4,5,12,18,20–30], very little work contributes to formalizing evaluation in MIR, i.e., disambiguating evaluation to make clear its aims, parts, design, execution, interpretation, and assumptions. Much of the formalism underlying evaluation in MIR has been adopted, unknowingly or without much question, from that of machine learning and information retrieval. However, this formalism remains for the most part implicit in MIR evaluation. In this work, we aim to make it explicit.

To be sure, the massive and concerted efforts of MIREX (Music Information Retrieval Evaluation eXchange) [6,7,10] enables a systematic and rigorous evaluation of MIR systems proposed for such tasks as beat tracking, chord and onset detection, melody extraction, and genre and emotion recognition. Inspired by the Text Retrieval Conference (TREC) [8], MIREX aims to standardize MIR benchmarks: realistic information needs and problem formulations (e.g., appropriately
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describing the mood of recorded music), test data collections (e.g., MIREX music mood dataset [15]), and performance measurement (e.g., accuracy of labels to “ground truth”). That MIREX has had an impact is indisputable: the trials, techniques, data, and/or software of MIREX has between 2005 – 2010 been cited in over 500 journal articles, conference papers, master’s theses and PhD dissertations [6]. However, it has only been recently that the methodologies of some evaluation in MIREX have begun to be questioned.

Criticism of evaluation practices of MIR systems is not new, but it is certainly not as widespread as work proposing new MIR systems [30]. In 2003, Downie [9] argued for standardizing evaluation practices in MIR, and thus coordinated three workshops on the topic [8], and developed MIREX [17]. In 2005, Pampalk et al. [18] discovered a source of bias in the evaluation of music similarity algorithms: performance is significantly better when train and test datasets contain material from the same artist or album, than when such tracks are isolated to only one of the datasets. In 2006, Flexer [12] addressed the lack of but necessity for formal statistical testing in MIR evaluation. In the same year, McKay and Fujinaga [16] argued that the problem and evaluation of solutions for music genre recognition must be rethought, from building the datasets used for training and testing, to defining the overall goal in a more realistic way. In 2007, Craft et al. [4, 5] pinpoint problems with music datasets having naturally vague labels, and propose a slightly different approach to evaluation than what has been used.

More recently, four articles of eight in a forthcoming special issue entitled, “MiRrors: The past of Music Information Research reflects on its future”,1 are critical of current evaluation practices in MIR [1, 20, 26, 30]. Aucouturier and Bigand [1] point out that the extent to which research and evaluation in MIR is goal-oriented situate it outside the practice of science. Schedl et al. [20] highlight the near absence of the consideration of users in typical MIR system evaluations. Urbano et al. [30] observe that current MIR evaluation practices play little role in the development of MIR systems: problems and success criteria are often artificial with no real use contexts; evaluation procedures are often weak, nonuniform, irreproducible and incomparable; and little to no effort is made to learn why and/or why not a system worked, and how to then improve it. In our article [26], we show how the standard approach used most to evaluate systems for music genre recognition lacks the scientific validity for making any useful conclusion. This finding applies also to evaluation in music emotion recognition [24], and by extension, to autotagging since the majority of tags are genre and emotion [3].

Clearly, though the efforts in standardizing MIR evaluation have been very successful, the current practices of MIR evaluation sit upon a foundation that might be adequate for solving some problems, but not others. To answer which might be the case in MIR, there is thus a need to answer several critical questions: What does it mean to evaluate a system? What is the aim of an evaluation? What are its parts? What is its design? How is it executed? How can the results be interpreted and presented? What assumptions are made? Where can problems
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arise, and how can they be solved? Our work here attempts to contribute to this discussion through formalizing evaluation. We first review the concept of a system, and what it means to analyze and evaluate one. We then review the design and analysis of experiments, and discuss relevance and scientific validity. Finally, we use this formalism to look at and critique the evaluation performed in the MIREX automatic mood classification task (MIREX-AMC).

2 Formalization of System Evaluation

In this section, we define a system, and describe its analysis and evaluation. We then review formalized experimental design and analysis. We finally discuss relevance and scientific validity.

2.1 Systems and System Analysis

A system is a connected set of interacting and interdependent components that together address a goal [19]. Of the many systems in which MIR is interested, there are four essential kinds of components: operator(s) (agent(s) that employ the system); instructions (a specification for the operator(s), like an application programming interface); algorithm(s) (each a set of describable and ordered operations to transduce an input into an output); and environment (connections between components, external databases, the space within which the system operates, its boundaries). A system can fail (to meet a goal) from any combination of errors on the parts of its components.

An analysis of a system addresses questions and hypotheses related to its past, present and future. About its past, one can study the system history: why and how it came to be, the decisions made, past implementations and applications, its goals, its successes and failures, etc. About its present, one can study its current implementation and applications, evaluate its success with respect to a goal, compare it to alternative existing systems, etc. About its future, one can study ways to improve it with respect to a goal, adapt it for a goal and predict its success, perform a cost-benefit analysis, etc. All of these involve breaking the system into its components (which also include the decisions made within the components and their connection), breaking the components into their components (which also include the decisions made within the components and their connection), evaluating and tuning components, and so on.

An essential part of a system analysis is an evaluation: a “fact-finding campaign” intended to address a number of relevant questions and/or hypotheses related to the goal of a system. (The intention is to seek “truth,” whether or not it exists.) Through evaluation, the analysis of a system seeks to improve, adapt, and advertise it. Evaluating a system or a component with respect to its goal is to scientifically address questions and hypotheses relevant to that goal by the design, implementation and analysis of relevant and valid experiments.
2.2 Experimental Design and Analysis

An **experiment** consists of assigning and applying treatments to units, and measuring responses to determine the real effects of those treatments. A **treatment** is the thing being evaluated. **Units** are the materials of the experiment. An **experimental unit** is a group of materials to which a treatment is applied, and an **observational unit** (or plot) is a group of materials from which one measures a response. An **experimental design** specifies how treatments are assigned to plots. A **response** is the “real” effect of a treatment, and its determination is the goal of an experiment. A **measurement** is a quantitative description of that response, relevant to the question or hypothesis being tested. The **analysis** of measurements involves the application of statistics to facilitate valid conclusions, implemented to carefully control all sources of variation and bias, in view of the hypothesis. An experiment is **valid** for a question or hypothesis when it can logically answer that question or hypothesis (whether or not the result is really “true”).

Formally, the set of all \( N \) plots in an experiment is notated \( \Omega \), and the set of all \( t \) treatments is notated \( T \). The experimental design, \( T : \Omega \rightarrow T \), is a function that maps one plot to one treatment. For plot \( \omega \in \Omega \), a measurement made of its response to a treatment is \( y_{\omega} \). The response of the treatment applied to \( \omega \) is \( \tau_{T(\omega)} \). Thus, the measurement of plot \( \omega \) thus produces \( y_{\omega} \), which is related in some way to the response \( \tau_{T(\omega)} \). From the measurements then, one wishes to estimate the responses, and thereby quantify and compare the treatments.

To estimate responses, one must **model** measurements. A typical model is linear, where the measurements are assumed to be realizations of random variables. For a plot \( \omega \), let its measurement be modeled by the random variable \( Y_{\omega} \) arising from the non-random response of the treatment \( \tau_{T(\omega)} \), and a random variable \( Z_{\omega} \) encompassing measurement error, i.e., effects contributed by the plot independent of the treatment, and other factors. The measurement \( y_{\omega} \), a realization of \( Y_{\omega} \), thus includes things unrelated to the treatment, \( z_{\omega} \), a realization of \( Z_{\omega} \).

Given \( t \) treatments and \( N \) measurements, an experiment is modeled by

\[
Y = \tau + Z = \begin{bmatrix} \mathbf{u}_1 & \mathbf{u}_2 & \cdots & \mathbf{u}_t \end{bmatrix}_{N \times t} \begin{bmatrix} \tau_1 \\ \tau_2 \\ \vdots \\ \tau_t \end{bmatrix} + Z = \mathbf{X}\beta + Z
\]

where \( Y \) is a vector of \( N \) measurements, \( Z \) is a length-\( N \) random vector, and \( \tau \) is a vector of the \( N \) responses to the \( t \) treatments \( T \). The matrix \( \mathbf{X} = [\mathbf{u}_1 \ \mathbf{u}_2 \ \cdots \ \mathbf{u}_t] \) is the plan, or experimental design: column \( i \) specifies which plots are treated with treatment \( i \). Finally, the vector \( \beta \) contains the responses of the \( t \) treatments.

If the true means of \( Y \) and \( Z \) are known, the responses can be found exactly by solving \( \mathbf{X}\beta = E[Y] - E[Z] \). This knowledge is typically not possessed (an

\[^2\text{We use the terminology and notation of Bailey [2].}\]
experiment would not be necessary then), and so one must build models of $\mathbf{Y}$ and $\mathbf{Z}$. From these, the responses can be estimated, noted $\hat{\beta}$, and the relationship between them can be found, e.g., the bias and variance of the estimator, a bound on $|\beta - \hat{\beta}|^2$, positive correlation, and so on. Only then can one test hypotheses and answer questions subject to the strict assumptions of the selected models.

The simple textbook model \cite{2} makes the assumption $\mathbf{Z} \sim \mathcal{N}(0, \mathbf{I}_N \sigma^2)$, i.e., that $\mathbf{Z}$ is multivariate Gaussian with mean $E[\mathbf{Z}] = \mathbf{0}_N$ (a length-$N$ vector of zeros), and $\text{Cov}[\mathbf{Z}] = \mathbf{I}_N \sigma^2$ for $\sigma^2 > 0$, where $\mathbf{I}_N$ is an identity matrix of size $N$. The choice of this model makes the assumption that the measurements of the responses are affected only by independent and identically distributed zero-mean white noise of power $\sigma^2$. In this case, $\mathbf{X}\beta = E[\mathbf{Y}]$, and one knows the measurements will vary due to the noise as $\text{Cov}[\mathbf{Y}] = \mathbf{I}_N \sigma^2$.

The simple textbook model may not fit the measurements when $\Omega$ is very heterogeneous, and/or when its units are selected randomly from a population. In such cases, “group effects” can bias the measurements, which then make estimates of $\beta$ using the simple textbook model consistently poor. The fixed-effects model \cite{2} decomposes $\mathbf{Z} = \mathbf{\alpha} + \mathbf{W}$ where the vector $\mathbf{\alpha}$ describes the contribution of each plot to each measurement invariant of the treatment, and $\mathbf{W}$ is a random vector, where $E[\mathbf{W}] = \mathbf{0}_N$ and $\text{Cov}[\mathbf{W}] = \mathbf{I}_N \sigma^2$. In this case, $\mathbf{X}\beta = E[\mathbf{Y}] + \mathbf{\alpha}$, and $\text{Cov}[\mathbf{Y}] = \mathbf{I}_N \sigma^2$. The random-effects model \cite{2} decomposes $\mathbf{Z} = \mathbf{U} + \mathbf{W}$, where both $\mathbf{U}$ and $\mathbf{W}$ are random vectors. As in the fixed-effects model, $\mathbf{U}$ describes the contribution of each plot to each measurement invariant of the treatment, but it takes into account the uncertainty in the random sampling of the experimental units from the population. In this case, one assumes $E[\mathbf{W}] = E[\mathbf{U}] = \mathbf{0}_N$ and $\text{Cov}[\mathbf{W}] = \text{Cov}[\mathbf{U}] = \mathbf{I}_N \sigma^2$, and so $\mathbf{X}\beta = E[\mathbf{Y}]$, but $\text{Cov}[\mathbf{Y}] = \text{Cov}[\mathbf{U}] + \text{Cov}[\mathbf{W}] = \text{Cov}[\mathbf{U}] + \mathbf{I}_N \sigma^2$. There are also mixed-effects models, incorporating both random- and fixed-effects \cite{31}. Since there are two sources of variance in these cases, the error of the response estimates can vary to a high degree.

With a model, and estimates of the responses, hypothesis testing becomes possible \cite{2}. This involves specifying a null hypothesis and comparing its probability, to a pre-specified limit of statistical significance $\alpha$, given all assumptions of the model. For example, a null hypothesis can be that the responses of all treatments are equivalent, i.e., that $\tau_1 = \tau_2 = \ldots = \tau_t$. One then computes the probability $p$ of observing the estimates of the responses given the null hypothesis and model assumptions are true. If $p < \alpha$, then the null hypothesis is rejected, i.e., it is unlikely with respect to $\alpha$ given the model and observations that there is no differences between the responses of the $t$ treatments.

### 2.3 Relevance and Scientific Validity

Even when estimates of responses have small error in some model, and null hypotheses are rejected, that does not mean an experiment has answered the right question. When the aims of the researcher are incompatible with the design, implementation and analysis of an experiment, an “error of the third kind” has occurred \cite{14}: “giving the right answer to the wrong question.” Furthermore, there is no assurance that, though something may be accurately measurable, it
Experiments must thus be designed after the hypothesis is formulated, and the scientific and statistical questions are “deconstructed” [14].

The relationships between an experiment to what is intended center upon the concept of validity. One kind of validity is that a meaningful or scientific conclusion can come from the experiment. If the variance in the estimates of responses are too large for any meaningful conclusion about treatments, then the experiment has no conclusion validity. Another kind of validity is that the estimated responses come entirely from the treatments. When they come in part from unrelated but confounded factors not taken into account in the measurement model, then a causal inference cannot logically be made between the treatments and the responses in an experiment, and it has no internal validity. Such problems arise from, e.g., a biased selection of units, the experimental design (mapping of treatments to units), the choice of measurements, who makes the measurements and how, and so on. A third kind of validity is the logical generalization of experimental results to the population, of which the experimental units are a subset. If the units are not a random sample of the population, or if an experiment has no conclusion and internal validity, then the experiment has no external validity.

3 The MIREX Automatic Mood Classification Task

We now apply the formalism above to the MIREX automatic mood classification task (MIREX-AMC), which has been run the same way since 2007 [15, 17]. A submitted algorithm labels a music recording with one of five mood labels. Performance is assessed by the number of “ground truth” labels an algorithm reproduces in the private MIREX-AMC dataset. This dataset consists of 600 30-s excerpts of music, with a “ground truth” generated with human assessment.

3.1 Systems and System Analysis

In MIREX-AMC, a participant submits a machine learning algorithm, which is composed of a feature extraction algorithm, and a training and classification algorithm. The inputs and outputs of these algorithms are specified by the instructions of MIREX-AMC. A MIREX-AMC organizer — i.e., the operator — then integrates the machine learning algorithm with the environment: a computer, the private MIREX-AMC dataset, etc. This produces one system. Since MIREX-AMC uses 3-fold stratified cross-validation, each submitted machine learning algorithm produces three systems. Each system is built of the same machine learning algorithm, but trained with different data.

---
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MIREX-AMC analyzes a system by comparing its output labels in a dataset to the “ground truth” labels. This produces several figures of merit: mean accuracies (per class, per fold, and overall), and confusions. Such a test of a system addresses the question: How many “true” labels of the test dataset does this system produce? Combining the tests of three systems from a machine learning algorithm addresses the question: How many “true” labels of the test dataset does this machine learning algorithm produce? Finally, statistically comparing the test results of several machine learning algorithms addresses the question: is there a significant difference in the numbers of “true” labels of this dataset produced by these machine learning algorithms? Since MIREX-AMC only tests and compares systems in their production of “true” labels of a test dataset, no matter how that production happens, and does not address the motivations of the systems it analyzes — to automatically recognize emotion in recorded music — its system analysis is shallow. The analysis is not concerned with, e.g., how a system makes its decisions, whether it is doing so in an “acceptable manner” (with respect to some use case), whether any system is better than another (with respect to some use case), how a system can be improved (with respect to some use case), and so on.

3.2 Experimental Design and Analysis

MIREX-AMC evaluates a machine learning algorithm by an operator applying the three resulting systems (treatments) to three folds (experimental units) of the test dataset. The experimental design of MIREX-AMC maps one system to only one fold. If one system was mapped to another fold as well, then it would be tested using some of the data with which it was trained. The operator measures for each of the five labels in a fold the proportion of matching labels produced by a system. Denote the five class labels by $a, b, c, d, e$. Hence, an observational unit is the set of excerpts in a fold from the same class, i.e., all excerpts with label $a$. Notate the measurements of system $i$ applied to fold $i$, $\hat{Y}_i = [\hat{y}_{i,a}, \hat{y}_{i,b}, \ldots, \hat{y}_{i,e}]^T$, where $\hat{y}_{i,a}$ is the number of excerpts in fold $i$ that system $i$ labels $a$ correctly, divided by the number of excerpts in that fold with a “true” label $a$.

MIREX-AMC reports several figures of merit for a machine learning algorithm: the ordered set of fold-specific mean classification accuracies ($\mathbf{1}_n$ is a length-$n$ vector of ones divided by $n$)

$$\hat{\mathbf{y}} := \{\mathbf{1}_5^T \hat{Y}_1, \mathbf{1}_5^T \hat{Y}_2, \mathbf{1}_5^T \hat{Y}_3\}$$

(2)

the class-specific mean classification accuracies

$$\hat{S} := (\hat{Y}_1 + \hat{Y}_2 + \hat{Y}_3)/3$$

(3)

and the mean classification accuracy

$$\hat{y} := \mathbf{1}_5^T \hat{S}.$$  

(4)

MIREX-AMC 2007 reports only mean classification accuracy and confusion table. These results are further analyzed in [15]. In all years since, MIREX-AMC
Bob L. Sturm reports fold-specific mean classification accuracies, class-specific mean classification accuracies, mean classification accuracy, and confusion table. Statistical tests are also run in these years to determine if there are significant differences between fold-specific and class-specific accuracies for all systems.

Since 2008, MIREX-AMC tests two null hypotheses. First, for any of the three folds, the classification accuracies are the same for all $L$ machine learning algorithms, i.e.,

$$H_0^{(i)}: \hat{Y}_1(i) = \hat{Y}_2(i) = \ldots = \hat{Y}_L(i) \quad (5)$$

where $\hat{Y}_l(i)$ is the $i$th element of $\hat{Y}_l$, the ordered set of fold-specific mean classification accuracies of machine learning algorithm $l$. Second, for any of the five classes, $k$, the classification accuracies are the same for all $L$ machine learning algorithms, i.e.,

$$H_0^{(k)}: e_k^T \hat{S}_1 = e_k^T \hat{S}_2 = \ldots = e_k^T \hat{S}_L \quad (6)$$

where $e_k$ is the $k$th standard vector. To test these hypotheses, MIREX-AMC applies the Method of Ranks $[13]$. This approach builds a two-way table with the $L$ treatments as columns and three (fold) or five (class) observational units as rows. Each measurement in a row is assigned a rank, with the largest value assigned $L$, the next largest $L-1$, and the smallest assigned 1. If the classification accuracies are the same for all treatments, then the distribution of the ranks in the two-way table will be random. Assuming the measurements are mutually independent, the chi-squared test can then be used to test the null hypotheses. If either null hypothesis is rejected, then the fold-specific or class-specific mean classification accuracies show a dependence on the machine learning algorithm. MIREX-AMC also makes pairwise comparisons to test for significant differences between the measured accuracies of machine learning algorithms (classes) and systems (folds).

Through the figures of merit it reports, and the statistical tests it performs, MIREX-AMC implicitly assumes the simple textbook model. Furthermore, it assumes the same model applies to all machine learning algorithms it tests. A linear model explaining the measurements of MIREX-AMC is given by

$$\begin{bmatrix} Y_1 \\ Y_2 \\ Y_3 \end{bmatrix} = \begin{bmatrix} \tau_1 \\ \tau_2 \\ \tau_3 \end{bmatrix} + \begin{bmatrix} Z_1 \\ Z_2 \\ Z_3 \end{bmatrix} = \beta + \begin{bmatrix} Z_1 \\ Z_2 \\ Z_3 \end{bmatrix} \quad (7)$$

where $\tau_i = [\tau_{i,a}, \tau_{i,b}, \ldots, \tau_{i,c}]^T$ are the determinate responses of system $i$, and $Z_i$ are contributions to the measurements that are not due to system $i$. The ordered set of fold-specific mean classification accuracies is thus modeled

$$\mathcal{Y} := \{1^T_5 (\tau_1 + Z_1), 1^T_5 (\tau_2 + Z_2), 1^T_5 (\tau_3 + Z_3)\} \quad (8)$$

The expectation and variance of the $i$th member of this set are given by

$$E[\mathcal{Y}(i)] = 1^T_5 (\tau_i + E[Z_i]) \quad (9)$$

$$Var[\mathcal{Y}(i)] = Var[1^T_5 E[Z_i]] \quad (10)$$

$^5$From the MATLAB implementation friedman.
The class-specific mean classification accuracies are thus modeled

$$S = \frac{1}{3} \sum_{i=1}^{3} \tau_i + \frac{1}{3} \sum_{i=1}^{3} Z_i,$$

and the expectation and covariance of this are

$$E[S] = \frac{1}{3} \sum_{i=1}^{3} \tau_i + \frac{1}{3} \sum_{i=1}^{3} E[Z_i],$$

$$Cov[S] = \frac{1}{9} Cov\left[\sum_{i=1}^{3} Z_i\right].$$

Finally, the mean classification accuracy is thus modeled

$$y = \frac{1}{3} \sum_{i=1}^{3} 1_5^T \tau_i + \frac{1}{3} \sum_{i=1}^{3} 1_5^T Z_i,$$

and its expectation and variance are

$$E[y] = \frac{1}{3} \sum_{i=1}^{3} 1_5^T \tau_i + \frac{1}{3} \sum_{i=1}^{3} E[1_5^T Z_i],$$

$$Var[y] = \frac{1}{9} Var\left[\sum_{i=1}^{3} 1_5^T Z_i\right].$$

The responses $\beta$ can be estimated from $\hat{S}$ if $E[Z_i]$ is known for all $i$. Typically, these are not known and must be modeled. Finally, the error of the estimate of $\beta$ depends upon $Cov[S]$, which itself depends on the covariance of each $E[Z_i]$.

It is clear that since MIREX-AMC tests (5) and (6), it implicitly assumes for all $i$, $E[Z_i] = 0_5$ (where $0_5$ is a length-5 vector of zeros), and $Cov[Z_i] = \sigma^2 I_5$ for some $\sigma^2$ quite small. Otherwise, the measured fold-specific mean classification accuracies do not reflect the responses of the systems, and the measured class-specific mean classification accuracies do not reflect their “true” values for the machine learning algorithms. Furthermore, MIREX-AMC does not specify any bounds on the errors of the estimates, which come from the covariance of all $Z_i$. Hence, only subject to the strict assumptions on this measurement model — which appears supported only by convenience and not evidence — can the experiments of MIREX-AMC provide any scientific knowledge [11].

### 3.3 Relevance and Scientific Validity

MIREX-AMC measures and compares how many “correct” labels the systems of machine learning algorithms produce for a private set of labeled data, regardless of how the systems select the labels. Whether or not it is acceptable to produce
“correct” labels by any means depends on a use case; and thus the relevance of the measurements and comparisons made in MIREX-AMC depend on a use case. If the goal is “classifying music by moods” [15], and by denotes using criteria relevant to mood, for example, music modality and tempo, and not possible confounds, like female voice, presence of piano, and the 2nd MFCC, then it is not relevant to measure the correct labels produced by the systems of a machine learning algorithm for a specific dataset, unless one assumes label selection can only be either random or by relevant criteria in that dataset, or the responses of the systems in the measurement model can be estimated with error bounds that are informative. In other words, classification accuracy is not enough for this goal [24,26]. With respect to the aim “classifying music by moods” then, MIREX-AMC has no conclusion validity (it does not unambiguously address whether a system is classifying music by mood), it has no internal validity (possible confounded factors are not controlled), and thus has no external validity.

4 Conclusion

We have attempted to contribute a formalism missing from the conversation of evaluation in MIR. The development of a solid formalism is especially important now considering the recent appearance of several works highly critical of current evaluation practices in MIR. Such a formalism can facilitate real and cooperative advancement of evaluation in MIR, by disambiguating its aims, parts, design, execution, interpretation, and assumptions. At a high level, a formalism is essential to scientifically address questions such as, “What accomplishment is being attempted?” , “What must be done to achieve that?” , “What was actually accomplished?” , and “What does that accomplishment contribute?”

As a specific case, we discuss MIREX-AMC with this formalism. This shows how its system analysis is shallow: of interest is only the number of “true” labels produced by systems from a machine learning algorithm, and not how the systems work, whether they work by using criteria relevant to mood, where their weak points lie and how they can be improved, and so on. In terms of formalized experimental design and analysis, this formalism clarifies the evaluation applied in MIREX-AMC, and uncovers its implicit measurement model and its accompanying assumptions, as well as the critical lack of estimation error analysis. Finally, we see that the relevance of the measurements of MIREX-AMC depend on a use case. If the goal is classifying music by moods using criteria relevant to mood, then MIREX-AMC has no conclusion validity, no internal validity, and no external validity.
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